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Abstract

Ratchets are devices that operate away from thermal equilibrium and can 
rectify zero-mean perturbations to achieve directed transport. We im­
plement a ratchet system by using cold atoms in a driven optical lattice. 
This ratchet system can be precisely controlled experimentally, by ad­
justing either the driving parameters or the characteristics of the optical 
lattice.

Directed transport in our ratchet is caused by rectification of either 
the driving force or fluctuations. We demonstrate under which conditions 
these types of rectification occur. Rectification of the driving force is a 
deterministic process, while rectification of fluctuations implies that the 
atoms act as Brownian motors. We show that resonant activation is the 
underlying mechanism of operation of these Brownian motors.

The ratchet transport is controlled by symmetries of the system. 
The temporal symmetry of the system is normally broken by a time- 
asymmetric driving force. Here we show that for a system with sym­
metric driving and a symmetric potential, directed transport can also be 
caused by dissipation-induced breaking of time-reversal symmetry. This 
happens in the limit of small driving amplitude and large dissipation.

We also study quasiperiodic driving of a cold atom ratchet and ex­
amine the relationship between symmetries and transport in this case. 
When mapping the route to quasiperiodicity we find a characteristic peak 
spectrum with transport occurring for certain ratios of frequencies. We 
characterize these peaks spectroscopically, and conclude that their shape 
is determined by the duration of driving. Finally, we investigate the co­
herency of transport with quasiperiodic driving and find large coherencies 
for certain driving parameters.
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Chapter 1 

Introduction

The field of laser cooling has developed tremendously since the realiza­
tion of the first magneto-optical trap in 1987 [1] and especially since the 
creation of the first Bose-Einstein condensate in 1995 [2]. It has since 
developed from a research subject in and of itself into a tool with which 
to tackle problems in other fields of physics. One of these fields is statis­
tical physics, and here we discuss the implementation with laser cooled 
atoms of a topic of statistical physics that is receiving a lot of interest at 
the moment, ratchets.

1.1 R atchets

Can one extract useful work from thermal fluctuations? This question 
has inspired many people to come up with designs for perpetual motion 
machines. None however have been able to escape the consequences of the 
Second Law of Thermodynamics. Smoluchowski and Feynman made such 
a design as well, only with the intention of showing it could never work at 
thermal equilibrium. This Feynman ratchet, discussed in section 1.1.1, 
is able to rectify fluctuations when operating out if equilibrium. We 
here define a ratchet as a device exhibiting directed transport away from 
equilibrium as a result of zero-mean fluctuations.

A Brownian motor is very similar to a ratchet in that it rectifies 
fluctuations, the difference is that it operates as a result of thermal zero- 
mean fluctuations. A ratchet on the other hand can operate even in a 
completely Hamiltonian system with only an external zero-mean driving.

8
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1

Figure 1.1: Illustration of the Feynman ratchet. The ratchet-and-pawl 
device in reservoir 1 with temperature T\ rotates due to thermal fluc­
tuations in reservoir 2 with temperature T2 . The pawl is designed to 
rectify the unbiased fluctuations in reservoir 2, resulting in unidirec­
tional rotation and the possibility of doing work on a mass connected 
to the axle.

Note that both ratchets and Brownian motors do consume energy to stay 
away from equilibrium, hence the Second Law is not violated.

1.1.1 The Feynman ratchet

Perhaps the most well-known ratchet system is the Feynman ratchet. 
He extended an earlier gedanken experiment of Smoluchowski [3] on the 
possibility of extracting energy from microscopic fluctuations. The basic 
idea was to use a device with a single axle with on one side a ratchet- 
and-pawl, a cog with asymmetric teeth and a lever, and on the other 
side large fins. Due to Brownian motion the surrounding gas randomly 
pushes on the fins, and the pawl ensures that the axle can rotate only in 
a single direction. At first sight it is plausible that this device, as shown 
in figure 1.1, can lift up a mass connected to the axle and thereby do 
useful work.

Feynman showed however that if the whole system is at thermal equi­
librium no useful work can be extracted from the Brownian motion of the 
gas. This is because the pawl, microscopic in size itself to allow any rota-
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Figure 1.2: Illustration of the Brillouin rectifier. Can a current I  be 
driven through the circuit by rectification of Johnson noise from the 
resistor by the diode?

tion of the axle, experiences Brownian motion as well. When the pawl is 
lifted up by a thermal fluctuation the ratchet can move in the direction 
that is otherwise blocked. The net result is that the rotation rates to the 
left and the right are exactly equal. If this were not the case, the pawl 
would be a classical example of a Maxwell’s demon.1 Extraction of work 
is possible if the temperature of the gas surrounding the fins is larger 
than that surrounding the ratchet. Though in that case the Second Law 
does not apply, and the system is simply a microscopic heat engine.

1.1.2 Brillouin’s paradox

Another early thought experiment trying to rectify thermal fluctuations 
was an electrical circuit by Brillouin [5]. It simply consists of an electrical 
diode and a resistance, as shown in figure 1.2. If the whole circuit is in
thermal equilibrium at temperature T  the resistance will produce John-

— 2
son noise, with a power spectral density per Hz of V — 4 R. This 
means there is a fluctuating voltage over the diode which it can rectify, 
and enough of these circuits in series could form a battery.

The resolution of this paradox lies in the microscopic dynamics re­
sponsible for the behavior of the diode. The familiar voltage-current 
characteristic of the diode is obtained only after averaging over thermal 
fluctuations and is therefore not valid for our purpose. It can be shown [6] 
that the V — I  curve for thermal fluctuations is shifted with respect to

1The demon, brought into life by Maxwell to demonstrate the statistical nature of 
the Second Law, is still of interest. The last major insight it gave rise to connects sta­
tistical physics to information theory. Landauer and Bennett found that information 
is linked to entropy and that memory erasure of the demon increases the entropy of 
the system [4].



1. Introduction 11

the one normally used, restoring detailed balance and obeying the Second 
Law.

1.1.3 Directed transport

The ratchets of Feynman and Brillouin were designed to show the conse­
quences of the Second Law, and to paradoxically not work at equilibrium. 
One can however turn this around and start thinking about designing 
devices that operate away from equilibrium and do useful work without 
violating the Second Law. An interesting step in this direction was made 
by Tsong and Astumian [7], who in 1986 proposed the flashing ratchet 
as the mechanism on which some classes of molecular motors operate. 
Molecular motors are proteins that live in a noisy environment in the 
human body, and convert random ‘kicks’, experienced when converting 
ATP to ADP, in directed motion with the help of a spatially asymmetric 
potential. This enables them to move a load around the body. Providing 
insight into the mechanism of operation of molecular motors was one of 
the motivations for the recent surge in interest in ratchets.

Ajdari and Prost [8] in 1992 and Magnasco [9] in 1993 emphasized the 
broader significance of ratchets, when they showed that directed trans­
port is a generic feature of a system out of equilibrium and with broken 
symmetry. This quickly led to a host of theoretical work [10-15] as well 
as experimental demonstrations of ratchets with colloidal particles [16] 
and optically trapped beads [17]. It did not take long before new tech­
nological applications appeared on the horizon.

1.1.4 Applications

A promising development is the use of ratchets as particle separation 
devices. It has been shown that particles with different properties like 
size or mass can be made to move in opposite directions [16]. This has 
already enabled separation of phospholipid molecules [18], and can be ap­
plied to many other types of molecules even in their native environment, 
something that is very hard to do any other way.

Other applications for ratchets include electron pumps [19], vortex 
density control in superconductors [20] and nanoscale machinery [21], 
Finally, ratchets are also interesting from the point of view of theoretical
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non-equilibrium thermodynamics. This includes classical [9] and quan­
tum [22] transport phenomena as well as a test for recently discovered 
fluctuation theorems [23].

In chapter 4 we will discuss the properties of ratchets in detail and 
give an overview of the different techniques used to create ratchets.

1.2 Laser cooling and trapping

Laser cooling was first proposed in 1975 by Hansch and Schawlow [24] as 
a method to cool down atomic gases. With the required laser technology 
available, atoms were first cooled in a so-called optical molasses in 1985 
by Chu et al. [25]. This was quickly followed by the demonstration of the 
first magneto-optical trap (MOT) in 1987 by Raab et al. [1], and provided 
a very convenient and robust way to trap large numbers of atoms. MOTs 
have been the workhorse of atomic physics ever since. They are easy to 
set up, robust tools that can rapidly capture a large number of atoms 
from a background gas or collimated beam and cool and trap them. A 
MOT typically contains 108 — 1010 atoms at a temperature of about 100 
fiK. The most commonly used species are alkali atoms such as Rb, Cs 
and Na, but a wide range of other atoms (noble gases, group II atoms) 
can also be trapped.

The interest in laser cooling increased massively when in 1995 Cornell, 
Wieman and collaborators created for the first time a long sought-after 
state of matter, a Bose-Einstein condensate (BEC) [2]. This is a quantum 
state of matter where every atom has exactly the same wave function, 
and has allowed for precise control over and manipulation of a mesoscopic 
quantum object. More recently, DeMarco and Jin were able to create 
quantum degenerate gases of fermions as well [26].

In the rest of this section we will discuss the basic physics of laser 
cooling and trapping.

1.2.1 Laser cooling

The most frequently used and most robust of many laser cooling schemes 
is laser Doppler cooling. The idea behind Doppler cooling is simple: let 
an atom scatter photons from a laser beam that is propagating in a direc­
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tion opposite to the atom, thereby slowing down the atom. In practice 
this can be accomplished by an optical molasses, i.e. by irradiating the 
atom from all sides with light that is slightly red detuned from atomic 
resonance. The Doppler shift of the light, 5d = —k  • v, will then ensure 
that the counter-propagating light is shifted closer to resonance and the 
co-propagating light further away from it.

The momentum transfer when a photon gets absorbed is hk, which 
slows down the atom. The atom gets another momentum kick when the 
atom returns to the ground state by spontaneously emitting a photon af­
ter a time r  »  T"1, with T the natural linewidth of the atomic transition, 
but this time in a random direction. After n such absorption-emission 
cycles the kicks from the spontaneous emission average to zero, and the 
momentum of the atom has decreased by nhk. For a two-level atom the 
force due to a single laser beam can be expressed as [27]

F = fi* i + So + (2(/+<wr]2’ (L1)

Here s0 — I / I s is the saturation parameter, with I  the intensity of the 
laser beam and I3 — the saturation intensity,2 and 8 =  u  — ua the 
detuning of the laser frequency u  from atomic resonance ua. For laser 
beams coming from both sides the force depends on the atom velocity v  
in such a way that the force is approximately linear with the velocity:

^   ̂ Shk28s0 _  lA oN
O M ~  r ( i + «0 +  (2(5/r)2)2,' _  “*• ( • )

This force is a friction force, it can slow down atoms to micro-Kelvin 
temperatures, but since there is no position-dependence in (1.2) it cannot 
trap them. For that we need a magnetooptical trap.

1.2.2 Magneto-optical trapping

A MOT is formed by three orthogonal pairs of counter-propagating laser 
beams with at the point where they cross a magnetic quadrupole field, 
formed by two coils in anti-Helmholtz configuration. Each of these pairs

2For an on-resonance laser beam with I  — Is , the atomic excited-state population 
is 1/4, for I  Is it approaches 1/2.
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has one beam that is a+ and one that is a~ polarized. We now explain 
the principle of the MOT for an atom on a Jg =  0 —> Je =  1 transition.

The magnetic field induces a Zeeman shift in the magnetic sub-levels 
of the atom, so the degeneracy of these levels is broken. This is illustrated 
in figure 1.3. On the left side of the center of the trap the m j =  +1 sub­
state is shifted closer to resonance, and the m j = —1 further away from 
resonance. This means the atom will be pumped to the m j  =  +1 state 
and interact mainly with the cr+-polarized beam, which pushes the atom 
towards the center of the trap. The opposite happens on the right side of 
the trap center so that, in addition to the velocity-dependent force (1.2), 
we now have a spatially dependent force. The total force on an atom in 
a MOT is now given by

i - i  ocĝ iB
*  MOT — —(XV  j-j—

dB
dr (1.3)

where g is the Lande factor, \ib  the Bohr magneton and ^  the gradientd r
3of the magnetic field.3 Prom (1.3) it can be seen that the motion of an 

atom trapped in a MOT is that of a damped harmonic oscillator.

1.2.3 Optical lattices

An optical lattice is a periodic structure consisting entirely of light, ca­
pable of trapping atoms and in some cases also cooling them. It arises 
when multiple laser beams are superposed, giving rise to a periodic mod­
ulation of fight intensity and/or polarization. The name ‘optical lattice’ 
was introduced to highlight the analogy with solid-state crystals, which 
have their atoms arranged in lattices. The analogy is not perfect how­
ever as in an optical lattice most lattice sites usually remain empty.4 In 
contrast to solid state materials, optical lattices are defect-free and its 
parameters such as potential depth and lattice spacing are easily tun­
able. Therefore an optical lattice allows one to implement many states 
and phase transitions familiar from solid state physics, such as the Mott

3This force is not isotropic, because the magnetic gradient along the direction 
connecting the centers of the coils is twice that of the gradient in the directions 
perpendicular to it.

4Nowadays it is possible to fill every lattice site with the same number of atoms by 
loading a Bose-Einstein condensate in a lattice and creating a Mott insulator state.
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+1)
k.+i>
|e,0)
k  - 1)

Figure 1.3: Illustration of the principle of a magneto-optical trap 
(MOT), for an atom on a transition Jg =  0 —► Je =  1 (top left). 
The laser frequency w is detuned from the atomic transition ua by 
8 =  u) — u)a (bottom left). The energy levels of the magnetic substates 
are position-dependent, due to the MOT magnetic field B  =  Brer , 
causing the atom to scatter light from the counter-propagating laser 
beam (right).

2D 3D

Figure 1.4: Laser configurations for a 2D and a 3D lattice. Many other 
laser configurations are possible.

insulator state [28] and the BEC-BCS transition [29, 30]. Due to the 
precise control over the lattice parameters it has also been possible to 
implement some paradigmatic models of statistical physics, such as the 
kicked rotor [31] and, more recently, the Feynman ratchet [32].

An illustration of possible laser configurations for 2D and 3D optical 
lattices is shown in figure 1.4. In chapter 3 we will discuss optical lattices 
in more detail and show measurements on the temperature and damping
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rate of atoms in our optical lattice.

1.3 This thesis

In the 1990’s laser cooling was mainly a research subject in and of it­
self. Now it is used more and more as a tool with which to tackle long­
standing problems in other areas of physics. In this thesis we describe the 
implementation of a ratchet with cold atoms in an optical lattice. The 
advantage of using laser cooling techniques compared to most other im­
plementations is that the system is very clean, i.e. the optical potential 
is free of defects and the system (atoms +  light) is almost completely 
decoupled from the environment. Therefore it is an ideal testbed for 
theory.

In chapter 2 we describe our experimental setup, in chapters 3 and 4 
we discuss optical lattices and ratchets respectively in more detail. Then 
in chapters 5, 6 and 7 we present measurements on our ratchet. The 
underlying mechanism of the directed motion in the optical potential, 
resonant activation, is demonstrated in chapter 5. Chapters 6 and 7 
show two ways of breaking the symmetries of the system in order to 
obtain this directed motion. Finally, in chapter 8 we conclude and try to 
give an idea of where this research may lead in the future.

The experimental data have all been obtained by the present author. 
Where figures differ from those published in our articles [33-36], the data 
used for the figures in this thesis have been taken at a later date and are 
more comprehensive. The data for the numerical simulations presented 
in figure 4.6 were kindly supplied by S. Denisov.



Chapter 2 

Experimental setup

To perform an experiment with optical lattices a few basic steps are 
needed. First cold atoms, in our case caesium atoms, are collected in a 
magneto-optical trap. Then they are cooled further in an optical mo­
lasses. The optical lattice can then be turned on and, after waiting for 
a few milliseconds to let the atoms equilibrate, an experiment can be 
performed. Finally a detection method, usually some form of imaging, 
is used to measure what has happened. In this chapter we discuss the 
details of the experimental setup and how it is used to perform this basic 
capture-cool-experiment-detect cycle, as shown in figure 2.1.

2.1 Laser system

To operate a 133Cs MOT, laser light on the cooling transition (F  =  4 —» 
F' — 5) and on the repumping transition (F = 3 —* F' = 4) is needed. 
Therefore two external cavity diode lasers are used that are locked close to 
these transitions by saturated absorption spectroscopy [37]. The design 
of our home-built diode lasers is shown in figure 2.2. The grating directs 
the fight from its first order back into the laser diode, forming a cavity. 
The grating mount is controlled by a piezo-electric element, which can be 
used to change the angle of the grating and thus tune the cavity length. 
This is one way to control the frequency of the laser fight, the other ones 
are by changing the temperature of and the current through the diode. 
For normal operation the temperature is kept constant, slow drifts of the 
frequency are compensated for by changing the grating angle and fast

17
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1. MOT 2. molasses

*  -til 4. ratchet

3. optical lattice

5. imaging

Figure 2.1: Illustration of the phases of the experiment. First, the 
MOT is loaded for a few seconds. The atom cloud is then cooled 
further by optical molasses and loaded into the optical lattice. After 
applying a frequency modulation to one of the lattice beams to create 
a ratchet (see section 5.2 for details), the final result is obtained by 
fluorescence imaging.

(> 1 kHz) noise is compensated for with the diode current.
The laser locked close to the cooling transition is used to injection 

lock [39] two free-running ‘slave’ diode lasers. This gives us two high 
power («  100 mW) laser beams tuned to the right transition with min­
imal complexity. One of these slave lasers, the slave referring to the 
following of the frequency of the grating-stabilized ‘master’ laser, is used 
for the MOT and the other one for the optical lattice.

The master laser is locked to the F = 4 —> F' = 4/5 crossover 
transition [40], which is 125.5 MHz red detuned from the cooling transi­
tion. The frequency of the MOT beams is shifted to the right frequency 
(8 =  — 2T) by two acousto-optical modulators (AOMs), one fixed at —80 
MHz and the other one an adjustable double pass AOM with a range from 
78 to 102 MHz. The repumper laser is locked to the F  =  3 —>F/ =  3/4 
cross-over transition and shifted onto resonance (F =  3 —* F' — 4) by a 
single fixed-frequency AOM. The measured absorption spectra and error 
signals with the lock points are shown in appendix A.
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Figure 2.2: Artist’s impression of a grating-stabilized diode laser in 
the Littrow configuration, design as in Ricci et al. [38]. Shown are the 
laser diode mount, grating and grating mount, base plate, thermo­
electric cooling element, thermistor and housing. The slave lasers do 
not possess a grating but are otherwise the same. Anamorphic prisms 
to make the laser beam circular are positioned outside the laser and 
are not shown here.

2.2 Vacuum system

The pressure required to do experiments with optical lattices is below 
10~8 mbar. This ensures that the atoms are not lost from the lattice 
because of collisions with background atoms on the timescale of a typical 
experiment (~ 50 ms). The design of the vacuum system is such that this 
pressure is reached even without baking it. Its total volume is about two 
liters, a large part of which is the glass cell in which the experiments take 
place. The cell is connected by a valve to a glass capsule containing solid 
caesium. This valve has to be opened only every few months when the 
caesium is starting to run low in the cell. Simply heating the caesium 
with a heatgun is enough to refill the glass cell. Two pumps, an ion 
pump (Varian StarCell, 201/s) and a non-evaporable getter pump (SAES
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Figure 2.3: Artist’s impression of the vacuum system. Shown are the 
glass cell, caesium capsule, pumps, stainless steel tubes and valves, as 
well as the MOT coils.

ST101, 20 1/s), maintain a pressure of about 5 • 10-9 mbar. The pumps 
both have a valve as well to control the pumping speed. The vacuum 
system is shown in figure 2.3.

2.3 MOT and optical lattice

The MOT is formed by three pairs of retroreflected beams that cross at 
the center of the glass cell. The two coils that generate the quadrupole 
field for the MOT have 170 turns each, a diameter of 12 cm and they 
are separated by 12 cm as well. A current of 2.75 A through the coils 
gives the required gradient of about 10 G/cm at their center. The MOT 
beams are 1 cm in diameter, have an intensity of 2.5 mW/cm2 and are 
detuned by —2I\ This gives a MOT which contains on the order of 108 
atoms at a typical temperature of about 100 /ik. The MOT is monitored 
continuously by a simple charge-coupled device (CCD) camera (Watec
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WAT902H) connected to a monochrome monitor. The whole system is 
surrounded by three pairs of square coils with a 45 cm diameter that 
compensate for any dc magnetic field - mainly the earth’s magnetic field 
- present in the cell.

A thermo-electrically cooled CCD camera (Princeton Instruments Mi- 
croMax) is used to obtain fluorescence images of the atom cloud at the 
end of an experimental cycle. An on-resonance, retro-reflected laser beam 
is used to illuminate the atoms for 1 ms. This beam is carefully balanced 
in order not to distort or push away the atom cloud in this time. A 
zoom lens (Navitar Zoom 7000) is mounted on the camera to capture 
as much of the fluorescence of the atoms as possible. The solid angle 
subtended by the lens is about 0.12 sr. Calibration of the magnification 
of the lens is done by letting the atom cloud drop under the influence of 
gravity, taking images at different fall times and fitting the position of 
the atom cloud with x — \g t2. This gives a value of 28.5 //m/pixel, or a 
magnification of 4.25.

The arrangement of the optics to prepare all the beams for the MOT 
and the optical lattice is shown schematically in figure 2.4. The glass cell 
is large enough to accommodate all beams, with the MOT beams coming 
in at a 90° angle with the sides of the cell. The lattice is formed by four 
beams in the umbrella configuration, as discussed in section 3.1.4. The 
two AOMs used for the lattice beams are driven by phase-locked function 
generators (Rohde & Schwarz SMY01) that can be frequency modulated 
to create a ratchet force, as described in section 5.2. This frequency mod­
ulation comes from two or three other phase-locked function generators 
(Agilent 33220A). The axial lattice beam comes in under a very slight 
angle with one of the MOT beam pairs, the other three beams come in 
under an angle of 30°. The probe beam finally comes in at an angle of 
7° with the axial lattice beam.

The optical lattice can be characterized by the oscillation frequency 
of the atoms in the potential wells and the scattering rate of photons, 
as discussed in chapter 3. In practice these parameters are tuned by 
varying the intensity and detuning of the lattice beams. The intensity 
is controlled by the last two AOMs the beams go through (bottom left 
in figure 2.4). The detuning is set by two double-pass AOMs, one in the 
lock path of the master laser (not shown) and one right before the master
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master laser
lattice laser mot laser

repump laser

AOM
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glass plate

S  polarizing 
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Figure 2.4: Schematic layout of the optical table. The optics for 
locking the laser frequency to the transition and for injecting the slave 
lasers are not shown.
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beam injects the lattice (top left in figure 2.4). This gives a range from 
—5T to —25T for the lattice detuning.

2.4 Experim ent control

The experimental cycle of loading the MOT, applying optical molasses, 
loading the atoms into the optical lattice, doing the actual experiment 
and the final imaging needs to be highly reproducible. Also, some of 
the parameters of the experiment need to be controlled on a timescale of 
milli or even microseconds. Therefore a reliable computer control system 
is used to run the experiment. It consists of two PCI cards (National 
Instruments AT-AO-10 and PCI-1200) controlled by a Labview program. 
The CCD camera used for fluorescence imaging has a separate control 
program to set the imaging parameters written in Visual Basic. The 
time resolution of the control program is 50 /is, fast enough for all the 
ratchet experiments. For the experiments on the damping time described 
in section 3.3 we used a different control system, consisting of one digital 
(Viewpoint DIO-64) and two analog (National Instruments PCI-6713) 
PCI cards and also written in Labview, with a 2 fis resolution. The 
control parameters of a typical experimental cycle are shown in table 2.1.

M OT molasses lattice ra tchet TO F image
time (ms) 2000 5 2 30 10 3
MOT fight on on off off off off
repump fight on on on on off on
<$MOT - 2r — 3F - - - or
B field on off off off off off
lattice off off on on off off
ratchet force off off off on off off
image trigger off off off off off on

Table 2.1: The phases of a typical experimental cycle. The ratchet 
force is ramped up and down smoothly when turned on in 1 ms. TOF 
is the time-of-flight phase where the atoms expand freely, as explained 
in section 3.3. The duration of lattice and ratchet phases is varied 
slightly for different experiments.



Chapter 3 

Optical lattices

As we saw in chapter 1, optical lattices are periodic potentials for cold 
atoms formed by the interference of two or more laser beams. We can 
classify these lattices as near-resonant or far-off-resonance, depending on 
the rate at which the atoms in the lattice scatter photons. For near­
resonant lattices we usually need to consider only a single optical transi­
tion, while the internal state of the atoms trapped in such a lattice can 
change frequently. For far-off-resonance lattices on the other hand we 
need to consider multiple optical transitions, while the internal state of 
the atoms in the lattice does not change. We will concern ourselves only 
with near-resonant, bright optical lattices. The discussion on the light 
shift and the calculation of potential depth in sections 3.1.1 and 3.1.5 
are equally valid for far-off-resonance lattices however. In the rest of this 
chapter we will discuss the structure and cooling mechanism of optical 
lattices, how we can probe this structure and finally we characterize our 
own lattice.

3.1 Lattice structure

3.1.1 Light shift

The optical potential for an atom in an optical lattice is given by the 
fight shift, or ac Stark shift, of the atomic energy level that is the ground 
state of the optical transition. We will now derive the magnitude of the 
fight shift for an atom as a function of laser intensity and polarization, 
following the notation used in [41].

24
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The electric field of a laser beam is given by

E L(r,t)  =  Et{r)e-***  +  E l{r )e +̂ \  (3.1)

where (E^)  are the positive (negative) frequency components of the 
electric field of the laser. We can define these electric field components 
as E £ = ±|e(r)e£,(r), with e(r)  the polarization vector and ££,(r) the 
electric field amplitude. The atom-laser interaction Hamiltonian is given 
by

VAL = - d -  E l { t , t) = . E + ( r ) e -  cT • E£{r)e+**, (3.2)

where d+ (dr) are the dipole operators for the transition from ground 
to excited (excited to ground) states.

The fight shift operator is given by

A(r) =  ^e*(r) • d r ^ ^e(r) • , (3.3)

with cP reduced dipole operators. When we choose the basis vectors for 
the polarization vector as

e± =  =*= iev) e° =  (3-4)

corresponding to a± and w polarizations respectively, then the fight shift 
operator A(r) reduces to the product of two matrices of Clebsch-Gordan 
coefficients. The light shift operator, together with the detuning and 
intensity of the laser field, will give us the effective Hamiltonian

Heff(r )  — HSs(r)A(r) (3.5)

for an atom in an optical lattice. Here s(r) =  is the saturation
parameter. The eigenstates of the atom in the lattice are now given by 
the eigenstates of Heff(r )  and are position dependent. In general each 
eigenstate is a superposition of Zeeman substates, only in the minima of 
the lattice is the eigenstate of the atom with the lowest energy equal to 
the Zeeman state m F =  ± F  (for cr± polarization). The lattice potential
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Ea for an eigenstate \ga) is given by

Ea(r) = H5s(r)Xa(r)/2, (3.6)

with Aa the eigenvalue of A. In section 3.1.5 we will use the above to find 
the lattice potential for a 133Cs atom on a F  =  4 - > F* = 5 transition for 
the geometry of our optical lattice.

3.1.2 Sisyphus cooling

In 1988 Lett et al. surprisingly discovered that atoms in a MOT could 
be cooled below the Doppler limit [42]. This was followed quickly by the 
development of a theory of sub-Doppler cooling by Dalibard and Cohen- 
Tannoudji [43] and independently by the group of Chu [44]. The most 
common cooling mechanism was coined Sisyphus cooling as it described 
atoms continually climbing potential hills, similar to Sisyphus rolling his 
rock up a mountain.

We consider a one-dimensional optical lattice formed by counterprop- 
agating laser beams with perpendicular linear polarizations, the so-called 
linXlin configuration. Now the elhpticity of the polarization of the fight 
field changes as a function of the position z along the lattice. If at z = 0 
the polarization is a+ then at z = A/8  the fight will be 7r-polarized and 
at z = A/4 it will have changed to o~. Sub-Doppler cooling occurs only if 
the atom has multiple Zeeman sublevels, so here we consider an atom on 
a Jg =  |  —> Je = |  transition (the simplest atomic transition that gives 
rise to Sisyphus cooling). The atom experiences a sinusoidal potential 
when travelling through the lattice,

U±(z) = if i fe 0[2 =F eos(2fcz)], (3.7)o

where U± denotes the potential for the \g, + |)  and |<7, — |)  substates re­
spectively and s0 is the on-resonance saturation parameter [27]. The 
minima and maxima are located at the points of circular polarization. 
If the atom is in the \g, + |)  substate it will see the sites with o+ polar­
ization as minima and the ones with a~ as maxima (due to the different 
Clebsch-Gordan coefficients for those transitions). Due to the position- 
dependent polarization of the fight, the scattering rate of photons by an



3. Optical lattices 27

k - l / 2 )  |e, +1/2) |e, -1/2)
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Figure 3.1: Illustration of the principle of Sisyphus cooling for an atom 
with Jg =  \  —* Je =  f i n a  lin_Llin optical lattice. The atom travels 
from left to right through the lattice and its energy is indicated by its 
colour (darker is less energetic). The up arrows denote absorption of 
a photon, the down arrows spontaneous emission.

atom depends on position as well and is given by [41]

7± =  ~~r /tTvoi U =*= cos(2fez)], (3.8);± 9[1 +  (2<5/r)2]1 v v '

where the subscript of 7± indicates the polarization of the scattered light.
Cooling occurs because the light pumps the atoms to the substate 

where the potential is lowest. So if we consider an atom in |p, +§> at a 
site with a+ polarization, it is at a minimum and will start to climb a 
potential hill. When it reaches the top of that hill the light polarization 
has changed to a~ and the atom will be pumped to the \g, — |)  state. 
Then it starts climbing the next potential hill till it reaches the top 
and gets pumped back again to the original \g, + |)  state. This way 
it continually exchanges kinetic for potential energy, and this potential 
energy gets dissipated by the light field in the absorption - spontaneous 
emission cycles. An illustration of the mechanism of Sisyphus cooling is 
shown in figure 3.1.
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3.1.3 Atom localization

One of the defining characteristics of optical lattices is their ability to 
trap atoms in a potential with long-range spatial order. This means that 
atoms can become localized near the, regularly distributed, potential 
minima. Atom localization was first observed in 1990 by Westbrook et 
al. [45]. This was done by measuring the fluorescence spectrum of atoms 
in a 3D optical molasses. The spectrum showed a central Dicke narrowed 
peak1 on top of a Doppler-broadened background, a clear indication of 
atom localization. However, because six laser beams were used to form 
the molasses, the topography of the interference pattern changes as the 
relative phase between the beams drifts.2 Therefore no long-range spatial 
order was observed in this experiment. The first real, one-dimensional, 
optical lattice was created by Verkerk et al. [48] two years later. The 
pump-probe spectroscopy technique described in section 3.2 was used to 
measure the spacing of vibrational levels in a potential well, and Bragg 
scattering showed the long-range order. Quickly thereafter, two other 
groups observed the same spectrum with spontaneous pump-probe spec­
troscopy [49] and in a two-dimensional lattice [50] respectively.

3.1.4 Umbrella lattice

The optical lattice structure we are using is the so-called umbrella lat­
tice [51]. It consists of four linearly polarized laser beams, one of which 
propagates in the z direction while the other three beams propagate along 
the edges of a triangular pyramid. The azimuthal angle between beams 
2 — 4 is equal to 2?r/3, and we choose the polar angle between beam j } 
with j  = 2 — 4, and the 2-axis to be 0 =  7r /6. The relative intensities of 
the beams are Ii = 1 ,12 = I3 = y/3 +  cos2 0/6 cos0, / 4 =  1/3. The linear 
polarization of beam j is chosen as £j = i.e. Sj is orthogonal to
the plane defined by fci and k j and oriented as shown in Fig. 3.2. The 
electric field amplitude of the umbrella lattice along the different basis 
vectors (3.1.1) is given by [51]

1R.H. Dicke showed in 1953 that the spectrum of an atom confined in a space 
comparable to the wavelength of the scattered light or smaller consists of a Doppler 
broadened part plus a narrowed central peak [46].

2An N -dim ensional optical lattice is insensitive to  phase drifts only if it is formed 
by N  +  1 laser beams [47].
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Figure 3.2: Laser beam configuration of the umbrella lattice. The 
numbers 1 —4 denote the beams and the vectors ei — £4 the beam 
polarizations. On the left the viewpoint is indicated by the axes, on 
the right a projection on the xOy plane is shown.

where = k sin 0 and fcy =  k—
The choice for an umbrella lattice is made because beam 1 coincides 

with a symmetry axis of the lattice. This makes it straightforward to 
generate a force directed along this axis on the atoms by applying a 
phase modulation to beam 1. Note that the symmetry between the x- 
and y-axis is broken by the choice of polarizations described above.

3.1.5 Optical potential for caesium atoms

The structure of the optical potential for a 133Cs atom on the F = 4 —» 
F' = 5 transition in the umbrella lattice described in the last section is 
non-trivial. The atom has nine eigenstates, each with its own optical po­
tential that we can calculate by applying the theory of section 3.1.1. We 
obtain the polarization vector and amplitude of the light field from (3.9) 
and can then construct the light shift operator A(r). There are now two 
different optical potentials we can obtain, the adiabatic and the diabatic

E±(r) =  [=Fl +  +  |c o s g»(2fc|| z+k±_x/2)

e —i{kz+k±_x/2) (3.9)
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Figure 3.3: ID potentials for 133Cs on the F  =  4 —» F' =  5 transition 
in the umbrella lattice (a) adiabatic potential, (b) diabatic potential.

potentials [41]. The adiabatic optical potential is calculated by diago- 
nalizing A (r) in the ground state Zeeman sublevels basis. The diabatic 
potential is calculated by keeping only the diagonal terms of A(r) in that 
same basis. When used to find the potential depth, potential minima and 
vibrational frequencies, both potentials will give the same results. The 
difference between the two becomes important only when they are used 
for simulations with moving atoms. In that case the non-adiabatic mo­
tional couplings are usually neglected if the adiabatic potential is used, 
and the couplings contained in the non-diagonal elements of A(r) are 
usually neglected if the diabatic potential is used [52]. In figure 3.3 we 
show both type of potentials along the z-axis of the umbrella lattice.3 
From now on we choose to only use the adiabatic potentials, as is usually 
done in the literature.

Even though there are 2F  +  1 potentials, the atoms spend the vast 
majority of their time in the deepest potential only, due to the optical 
pumping, as explained in section 3.1.2. So when we speak of the optical 
potential we mean the deepest of the 2F  +  1 potentials. To illustrate the 
topography of this potential we show cross-sections of it in figure 3.4. 
The potential minima are spaced by about A/4 in the z-, 2A in the x- 
and 2.3A in the y-direction.

3We released the computer program pyLattice, capable of doing these calculations 
and ID, 2D and 3D visualizations of optical lattices.
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Figure 3.4: The lattice depth in the (a) xO z,  (b) yO z  and (c) xOy  
planes of the lattice, for an intensity of 50 m W /cm 2 and a detuning 
of <5 =  -12r.

3.2 Pum p probe spectroscopy

The optical lattice can be characterized efficiently by pump-probe spec­
troscopy. This entails measuring the transmission of a weak probe beam 
through the atom cloud trapped in the lattice, while the frequency dif­
ference between the probe and pump beams is scanned. In our case the 
probe beam frequency is kept constant while the frequency of the lattice 
beams, which act as pump beams, is ramped at a speed of 100 kHz/ms. 
A more common way is to keep the pump beam frequency constant and 
vary the probe beam frequency, but as long as the influence of varying 
the frequency of the lattice beams on the trapping potential is negligible 
both methods are equivalent.

The atoms are localized near the bottom of the (harmonic) wells and 
are thus well described as 3D harmonic oscillators with vibrational states 
In) = |nx,ny,n z), with corresponding energies En =  (nx +  \)h£lx +  (ny -1-



3. Optical lattices 32

+  (nz +  \)t&lz [53]. In the presence of pump and probe beams 
atoms can now undergo a Raman transition (absorption and subsequent 
stimulated emission of a photon) from one vibrational level to another 
when the detuning between these beams is equal to one of the vibrational 
frequencies, Spp = Vprobe — Vpump =  Of the two levels involved in
the Raman transition, the vibrational level with lower energy is always 
more populated. Therefore a negative detuning Spp will result in a redis­
tribution of photons from the probe to the pump beam, and vice versa 
for a positive Spp.

The linewidth of the Raman resonances is usually much narrower than 
the scattering rate P  because of the localization of atoms near the bottom 
of the potential wells, the Lamb-Dicke effect. This causes a lengthening 
of the relaxation times of the populations of, and coherences between, 
the vibrational states [54]. The transitions that can be excited depend 
on the direction and polarization of the probe beam. In appendix B we 
show that the vibrational frequency that is measured is, for our lattice, 
the one in the direction of the probe beam.

A typical spectrum is shown in figure 3.5. Two resonances at a pump- 
probe detuning Spp = ±QV can be seen. These are Raman resonances, the 
one at —£lv caused by absorption of a photon from a pump beam and 
subsequent stimulated emission into the probe beam. The vibrational 
frequency is half the distance between these peaks. In addition to the 
Raman resonances the spectrum shows narrower resonances around Spp — 
0. These are Rayleigh resonances, whose width is a measure of the cooling 
rate of the atoms in the lattice [55].

3.3 Tem perature and cooling rate

Atoms in the optical lattice experience Sisyphus cooling, as described in 
section 3.1.2. The equilibrium temperature of this process depends only 
on the depth of the lattice potential, and the rate at which this equi­
librium is approached depends on the damping coefficient. This section 
describes experiments we performed with Caesium atoms in an umbrella 
lattice aimed at measuring the equilibrium temperature and cooling rate 
as functions of the lattice parameters.

We can determine the temperature of the atoms in the lattice by
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Figure 3.5: Pump-probe spectrum for a lattice with a detuning 5 =
—12r. The vibrational frequency Uv along the 2-axis is determined 
by measuring the distance between the two peaks, as indicated by the 
grey lines.

time-of-flight (TOF) imaging. After the atoms have been kept in the 
lattice for 20 ms, we turn the lattice off instantly and let the atom cloud 
expand ballistically for a time t ^ .  The size of the cloud, determined by 
fitting a Gaussian profile to the image in the direction perpendicular to 
gravity, now depends on t^p  as

Here a0 is the initial size of the cloud, m  the mass of a single atom and T  
the temperature we are interested in. We determine T  by taking images 
for five values of and fitting (3.10) to the obtained cloud sizes. In 
figure 3.6 we show the cloud temperature as a function of potential depth 
for two different detunings.

Because the temperature for a given intensity Iz of lattice beam 1 in 
figure 3.6a is the same as that for 21 z in figure 3.6b, we can conclude that 
T  only depends on potential depth and is independent of the scattering 
rate. The approximately linear dependence of temperature on the lattice 
intensity - and therefore on the potential depth - is due to Sisyphus 
cooling, as illustrated in figure 3.1. Cooling stops when an atom does 
not have enough kinetic energy left to climb a potential hill to the point 
where it can lose energy by making a transition to a different internal 
state. Therefore the final temperature is a set fraction of the potential

(3.10)
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Figure 3.6: Temperature of the atoms in the lattice as a function of the 
intensity of the axial lattice beam, (a) lattice detuning is <5 =  —121? 
and fit, =  85 ±  2 kHz at Iz =  60 mW/cm2. (b) <5 =  —24T and 
Clv =  85 ±  2 kHz at Iz =  120 mW/cm2.

depth.
We also see that the minimum temperature of about 10 n K is reached 

for Iz za 7 mW/cm2 at 6 = — 12T. For even smaller potential depths the 
so-called decrochage regime is reached. Here the potential is shallow 
enough to allow energetic atoms to travel over a distance of many po­
tential wells without being trapped again. Therefore the temperature 
increases rapidly with decreasing potential depth in this regime. For 
larger potential depths the temperature increases approximately linearly 
with potential depth. These results are in good agreement with those 
in [56].

The temperature of atoms in an optical lattice has been investigated 
thoroughly before. Measuring the cooling rate, and thereby the damping 
coefficient 7 , has proved to be a lot harder however. The only convincing 
experimental study reported in the literature to date measured the cool­
ing rate by means of Bragg scattering of a weak probe beam. An inverse 
dependence on 8 was found [57].

We measured the cooling rate by determining the temperature, with 
the same TOF method as above, as a function of the time the lattice 
is on. This gives an exponential decrease of temperature from the MOT 
temperature to the equilibrium lattice temperature, as shown in the inset
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Figure 3.7: Damping time of the temperature in the lattice, measured 
along the z-axis, as a function of the detuning <5. The line is a least- 
squares fit to the data, constrained to go through the origin. The 
vibrational frequency of the atoms in the lattice is =  70 kHz. The 
inset shows the decrease of temperature as a function of the time the 
lattice is turned on for 6 =  — 21T.

of figure 3.7. We fit these curves with

T(tiat) =  0Tm o t  ~ T'Je-*'*1**™* +  Teq, (3.11)

and so obtain the damping time tdomp, which is inversely proportional 
to the damping coefficient. This damping time is shown in figure 3.7 as 
a function of S for constant lattice depth. The lattice depth scales as 
Uq ~  I /d  and the scattering rate as Iv ~  I /S 2, therefore in figure 3.7 
the detuning 5 on the axis is proportional to l/T '. These results confirm 
clearly that the damping coefficient is proportional to the scattering rate.



Chapter 4

Ratchets

The history of ratchets goes back to the nineteenth century and is quite 
diverse, as outlined briefly in chapter 1 and in detail in [58]. In this 
chapter we will present an overview of the different type of ratchets and 
their characteristics with an emphasis on the work done since 1993, when 
Magnasco [9] ‘reinvented’ the ratchet, and on the theory that governs the 
behavior of cold atom ratchets.

4.1 R atchet typ es

Many different types of ratchets have been proposed and implemented 
recently. We will focus here on the two most common types, flashing and 
rocking ratchets.

4.1.1 Flashing ratchet

The most basic ratchet in a way is the flashing ratchet [11, 12], where 
flashing refers to the potential turning on and off. The dynamics of 
particles in the ratchet potential V(x) are governed by the Langevin 
equation

m x + i x  = —V '(x)f(t)  +  f  (t), (4.1)

where 7  is the damping coefficient, £(£) is white noise ((£(£)) =  0, 
(£(0£M) — 27ksTS(t — s)) and /(£) can only take on the values zero 
and one, turning the potential on and off.

The basic idea is shown in figure 4.1. Particles are located at the

36
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free expansion

•  •  • •  •
retrapping

ratchet current return to minimum

Figure 4.1: Schematic illustration of the operation of a hashing
ratchet. Particles undergo normal diffusion when the potential is off, 
and return to a potential minimum when it is turned on again.

potential minima of an asymmetric potential, then when the potential 
is turned off they undergo normal diffusion. Due to the asymmetry of 
the potential more particles will reach the point where the maximum 
of the potential was located on the left than on the right. Thus when 
the potential is turned back on, those particles reach the neighboring 
minimum on the left. An average particle current to the left is obtained 
in this way. The operation of the flashing ratchet is straightforward, the 
particle current is in the direction of steepest ascent of the potential and 
work is done on the particles when turning the potential on, enabling the 
occurrence of a current.

Parrondo’s gam e

A mathematical paradox designed to illustrate the often counterintuitive 
working of ratchets was designed in 1996 by Parrondo [59]. He proposed 
to play two gambling games, both losing on average, in an alternating 
way. He then showed that the result was a gain in capital no matter if the 
games were alternated regularly or at random. The design of the games 
is shown in figure 4.2. In game A  a coin is tossed that has a probability 
px — o.5 — e to win and 1 —pi to lose, with e a small number. In game B  
a coin is tossed as well, but now with the probabilities determined by the
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capital 
divisible by 3

capital not 
divisible by 3

1 -  p i

losewin

win lose win lose

Figure 4.2: Schematic illustration of the original Parrondo’s game. 
Games A and B are played a set number of times each or randomly 
alternating. Each game by itself loses on average, but combined they 
win.

capital of the player. If the capital is divisible by three the probability 
of winning is p% — 0.1 — e, otherwise it is = 0.75 — e. It can easily be 
shown that both games are losing on average when e > 0.

Playing both games in an alternating order increases the player’s 
capital, a result that can be understood by considering the equivalent 
flashing ratchet of figure 4.1. Game A  is equivalent to the off state of 
the ratchet, with e representing a slight tilt of the potential, and game 
B  represents the on state [60]. The results of a numerical simulation of 
the Parrondo game are shown in figure 4.3. Both alternating strategies 
result in an increase of capital while playing either game by itself loses 
capital.

4.1.2 Rocking ratchet

The ratchet that is implemented in most experimental realizations is the 
rocking ratchet. Here the potential is constant and the atoms are driven 
with a zero-average periodic force E(t). The dynamics are described by 
a Langevin equation of the form

m x  +  yx  = —V'(x) +  E(t) +  £(t). (4.2)

The term tilting ratchet is also used for this type of ratchet, because the 
driving force can be represented as a fluctuating macroscopic gradient 
or tilt of the potential. The operation of a rocking ratchet is shown
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Figure 4.3: The gain when playing Parrondo’s game as a function 
of the number of games played. Parameter values are pi  =  0.5 — £,
P2  — 0.1 — e, p3  =  0.75 — e and £ =  0.005.

schematically in figure 4.4. The ‘natural’ current direction is here in the 
opposite direction to that for the flashing ratchet, along the flattest slope 
of the potential.

When the driving is non-adiabatic, i.e. the period of E(t) is not large 
compared to the characteristic time of the system, the rocking ratchet 
exhibits complicated behavior. The magnitude and even the sign of the 
current are unpredictable, and current reversals can occur as a function of 
driving parameters or noise strength. In contrast to the flashing ratchet, 
a current can also appear in a (noiseless) Hamiltonian system.

The cold atom ratchets that are the subject of this thesis are rock­
ing ratchets driven in a non-adiabatic way. The basic picture of the 
operation of these ratchets is therefore as in figure 4.4, with the asym­
metry contained in the driving force E(t) and not in the potential V{x). 
There are many other ways in which ratchets can operate, the common 
elements of which are (i) a mechanism to drive the system out of equilib­
rium and (it) a way to introduce an asymmetry into the system. Ways 
to do this include entropic barriers [61], tunneling through barriers [19] 
and collective effects [62]. We will give a brief overview of experimental 
implementations in section 4.6.
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M

Figure 4.4: Schematic illustration of the operation of a rocking ratchet.
The slope of the potential changes due to the asymmetric applied force 
E(t). Here the potential is tilted slightly to the right for a large part 
of the driving period, and tilted strongly to the left for a much shorter 
time. The time-average of the applied force is zero, but due to the 
asymmetry of the force directed transport can occur.

4.2 Sym m etries

Besides the requirement of driving the system out of equilibrium, a 
ratchet needs some kind of asymmetry to be able to operate. That a cur­
rent occurs when the system does not possess any symmetry follows from 
Curie’s symmetry principle, which states that if a certain phenomenon is 
not ruled out by symmetries then it will occur [58]. Symmetry analysis 
is therefore a powerful tool to predict where a current will or will not 
appear. Note that a system in thermal equilibrium always possesses a 
symmetry, namely that of detailed balance.

Symmetry analysis is based on finding conditions under which con­
tributions to directed transport from particles with different initial posi­
tions and momenta cancel each other out. We therefore look for trans­
formations of time and space that keep the equation of motion, i.e. the 
Langevin equation, invariant, while changing the sign of momentum x. 
This means that if there is a certain probability of finding a particle with
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x

Figure 4.5: Schematic representation of the effect of symmetries (4.3) 
on trajectories in phase space. Two different trajectories are related 
by symmetries, whose contributions to directed transport therefore 
cancel each other. The inset shows a space-time representation of two 
related trajectories.

a trajectory x (t7xo,po),p(t,Xo,po) through phase space, the probability 
of finding another particle with a trajectory x (t,x 0, —po), —p(t,x0, —po) 
is equally large. Therefore the average momentum of a collection of par­
ticles, obtained by taking the average over many individual trajectories, 
will be zero. In figure 4.5 the linking of trajectories by symmetries is 
shown schematically.

There are two types of transformations that will yield the change in 
sign of momentum, these are (i) a change in sign of position, x  —► —x, 
combined with a shift in time, t  —» t +  to, and (**) a change in sign of
time, t —> —t, combined with a shift in position, x  —> x  +  xQ. When
we apply these transformations to the Langevin equation (4.2), we find 
conditions on the driving force E(t) and the potential V (x) which have 
to be fulfilled for the Langevin equation to stay invariant. Adopting the 
notation of [63], the transformations with corresponding conditions are1

Sa : x - > - x ,  t  -► t +  T/2, if{V;', Esh};

Sb : x  -+ x, t-+  - t ,  if{-#8, 7  =  0}; (4.3)

Sc : x —> x  +  A/2, t  —> — t, =  0}-

1For a periodic function g(x)  with period L  there are three types of symmetry we 
consider here [63]. The function can be symmetric (g(x) =  g(—x)),  antisymmetric 
(g(x) =  —g(—x))  and/or shift-symmetric (g(x +  L/2)  =  —g(x)).  We adopt the 
convention that symmetric functions are labelled with suhscript s, antisymmetric 
functions with subscript a  and shift-symmetric functions with ah.
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Here 7  =  0 indicates a dissipationless, or Hamiltonian, system and m = 0 
indicates an overdamped system. Classification of systems as Hamilto­
nian, underdamped or overdamped shows which symmetries apply to 
that system, as well as what terms have to be retained in the Langevin 
equation. An atom in an optical lattice undergoing Sisyphus cooling can 
never be overdamped,2 implying that for the experiments described in 
the next chapters only symmetries Sa and Sb are important.

4.3 Current reversals

Current reversals are a characteristic feature of ratchets. The interest 
in current reversals can be explained by the possibility to make devices 
that separate particles that possess different properties, like size [16] or 
mass [65].

Suppose we take a rocking ratchet with dynamics described by (4.2) 
and a symmetric potential V(x). Then choosing an asymmetric driving 
E(t) with amplitude F0 will in general give us a nonzero current, as ex­
plained in the previous section. We can usually find a driving amplitude 
Fi ^  F0 where the current has opposite sign to that for Fq. Therefore 
there must be an intermediate amplitude F2 where the current disap­
pears, i.e. a current reversal occurs.

When we find a current reversal as a function of one parameter, it 
follows that a current reversal can occur as a function of any parameter 
of the system, for example the friction coefficient 7  or the temperature 
T  [58]. Say we found a current reversal at F2, for a certain value of the 
friction coefficient 70. Then if we fix the driving amplitude at F2 and 
start varying 7 , a finite current will appear again. Generally the current 
as a function of 7  will go through its zero point at 70 with a nonzero 
slope, therefore we will obtain a different sign of the current for 7  > 70 
than for 7  < 70, demonstrating the current reversal at 70.

Multiple current reversals can occur for more complicated potentials 
or driving forces [66]. In chapter 5 we will see the occurrence of double 
current reversals in a cold atom ratchet as a function of several parame­
ters.

2 The damping coefficient saturates before the dynamics become overdamped, due 
to the saturation of the scattering rate when the intensity keeps increasing [64].
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4.4 R atchet performance

The interest in ratchets has largely been motivated by the prospect of 
new particle separation devices, electron pumps and microscopic motors. 
These are exciting prospects, but they are only realizable if their energy 
efficiency is acceptable, as first noted by Parrondo [67]. Another im­
portant requirement for these devices is reliability. As they are subject 
to fluctuations in their noisy environment, the work these devices do or 
the distances they travel in a fixed amount of time shows a spread [68]. 
Therefore we will define the coherency of a device as a second measure 
of performance.

4.4.1 Efficiency

The thermodynamic efficiency of a ratchet can be defined as the output 
work divided by the input energy,

W
v = j r • (4.4)

Since the ratchet has no internal degrees of freedom to store energy, the
work can be defined as that done against a load force F  [69],

F {V) - s
v = - g ~ ,  (4.5)

H/irJ%n

where Ein =  {f*+T v(t)E(t)dt) is the time-averaged input power and (v) 
is the time-averaged velocity of the ratchet. This is the correct form 
for a thermodynamic efficiency, but many types of ratchets do not do 
work against an external force. Therefore Der6nyi et al. [70] proposed 
a generalized efficiency r}gen where the output work is defined as the 
minimum energy needed to perform a certain task. In many cases this 
is the energy rf{v}2 expended to move at an average velocity (v) through 
a viscous medium with damping coefficient 7 , which makes rjgen equal to 
the Stokes efficiency [71].

An important next step was made by Suzuki and Munakata [72] who 
realized that the average power input must equal the average power out­
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put, and can therefore be expressed in measurable quantities

Pin = F(v) +  7 (t/)2 +  7 ((Ai/)2 -  kT /m ), (4.6)

where (Av2) = ((v — (v))2) is the variance of the velocity. This enabled 
them to define a rectification efficiency

n F(l>) +  7(«2) (47)
'r“  F{v) +  7 <u)2 +  7 ((A«2) -  kT /m ) ' K 1

This definition enables experimental determination of the rectification ef­
ficiency, by measuring (i) the average velocity (v), (ii) the variance of the 
velocity (Av2), (in) the damping coefficient 7  and (iv) the temperature 
T.

4.4.2 Coherency

The coherency of a ratchet defines how reliable the ratchet transport 
is. We consider here a ratchet that operates for a fixed time r , and are 
interested in the distance I = (v)r travelled versus the spread in that 
distance. We define an effective diffusion constant [68]

(*(r)*> -  (®(t))2 
u ‘f t --------------j? ---------- ’ t4 -8)

that enables us to quantify this spread. The Peclet number used in fluid 
dynamics gives us a useful measure of the coherency. It relates velocity 
to diffusion,

Pe = (4.9)
ef f

where L  is a characteristic length scale of the system. In order to be 
able to compare ratchets of different size we choose L  as the transport 
distance of the ratchet I. This choice gives us a Peclet number equal to

12 212
P e = T o 7 r i s ?  (410)

which gives us a measure that can be determined experimentally. Coher­
ent transport is usually taken as transport with a Peclet number of two or 
greater [73]. Experimentally the coherency has so far only been measured
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in molecular motors, with Peclet numbers between two and six [74, 75]. 
Numerically it has been shown that there are regions of the parameter 
space where the coherence can be very large, with Pe > 500 [73].

When we look at the definition of the generalized efficiency (4.7) we 
can see that the coherency and efficiency are related, so when rjrec —► 1 
then Pe —* oo.

4.5 M icroscopic dynam ics

When we observe a ratchet current, this is usually a macroscopic averaged 
quantity that does not give us much information about the underlying 
microscopic dynamics of the system. Only in very simple cases such as 
the flashing ratchet from section 4.1.1 can we understand exactly how 
a macroscopic current arises from the microscopic dynamics. Symmetry 
considerations do not help us either in this respect. In this section we 
will take a closer look at the system dynamics on a single-particle level.

4.5.1 Stochastic dynamics

The dynamics of a single particle in a ratchet potential are described 
by a Langevin equation such as (4.2). To gain more insight into these 
dynamics we look at the phase space representation of the trajectories 
of single particles. We use a stroboscopic Poincare section, created by 
plotting the position x  and momentum p of each particle at multiples of 
the driving period T. The values for x  are mapped to that of the unit 
cell of the periodic system, —L/2 < x < L/2.

We start by considering a Hamiltonian system by leaving out the 
white noise from (4.2) and using a potential V(x) = — cos(x), yielding a 
Langevin equation

mx =  — sin(:r) +  E(t). (4-11)

We choose a driving force E(t) with two harmonics and a phase difference 
(f> between the two, E(t) = E\ cos(ut) +  E^ cos(2ut +  <j>). This choice is 
made because it is a simple way of creating a periodic driving force that 
breaks all symmetries (4.3). It is also the same force we use for the 
experiments in chapters 5 and 6.
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Figure 4.6: Result of numerical simulation of a system of the form 
(4.11). (a) Unit cell of the periodic system, with islands, ballistic 
channels and stochastic layer indicated. Average current is (v) =
—0.21vr. (6) Enlargement of area of figure a marked in red, showing 
the structure on the boundary of island and stochastic layer. Driving 
parameters are E\ = E<2 = 2, u =  2 and <j> = —7r/2, the mass m is 
taken as unity.

The phase space of (4.11) is characterized by the presence of a stochas­
tic layer and is always mixed, i.e. it contains regular islands inside the 
stochastic layer. Regular islands with zero average momentum corre­
spond to regular trapped motion of particles in the minima of the po­
tential, islands with a nonzero average momentum to regular periodic 
motion. Outside of the islands, particles show chaotic motion. The 
layer also contains ballistic channels, particle trajectories that show long 
uni-directional flights [76].3 In figure 4.6 we show the phase space repre­
sentation of the results of a numerical simulation of (4.11), with islands, 
ballistic channels and stochastic layer identified.

The different parts of phase space in a Hamiltonian system do not 
communicate, i.e. particles that start inside a regular island stay inside 
that island and particles in the stochastic layer will exhibit chaotic mo­
tion for all time. The total current is then a sum of the currents for 
each part of phase space, weighted by phase space area, under the as­
sumption that the particle dynamics is ergodic. Often this is not the case 
however, especially at the boundary between islands and the chaotic re­

3These are also known under the name Levy flights, and have been observed in 
optical lattices [77].
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gions. There the stochastic layer contains a set of cantori4 that can form 
a partial barrier for a particle trajectory, effectively creating a trap in 
phase space [76]. The particle will ‘stick’ to the island and the particle 
dynamics becomes non-ergodic, leading to ballistic flights. Breaking of 
the symmetries (4.3) leads to a desymmetrization of ballistic channels, 
as can be observed in figure 4.6. The stochastic layer overlaps with the 
lower channel but not with the upper one, creating a particle current 
in the negative x-direction. In several numerical studies this stickiness 
effect has been observed [63, 76, 78]. However, in at least one numerical 
study it was shown that ballistic channels do not necessarily constitute 
the main contribution to the current [79].

For the Hamiltonian case the current is caused by a combination of 
ballistic flights and regular and chaotic transport. Now the question is 
what happens when noise is added to the system. In the presence of 
noise stable islands turn into attractors5 with a corresponding basin of 
attraction. Particles can move into and out of these basins and the cur­
rent depends on the attractors’ stability properties [80]. The mechanism 
of ballistic channels generally survives in the presence of noise. It does 
not explain however that in some cases noise can play a constructive role 
and increase the current, as is demonstrated in chapter 5. For that we 
need to consider activated barrier crossing.

4.5.2 Activated barrier crossing

The escape of a particle from a potential well under the influence of ther­
mal noise is a problem first treated by Kramers [81]. He showed that the 
escape rate out of the well depends exponentially on the barrier height, 
W  ~  e_c//fej5T, with U the barrier height, ks  the Boltzmann constant 
and T  the temperature. When the particle is driven non-adiabatically 
this relation may be strongly modified. The escape rate is then modified 
and depends on an activation energy R  different from the barrier height, 
W  ~  e~R/kBT Even jf the driving amplitude, and thereby the change

4Cantori are KAM-tori - quasiperiodic orbits in phase space for integrable conser­
vative dynamics - stable against perturbations.

5An attractor is a set to which the system evolves after a long enough time. This 
means a particle trajectory close to the attractor (in the basin of attraction) remains 
there even under a slight perturbation.
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in R, is small, the escape rate can still be strongly modified as long as 
SR > kBT. In [82, 83] it was shown that, counterintuitively6, the change 
in R  is proportional to the amplitude of driving A. The reason is that 
as a particle escapes from a well it follows with a very high probability 
a particular trajectory known as the optimal path [84]. Along this tra­
jectory the effect of the driving field accumulates, causing a change in R  
linear in the field. The result is a logarithmic dependence of the escape 
rate on driving amplitude

ln(W0 =  x M A  (4.12)

with x(^) a proportionality constant dependent on the frequency of driv­
ing called the logarithmic susceptibility. Like other susceptibilities, the 
logarithmic susceptibility is a characteristic of a system and can be cal­
culated or measured experimentally. In [84] this was done for a colloidal 
particle in an optical trap. Crucially, it was shown that the escape rates 
to the left and right can have a different dependence on frequency, giving 
a mechanism of operation for a Brownian motor.

4.6 Experim ental realizations o f ratchets

Ratchets are systems that can operate when a few requirements are met, 
namely the system is described by Langevin dynamics away from equilib­
rium and the system contains an asymmetry. This means that a ratchet 
can be implemented in a multitude of ways, and over the last decade 
that is exactly what has been done. We will briefly describe two of the 
implementations, a complete overview of all ratchets to date is given in 
table 4.1.

The original inspiration for the recent interest in ratchets was the 
functioning of molecular motors [9]. Now Leigh and co-workers, in an 
impressive demonstration of nano-engineering, have been able to synthe­
size an artificial molecular device that works exactly like these molecular 
motors [21]. It belongs to a class of molecules known as rotaxanes, and 
consists of a molecular ring that is trapped on and can move along a

6One would expect the non-adiabatic driving to ‘heat up’ the particles and there­
fore the change in R to be proportional to the field intensity I  ~  A2.
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Colloidal particle ratchet [16] 1994, sensitive to particle size
Optical thermal ratchet [17] 1994, flashing ratchet, single bead
Mercury in capillary [61] 1996, ratchet with entropic barriers
2DEG in antidot lattice [85] 1998, photo-voltaic effect
Cold atom ratchet [32] 1999, tailored optical lattice
Tunneling ratchet [19] 1999, works as electron pump
Quantum dot ratchet [86] 1999, adiabatic electron pump
SQUID ratchet [87] 2000, multiple current reversals
Magnetic flux ratchet [88] 2003, in superconducting film
Granular gas ratchet [89] 2004, collective ratchet
Josephson junction arrays [90] 2005, collective vortex ratchet
Self-propelled liquids [91] 2006, macroscopic effect on liquid
Collective vortex ratchet [62] 2006, multiple current reversals
Polymer nanowire ratchet [92] 2006, direction-dependent resistance
Synthetic molecules [21] 2007, first information ratchet

Table 4.1: Overview of experimental realizations to date of ratchets.

linear molecular thread. In the middle of the linear thread a molecular 
gate controls if the ring can pass to the other side or not. When light 
is falling on the ring, it can signal the gate to open if it is on one side 
but not on the other. This means the gate can act as a Maxwell’s demon 
and increase the concentration of rings on one side, driving the whole 
system away from equilibrium. Note that the Second Law is not broken 
because energy is consumed when signalling the gate. See figure 4.7 for 
an illustration of the principle of this ratchet.

The first implementation of a ratchet with cold atoms in an optical 
lattice was done by Robilliard et al. [32]. There a magnetic field was used 
to create asymmetric lattice potentials for the two magnetic ground states 
in a A-configuration.7 Due to the difference in asymmetry between these 
two potentials and the fluctuation-induced jumping of atoms between 
them, a large ({v) > 15vr) rectification of fluctuations was obtained. 
The magnitude and direction of the atom current can be controlled by 
the magnetic field. In the last few years cold atoms, due to their flexibility 
and the precise control over all experimental parameters, have become 
one of the most interesting systems to study symmetries and transport

7 A A-configuration consists of two ground states and one excited state. In this 
case it is obtained by using an atomic transition F =  1 —► F' = 1 and a light 
field containing no 7r-polarized component. The relevant magnetic substates are then
mp  =  ± 1.
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Figure 4.7: Illustration of the principle of the molecular information 
ratchet of Serreli et al. [21]. (i) Molecular ring signals the gate, (ii) 
Gate opens, (in) Ring passes through the gate, (iv) Gate closes and 
the ring can not signal it anymore.

of ratchets [33-36, 93, 94],
Two patents related to ratchets have been awarded so far, the first 

one as far back as 1993 on a method to separate colloidal particles in 
fluids by means of a ratchet effect [95]. More recently, a method to 
reduce vortex densities and transport vortices in superconductors has 
been patented [20]. However, commercial exploitation of these patents 
has not happened yet as far as we are aware of.



Chapter 5

Ratchet transport 
mechanisms

This chapter describes an experiment that demonstrates resonant activa­
tion in a driven optical lattice:

•  R. Gommers, P. Douglas, S. Bergamini, M. Goonasekera, P. H. 
Jones and F. Renzoni, Resonant Activation in a Nonadiabatically 
Driven Optical Lattice, Phys. Rev. Lett. 94, 143001 (2005).

5.1 Introduction

Brownian motors function by extracting useful work out of fluctuations. 
An implementation of a Brownian motor with cold atoms in dissipative 
optical lattices was first shown by Jones et al. [94]. This work showed 
rectification of fluctuations, proving the ratchet functions as a Brown­
ian motor. The underlying mechanism by which these Brownian motors 
operate was unclear however. Two closely related phenomena that use 
fluctuations constructively are resonant activation and stochastic reso­
nance. In this chapter we will experimentally investigate transport in 
our ratchet in detail, and show that these phenomena both play a role in 
the regime where our ratchet acts as a Brownian motor. We will also find 
a regime of deterministic current rectification, namely harmonic mixing, 
and study the interplay between these different mechanisms.

Before discussing the above-mentioned phenomena, we would like to 
make clear that we now switch to a more experimentally oriented termi­

51
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nology. We explicitly consider atoms in optical lattices, the dynamics of 
which are described by the same Langevin equations as in chapter 4. The 
white noise term £(£) then becomes the photon scattering rate, and the 
damping coefficient 7  is determined by the cooling rate due to Sisyphus 
cooling.

5.1.1 Resonant activation

We define resonant activation here as ‘a resonant enhancement of the es­
cape rate out of a potential well under the influence of non-adiabatic driv­
ing’. The resonant behavior occurs when the driving frequency matches 
a natural frequency of the undriven system, which for atoms in an op­
tical lattice is the vibrational frequency Sly. It has been predicted that 
resonant activation causes resonant rectification of fluctuations [82, 83]. 
In an optical lattice we cannot observe the escape of atoms out of the po­
tential wells directly, but we can observe any rectification of that escape. 
Therefore the observation of a resonance in the rectified atom current 
through the lattice is the hallmark of resonant activation for us.

Another possible consequence of resonant activation is the occurrence 
of current reversals. Resonant activation is an extra mechanism of rec­
tification, and can give rise to a current with opposite sign to that from 
deterministic rectification - such as harmonic mixing, discussed in sec­
tion 5.1.3. The interplay between these different mechanisms can give rise 
to current reversals. These reversals are interesting because of possible 
applications in particle separation, as discussed in section 1.1.4.

Resonant activation was first shown experimentally by Devoret et 
al. [96] in a Josephson junction driven by microwaves. The only other 
experimental demonstration that we are aware of was done with an op­
tically trapped bead [84]. The work in this chapter, partially described 
in [33], will show resonant activation in a cold atom ratchet. In the liter­
ature we find another, closely related, phenomenon also named resonant 
activation [97]. In this paper thermally activated escape was considered 
in the presence of fluctuations of the barrier height itself, and a reso­
nant escape behavior was found as a function of the barrier fluctuation 
frequency. Experimental demonstrations of this phenomenon were given 
with an analog electronic circuit [98] and with an optically trapped par-
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Figure 5.1: Schematic illustration of the principle of stochastic reso­
nance in an optical lattice driven with a single harmonic sin(wt). The 
hopping rate of the atom shows a resonance when there is synchro­
nization of the scattering rate with w.

tide [99]. We will not consider this phenomenon any further.

5.1.2 Stochastic resonance

In some cases an increase in noise on the input of a device can actu­
ally increase the signal to noise ratio at the output. This counterintu­
itive phenomenon is called stochastic resonance (SR). The mechanism of 
stochastic resonance is straightforward to explain. Consider an atom in 
an optical lattice that is driven with a single harmonic sin(o;t), as shown 
in figure 5.1. The driving tilts the lattice so that the energy barrier 
between the two potential wells is decreased, increasing the probability 
of the atom making a (noise-induced) transition towards the well with 
lower energy. For this to happen repeatedly the driving frequency and 
the photon scattering rate need to be synchronized. Therefore the hop­
ping rate of the atom between wells will show a maximum as a function of 
the scattering rate, i.e. stochastic resonance, when this synchronization 
occurs.

In general three ingredients are needed for SR to occur; (i) an ener­
getic barrier, (ii) a weak coherent input and (Hi) a source of noise. A very 
wide range of physical systems possess these characteristics, and SR can 
therefore be observed in systems ranging from a bistable ring laser [100] 
to neurons in the tail fan of a crayfish [101]. SR was originally proposed 
in 1981 by Benzi et al. [102] and used as an explanation for the periodical 
recurring of ice ages. Shortly afterwards Fauve and Heslot demonstrated 
SR experimentally by measuring the noise dependence of the spectral
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line of an ac-driven Schmitt trigger [103].1 A number of different mea­
sures have been used to characterize SR. The main ones are peaks in the 
intensity of a power spectrum, in a residence time distribution and in 
signal to noise ratio.

Stochastic resonance and resonant activation have often been stud­
ied separately, because the former occurs as a function of fluctuation 
intensity and the latter as a function of driving frequency. These two 
phenomena will often occur in the same system however, although not 
necessarily at the same points of the parameter space [99].

5.1.3 Harmonic mixing

Harmonic mixing [104,105] is a deterministic mechanism for current gen­
eration that occurs if a particle confined by an anharmonic potential is 
driven by several commensurate frequencies. It can be viewed as a non­
linear process where the potential is the nonlinear medium that mixes the 
two (or more) harmonics of the driving field, resulting in a nonzero aver­
age momentum of the particle. Note that when a freely moving particle 
experiences this bi-harmonic driving, it will not exhibit directed motion 
because the time-averaged force is zero. A derivation of the directed cur­
rent due to harmonic mixing for our potential and driving force is given 
by Flach et al. [106]. The current depends on the driving amplitudes E\ 
and f?2 of the two harmonics, driving frequency u  and phase between the 
two harmonics <£,

^ s in (^ ) .  (5.1)
U)

We remark that this result for the harmonic mixing current comes from 
a perturbation approach under the assumptions of high temperature 
(T »  Tr, with Tr the recoil temperature2) and strongly non-adiabatic 
driving (u »  fiv). These assumptions are only approximately correct 
and therefore we do not expect the scaling law (5.1) to hold exactly.

*A Schmitt trigger is a comparator circuit with positive feedback. With an input 
higher than a certain threshold the output is high, with an input below another (lower) 
threshold the output is low, and when the input is between the two thresholds the 
output does not change its value.

2The recoil temperature Tr = (hk)i /2kBm is the lower limit of any cooling tech­
nique based on scattering of photons, and corresponds to the increase of kinetic energy 
of an atom after emitting a single photon. Equivalently, the recoil velocity is the ve­
locity due to a single photon emission, vr =  hk/m.
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Scaling laws under different assumptions can be found in [107]. Due to 
the strong dependence on u , for driving frequencies low enough we ex­
pect deterministic rectification to be the dominant mechanism by which 
current generation occurs.

5.2 E xperim ental details

The experimental sequence consists of loading the MOT, cooling the 
atoms further by molasses, turning on the optical lattice, frequency mod­
ulating the lattice and then use fluorescence imaging to observe the effect 
of the modulation. Here we focus on the modulation of the optical lattice, 
the other steps are described in more detail in chapter 2. We generate 
the zero-mean force needed for the experiments by frequency modulating 
beam 1 of the optical lattice. This is done by modulating the frequency 
of the AOM controlling this beam (bottom left in figure 2.4). The force 
on the atoms is given by the inertial force in the accelerating frame 
z* = z — a (t)/kz, where a(t) is the phase modulation of the beam and 
kz = 2 n /\z, with Xz/2  the separation between two minima of the lat­
tice along the z-axis, \ z = ^ . The relationship between frequency 
and phase modulation is a differential one, u(t) = a (t), or equivalently 
a(t) = J  uj{t)dt [108]. The inertial force on an atom is now given by

TYh
E(t) =  —ma(t) = —— a(t). (5.2)

We choose a bi-harmonic driving of the form

a(t) = d0[sin(u;£) +  0.5 sin(2a;t — 0)], (5.3)

with (f> = 7r/2  to ensure that symmetries Sa and Sb (4.3) are broken. This 
gives us a driving force

2 •

E(t) ~  a° [cos(art) +  cos(2u;t — 4>)\. (5.4)
Kz

The frequency modulation for a few different phases (f) is plotted in fig­
ure 5.2.

The modulation is turned on and off in an adiabatic way to avoid
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Figure 5.2: The shape of the waveform used for frequency modulation 
of beam 1 of the optical lattice, in case of bi-harmonic driving (5.3).

giving the atoms a sudden kick. This is achieved by multiplying the 
modulation amplitude with an envelope function

r
\  + \  c o s ( t t^ )  , 0 < t < tr,

1 , t r < t < t r + te, (5.5)

§ +  § COS(7T--̂ =k ) , tr +  te < f < 2tr +  tc,

where tr is the time of ramping up or down the modulation and te is 
the time the modulation is on. We always take tr = 1 ms in our exper­
iments, which fulfills the requirements of being fast on the timescale of 
the experiment (tr <C te) and adiabatic (tr w 1). The envelope e(t) is 
generated by the computer control program and multiplied with (5.3).

The fluorescence imaging gives us the position of the atoms at the 
moment of imaging. By comparing the images for finite do with an image 
for d0 =  0 we can determine the displacement of the atom cloud due to 
the applied force. We obtain the center of mass (CoM) displacement 
from the first moment of the image along the direction of motion,

dCM =  5  v w ' ' (5.6)2^i 2^j ij

with Iij the intensity of the image at pixel (i,j)  and the atom cloud 
moving along image axis with index i. The motion of atoms through 
the lattice occurs with constant velocity, therefore we can obtain this 
velocity by simply dividing dcM  by the time te the experiment lasts. In all

e(t) =  <

f w ^ ;j_______ i-

^AAAfV
- A  A  A  A *  = *

W A A
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experiments reported in this chapter we apply the frequency modulation 
for 20 ms, and let the atoms expand freely for another 20 ms. We checked 
that during the free expansion the atoms keep the same center of mass 
velocity as they have when the lattice is modulated. The free expansion 
therefore doubles the displacement of the cloud from its position without 
modulation, giving a better resolution of the measurement.

The center of mass velocity of the atoms depends on a number of 
parameters. The driving shape and amplitude are controlled by u  and 
do- The shape of the optical potential is fixed, but it’s depth depends on 
the laser intensity and detuning. We characterize this depth by measur­
ing the vibrational frequency Ov by means of pump-probe spectroscopy. 
The last parameter is the scattering rate, the rate at which a single atom 
scatters photons. This rate is represented here by r„ =  0,1/6, a quantity 
proportional to the scattering rate. We can change Ov and Ts indepen­
dently, because Ov ~  I /S  and Ta ~  I /S 2. The do’s given in the rest of 
this chapter are specified at u  — 100 kHz. We change do in such a way 
that the overall amplitude of the force is independent of u.

5.3 Experim ental results

5.3.1 Resonant activation and stochastic resonance

We measure the center of mass velocity of the atom cloud as a function 
of u; with driving of the form (5.3), for given lattice parameters Ov and 
Ta and driving amplitude d0. In figure 5.3 we show data sets for three 
different scattering rates.

Each data set shows three different regimes. For low driving frequency 
(w <  1^) harmonic mixing is the dominant effect. Due to the strong 
dependence3 on u; in (5.1), harmonic mixing causes the velocity to be 
quite large. One thing we noticed is that in this regime the atoms diffuse 
quickly, and eventually the whole cloud breaks up for very small u. We 
presume this is due to residual imbalances in the intensities of the optical 
lattice beams. In numerical simulations, where radiation forces always

sThe assumptions under which (5.1) was derived do not hold in this regime, there­
fore the scaling with u) is not exact and for u -> 0 the current should disappear 
again.
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Figure 5.3: Atom current through the lattice as a function of driving 
frequency w for different scattering rates Ts . The other parameters of 
the experiment are Clv = 2 1 4  kHz and do =  750 kHz at w =  100 kHz.

perfectly cancel, the ratchet velocity approaches zero in the limit of small 
u  [109]. For high driving frequency (u> »  the current is essentially 
zero. Here the translations of the optical lattice in space that generate 
the driving force are so fast that the atoms cannot follow that motion and 
essentially see a potential averaged over a driving period. This stationary 
averaged potential does not allow for any current. The most interesting 
part of the data set is when the driving frequency approximately matches 
the vibrational frequency (u ~  Ov). There a resonance appears in the 
curve, corresponding to a resonant activation mechanism. We note that 
the maximum of this resonance appears to be at a frequency slightly 
higher than £lv. This is caused by the u>~3 dependence of harmonic 
mixing, which skews the shape of the resonance.

When we compare the three data sets we see that the current is high­
est for the intermediate value of r s. This means that the scattering of 
photons plays a constructive role, i.e. fluctuations get rectified. This can 
be observed more clearly in figure 5.4, where we plot the maximum of 
the resonant activation resonance as a function of r s for three different 
vibrational frequencies. The data in figure 5.4 for each shows a res­
onant behaviour as a function of Ts. This is the hallmark of stochastic 
resonance, as discussed in section 5.1.2. So we find stochastic resonance 
and resonant activation occurring not only in the same system, but at 
the same point of the parameter space. We note that when rectification 
of fluctuations occurs, our ratchet acts as a Brownian motor. We con-
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Figure 5.4: Amplitude of the resonant activation resonance as a func­
tion of the scattering rate Ts for three vibrational frequencies flv. The 
driving frequency is do =  750 kHz at =  100 kHz.

elude that resonant activation is the underlying mechanism of the ratchet 
current if the ratchet is in the regime where it acts as a Brownian motor.

We now take a closer look at the build-up of the fluctuation-induced 
resonance. We take a single £lv and Ta and increase the driving amplitude 
from zero, where no rectification is expected, to the point where the 
resonance is most pronounced. The result is shown in figure 5.5. With 
no driving we do not get a ratchet current anywhere (data set not shown) 
and when we take a very small amplitude we get a current for low force. 
Then when we keep increasing the amplitude the current starts showing a 
current reversal and the resonance becomes more pronounced. We can’t 
draw conclusions about why the current changes sign at a certain u  and 
d0, as a complete theory for non-adiabatic driving is still missing.

Finally we can say something about the direction of the current. A 
current with positive sign means that atoms are predominantly hopping 
over the potential barriers when the force is large for a short time (see 
figure 5.2). Negative current means the opposite, there the force has 
opposite sign and is smaller but is applied for a longer time.

5.3.2 The complete parameter space

By repeating the measurements of figures 5.3 and 5.5 for different combi­
nations of do, and rs, we can now explore the whole four-dimensional 
parameter space of our ratchet. The result is given in figure 5.6. The 
color indicates the velocity, where it is negative (indicated by blue) har-
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Figure 5.5: Atom current through the lattice as a function of driving 
frequency for driving strengths do- The other parameters of the 
experiment are f lv =  214 kHz and Ta =  635 Hz.

monic mixing is the dominant effect. Positive velocity (indicated by red) 
implies resonant activation, and the atom works as a Brownian motor.

The three figures for different Clv are qualitatively the same. There­
fore the vibrational frequency is not a very important parameter when 
determining in what regime the ratchet operates. The frequency u  where 
the velocity is maximal in the resonant activation regime does not change 
with Ts, as evidenced by the vertical plane in figure 5.6. Over the range 
we can tune r s it does not have a qualitative influence on the shape of 
the v — u  curves of figure 5.3. The amplitude of the driving however has 
a large effect on the position of this maximum, as can be seen from the 
diagonal orientation of the red area in the horizontal planes of figure 5.6. 
We can conclude that the critical parameters for the qualitative behavior 
of the cold atom ratchet are u  and do. To optimize the ratchet velocity 
in a certain region of parameter space £lv and r s can be used. As u  and 
d0 are by far the easiest parameters to change and the ones that can be 
controlled most accurately, this is quite an important conclusion.

To be complete we also give the ratchet velocity as a function of 
the driving amplitude d0 for different driving frequencies. These data 
sets, shown in figure 5.7, have been measured independently of those in 
figure 5.5, but can in principle be obtained from that figure by taking 
vertical cross-sections through the different curves there.
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Figure 5.6: Ratchet velocity in four-dimensional parameter space. The 
color indicates the velocity, with red the regime of resonant activation 
and blue that of harmonic mixing. The driving amplitude do and 
driving frequency oj are given in kHz, scattering rate Ts in Hz.
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Figure 5.7: Atom current through the lattice as a function of driv­
ing amplitude do for different driving frequencies uj. The vibrational 
frequency is Clv =  214 kHz and the scattering rate is Ts =  635 Hz.
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5.3.3 Current reversals

Current reversals can occur in ratchets when one of the control param­
eters of the ratchet is changed. In the literature we can find current 
reversals as a function of driving amplitude, temperature, correlation 
strength, friction coefficient, mass, particle size, etc. The study of these 
reversals is driven by the prospect of producing novel methods for parti­
cle separation, as discussed in section 1.1.4. In most cases, there is only 
a single current reversal. Multiple reversals have been reported however, 
and as far as we can tell there is no fundamental reason why the number 
of reversals is limited. The exact reason for the reversals is not completely 
understood, and is usually attributed to the interplay between different 
effects (such as fluctuations and driving frequency). Here we have shown 
single and double current reversals as a function of driving frequency, 
driving force and scattering rate. In figure 5.5 single and double current 
reversals can be seen as a function of driving frequency. In figure 5.7 
single and double current reversals can be seen as a function of driving 
amplitude. And in figure 5.3 we can observe single current reversals as a 
function of scattering rate if we take vertical cross-sections through the 
figure (fixed uj).

The double current reversals can still be explained as being due to a 
single resonance only, on top of a harmonic mixing signal. The shift from 
single to double current reversals is due to a resonance amplitude large 
enough and a width narrow enough to produce ratchet velocities with a 
sign opposite to the velocity due to harmonic mixing at small u.

5.4 Conclusions

The main results of this chapter are that we can identify the regimes of 
deterministic current rectification and of rectification of fluctuations, and 
that we show that in the latter regime the mechanism of operation of the 
ratchet is resonant activation. We have been able to explore a large part 
of the parameter space of our ratchet, and found that the parameters 
that determine in which of the two regimes the ratchet operates are the 
driving frequency u  and the driving amplitude d0- Also, we have found 
current reversals as a function of several parameters.
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Figure 5.8: Fluorescence images for the data of figure 5.3. The images 
are labelled with the driving frequency u. Scattering rate is r s =  800 
Hz and vibrational frequency flv — 214 kHz.

Numerical simulations of this ratchet have shown that the dynamical 
mechanism of operation of the ratchet in the case of deterministic rec­
tification is the desymmetrization of islands and ballistic channels [80]. 
When the driving is symmetric a mixed phase space exists, but the sta­
ble islands and ballistic channels are located symmetrically with respect 
to p =  0. Choosing a phase (f> =  —7r/2 for the driving (5.3) causes this 
desymmetrization. A convincing microscopic explanation for the regime 
of rectification of fluctuations is still lacking.

An interesting open question is that of the efficiency and coherency 
of the ratchet in both regimes. Because we chose to let the atoms expand 
freely for 20 ms to increase the resolution of the measurement, it is not 
possible to get information on these quantities. The size of the cloud 
at the time of measurement is determined mainly by thermal expansion, 
obscuring information about the diffusion in the lattice. In figure 5.8 we 
show the fluorescence images for one of the data sets of figure 5.3. It can 
be seen that the cloud tends to break up for low u, but other than that 
we can not tell if the ratchet acts coherently or not. We will address the 
coherency of the ratchet further in chapter 7.



Chapter 6

Dissipation-induced 
symmetry breaking

This chapter describes an experiment that demonstrates breaking of time- 
reversed symmetry by dissipation:

•  R. Gommers, S. Bergamini and F. Renzoni, Dissipation-Induced 
Symmetry Breaking in a Driven Optical Lattice, Phys. Rev. Lett. 
95, 073003 (2005).

6.1 Time-reversal symmetry

We have observed directed motion following breaking the temporal sym­
metry of the system Hamiltonian in chapter 5. We can now ask if it is 
possible to break time-reversal symmetry for a symmetric Hamiltonian 
by means of dissipation alone.

The case of a cold atom ratchet with driving d(t) ~  sin(o;t)+sin(2a;t+ 
<f>) and negligible dissipation has already been investigated experimentally 
by Schiavoni et al. [110]. They found a sin(^) dependence of the atom 
current, consistent with what is expected when harmonic mixing is the 
only rectification mechanism. This implies that for a symmetric driving, 
i.e. (f> =  7i7T with n integer, no current is generated, in agreement with 
the symmetry considerations which hold in the Hamiltonian case. We 
aim now to understand how the picture is modified for a finite level of 
dissipation.

Numerical simulations [111] of the kinetic Boltzmann equation for an

64
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ensemble of interacting particles with bi-harmonic driving showed that in 
the presence of weak dissipation the average particle current still shows 
a sinusoidal dependence on but now with an extra phase shift

^max sm(<j>-(f>o). (6 .1)

The phase shift was found to be an increasing function of the relaxation 
rate when the dissipation is small, and vanishes in the Hamiltonian limit. 
Therefore we take as the signature of dissipation-induced symmetry 
breaking, and this is what we will measure experimentally. Note that 
we can only vary the lattice depth and detuning over a limited range1, 
therefore we cannot completely suppress photon scattering. However, 
as we will see we can approach the Hamiltonian limit closely enough to 
make the phase shift disappear entirely. Therefore the lowest scattering 
rates in our experiment come close enough to the Hamiltonian limit to 
consider this limit a good approximation of the state of our system.

6.1.1 The fluctuation theorem

When we consider the microscopic dynamics of the atoms in the optical 
lattice, they are time-symmetric2 even with dissipation present. This is 
seemingly at odds with time-reversal symmetry breaking by dissipation 
as contained in the Langevin equation, and even with the Second Law 
of thermodynamics. This discrepancy is known as Loschmidt’s paradox. 
The fluctuation theorem [23, 113, 114] (FT) sheds some light on this 
paradox.3

The FT describes the probability distribution of entropy production 
for two classes of systems, those that start in equilibrium and those that 
are in a time symmetric nonequilibrium steady state. The FT is of the

1 We employ two double pass AOMs before injecting the lattice slave laser, enabling 
us to change the detuning over the range —5r to — 25I\ We can vary by a factor 
of four while keeping the lattice depth constant.

2This applies whether we take a classical or quantum view of the dynamics. For a 
discussion see [112, Chap. 27 — 30].

3There is actually a set of very similar fluctuation theorems, derived for different 
statistical ensembles. We here use the formulation by Crooks [113]. For an overview 
of the development of fluctuation theorems see [115]
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form [113]

Pll{—Ve)
Here u e is the entropy production of the system over some time interval, 
PF{ue) is the probability distribution of that entropy production when 
the system is driven from some initial state A to a final state B, and 
PR(ue) is the probability distribution when the system is driven from 
B  to A  in a time-reversed manner. This theorem is valid arbitrarily 
far away from equilibrium, and relates the probability of trajectories of 
the system with their reversed trajectories. Prom (6.2) we can conclude 
that the reverse trajectory becomes exponentially less likely to occur 
when the entropy production goes up. The microscopic dynamics are 
still time-reversible, therefore the FT is equally valid in reverse. It im­
plies that a system moves from an ordered to a disordered state over time 
with overwhelming likelyhood. For the symmetry considerations in sec­
tion 4.2 it means that the statistical weights of the trajectories as shown 
in figure 4.5 become unequal when dissipation is present, breaking time 
reversal symmetry.

6.2 Symmetries

We will now employ symmetry arguments to predict where the atom 
current will disappear. We do this for a symmetric potential and driving 
of the form

a(t) = Q!o[sin(u;t) +  0.5 sin(2u;t -I- <j>)]. (6.3)

For any value of the damping coefficient 7  the system possesses the sym­
metry

Sa : x —>—x, $ —>4) + 7r, t —>t + T/2. (6.4)

This means for the ratchet current J  that J{<f>) = therefore the
current only depends on odd harmonics of <f> [80]. To go further we look 
at two limiting cases, the Hamiltonian and the overdamped case. The 
Hamiltonian case (7 =  0) additionally possesses time-reversal symmetry

Sb : x  —► x, <j) —> —(f), t —> —t, (6.5)
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giving for the current J(<j>) = Combining the two symmetries
(6.4) and (6.5) gives

J{4>) = Ji sin(^) +  J3 sin(3<£) +  ... (6 .6)

The overdamped case (m =  0) possesses the extra symmetry

Sc : x  —> x  +  L /2 , <j> —► — <l> +  7r, t —> — t, (6.7)

giving for the current J{4>) =  +  7r). Combining again the two
symmetries, (6.4) and (6.7), gives

J(<t>) = Ji sin(<t> + | )  +  J3 sin(3^ +  | )  +. . .  (6.8)

In practice we will find that Ji »  J3, therefore the current dependence 
on (f> is approximately sinusoidal. The phase shift changes from <j>o =  0 
in the Hamiltonian limit to <f>o = ir/2 in the overdamped limit. In the 
intermediate regime between these two limiting cases a qualitatively sim­
ilar current dependence on <f> is expected, i.e. fluctuations can influence 
the amplitude and phase shift of the sinusoid but not its shape. This 
derivation of the sin(^) dependence of the current is based on symmetry 
arguments only. A more formal derivation, as discussed in section 5.1.3 
on harmonic mixing, can be found in [106].

One assumption in this discussion is that we can determine the sym­
metry of V  (x) by looking at the deepest optical potential for the ground 
state of the atom only. For our experiment this is justified, all ground 
state potential are symmetric around the same point as are the excited 
state potentials. It is possible however to create optical lattices with 
ground and excited state potentials that are individually symmetric but 
around different points [116]. The formally correct way to determine 
the symmetries, taking a parity operator P  and applying it to the com­
plete Hamiltonian, P^HP, then reveals that the complete potential is 
asymmetric.
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Figure 6.1: Demonstration of dissipation-induced symmetry breaking, 
(a) Ratchet current as a function of phase <f> for three different scatter­
ing rates r s. The solid lines are fits of (6.1) to the data. (6) Phase shift 
<j>o of the ratchet current as a function of IV  Other ratchet parameters 
are uj - 100 kHz, =  170 kHz and do =  650 kHz.

6.3 Experimental results

Our experimental setup is the same as the one described in section 5.2. 
The only difference is that we now apply the modulation for 30 ms and 
then let the atoms expand freely for 10 ms. The reason is that this 
decreases the atom cloud size at the time of imaging, while still providing 
the same displacement for the same average velocity. Due to the small 
ratchet velocity we averaged up to twenty images to get reliable results.

In figure 6.1a we show the ratchet current as a function of the phase 
difference <f) between the two harmonics of the driving. For the lowest 
scattering rate the current is zero for <j> =  0, n7r, for higher scattering 
rates it is clearly nonzero. We obtain the phase shift <j>0 by fitting these 
data sets with a function of the form (6.1). In figure 6.1b we show the 
magnitude of <̂0 as a function of the scattering rate. The phase shift is 
zero within the experimental error for the lowest two scattering rates, 
then it becomes an increasing function of the scattering rate. This shows 
the breaking of time-reversal symmetry by dissipation, and agrees quite 
well with the numerical simulations of [111]. It also agrees with our own 
numerical simulations, as published in [34].

In figure 6.2 the current as a function of (f> and the associated phase 
shift are shown for each scattering rate. We can see that when the phase
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Figure 6.2: Ratchet current as a function of phase <f>, for different 
scattering rates IV  The solid lines are fits of (6.1) to the data. The 
phase shift <j>o is indicated by the rectangular grey area. The lattice and 
driving parameters are the same as those for the data in figure 6.1a.

shift crosses 7r/2, i.e. when the current is zero when the temporal sym­
metry breaking is maximal, the amplitude of the fitted sine to the data 
becomes markedly smaller. A similar effect was observed in numerical 
simulations of our ratchet, a convincing explanation is still lacking how­
ever.

6.4 Conclusion

We have shown the transition from a parameter regime where the sym­
metries of the Hamiltonian system govern the existence of a ratchet cur­
rent to a regime where dissipation causes a current in a ratchet with 
a completely symmetric Hamiltonian. Our result extends the theoret­
ical approach of Yevtushenko et al. [Ill] from a system of interacting 
particles to a system where the dissipation is of a completely different 
origin.

The microscopic mechanism of rectification is slightly different as that 
for harmonic mixing described in section 5.4. Again the phase space
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is mixed, but here the islands remain symmetric with respect to the 
momentum axis. The net current is generated because islands for positive 
and negative average momentum carry a different weight, i.e. an atom 
trajectory ‘sticks’ to an island with momentum p longer than it does to 
the corresponding island at — p [80].



Chapter 7 

Quasiperiodically driven 
ratchets

This chapter describes two experiments with quasiperiodically driven ratch­
ets:

•  R. Gommers, S. Denisov and F. Renzoni, Quasiperiodically Driven 
Ratchets for Cold Atoms, Phys. Rev. Lett. 96, 240604 (2006).

•  R. Gommers, M. Brown and F. Renzoni, Symmetry and transport 
in a cold atom ratchet with multifrequency driving, Phys. Rev. A 
75, 053406 (2007).

7.1 Introduction

The relationship between ratchet current and symmetry for periodic driv­
ing has been clearly demonstrated in the two previous chapters. Here 
we will extend the analysis to ratchets that are driven quasiperiodically. 
To that end we employ a multifrequency driving with components at 
frequencies U\, 2ui and u 2. When u 2/u i is irrational, the driving is 
quasiperiodic. In an experiment the ratio u2/u \  is always rational and 
can be expressed as p/q , with p and q two coprime positive integers. If p 
and q are sufficiently large, the driving can become quasiperiodic on the 
timescale of the experiment however.

We will investigate two different types of driving. The starting point is 
the bi-harmonic driving we used previously, a(t) ~  sin(o;t)+ 0.5 sin(2u;t+

71
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(j>). In the first case we then add a third driving frequency to these two. 
We will show that in the quasiperiodic limit the symmetries of the bi- 
harmonic driving are then restored. In the second case we multiply the 
bi-harmonic driving by a third frequency, which results in the complete 
suppression of current for all values of 0  in the quasiperiodic limit.

7.2 Q uasiperiodic sym m etries

The relevant symmetries for the ratchet with bi-harmonic driving are Sa 
and Sb, given in (4.3). When the driving becomes quasiperiodic these 
symmetries obviously do not apply anymore, as they were derived un­
der the assumption of periodic driving. It was shown by Neumann and 
Pikovsky [117] that the periodic symmetries can be generalized by con­
sidering =  Uit and #2 =  u;2t as independent variables.

The driving force E(t) is shift symmetric if it changes sign under any 
of the three transformations —► \Pa +  7r, with a  any subset of {1, 2},
i.e. the 7r shift is applied to any of the two variables or to both of them. If 
E{t) is shift symmetric, the system is invariant under the transformation

Sa :x -+  - X, —» \&a +  7T, (7.1)

and no ratchet current wifi appear. Time-reversal symmetry can be gen­
eralized in the same way. The driving is symmetric if E (—̂  1+Xi» — ̂ 2 +  
X2 ) = E (^ i,  ^ 2)5 with Xi>X2 constants. If E(t) is symmetric then the 
system is invariant under the transformation

Sb :x ^ > x , Vp -► -V p  + X/3, (7.2)

with (3 = (1,2). Again, no ratchet current will appear. We will now first 
investigate the case of additive quasiperiodic driving and see what the 
effect of Sa and Sb is.
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Figure 7.1: Ratchet current as a function of phase 0  for bi-harmonic 
driving (□ ) and for additive quasiperiodic driving with three values of 
<5. The lines are fits of v  =  sin{<j> +  0o) to the data. The driving 
frequencies are =  u>2 =  100 kHz. Ratchet parameters are do =  75 
kHz, a = b =  c = 1, fi* = 170 kHz and Ta =  460 Hz.

7.3 Ratchet with additive driving

We employ the additive driving

d(f) =  d0[asin(o;it) +  6sin(2o;it + (/>) +  c s in ^ i  +  (5)], (7.3)

where we keep ui at a fixed frequency of 100 kHz, and can vary the 
driving period T  = qT\ = pT2  by adjusting u>2 = pv\/q- We start by 
examining the case of bi-harmonic driving, i.e. c =  0. Again we measure 
the ratchet current as a function of (j> and find a center of mass velocity 
^ =  Vmax sin(0 +  0O). The result is shown in figure 7.1 (black curve with 
□ markers). When we now introduce the third frequency, c ^  0, with 
phase 5 =  0 and frequency such that p/q =  1/1 and measure the ratchet 
current as a function of 4>, the amplitude of the curve has changed but 
the phase shift stays the same. Then when the phase S is increased, an 
extra phase shift is measured and this phase shift is equal to —6. This is 
because for UJ2 = wi and a =  b = c = 1 the driving becomes

a(t) = d0 [2 cos(5/2) s in ^ t )  +  sin(2u;i£ + (f> — 8)]. (7.4)

To investigate the quasiperiodic limit we now keep 8 fixed at 7r/2 and 
let pq, which we take as the measure of quasiperiodicity, go to infinity.1

1When we consider the common base period To of both frequencies, then Ti =  pTo
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Figure 7.2: Phase shift <f>o as a function of pq. Driving frequencies 
are =  100 kHz, u>2 =  pw \/q  and driving phase is <5 =  7r/2. All 
frequencies o>2 used lie in the range 100—150 kHz. Ratchet parameters 
are do =  75 kHz, =  170 kHz and Fs =  460 Hz.

In figure 7.1 we show the phase shift (f>0 as a function of pq for two 
different driving amplitudes. These results clearly show that in the limit 
of large pq the phase shift becomes equal to that for the bi-harmonic 
driving, indicated by the horizontal lines. This can be explained by 
considering the symmetries Sa and Sb which control the transport in 
the quasiperiodic limit. The shift symmetry Sa is broken for any choice 
of (f) and S, and transport is controlled by Sb- The driving is invariant 
under the transformation # 2  —► — ^ 2  +  X2  for any S, because <5 can be 
absorbed in X2 - Therefore the invariance under Sb is determined only by 
the invariance of E ( ^ 1} ^ 2) under the transformation —> —'I'i -f- xi, 
i.e. we recover the symmetry Sb which controls the transport in the case 
of pure bi-harmonic driving. In conclusion, in the quasiperiodic limit 
of additive driving the system recovers the behavior of the bi-harmonic, 
periodic driving.

7.4 Ratchet with multiplicative driving

We now switch our attention to a multiplicative driving of the form

a(t) = aocsm fat + <5)[asin(u;it) + 6sin(2a;it)]. (7.5)

and T2 =  qTo. This means tha t the driving period T  is equal to pqTo, therefore pq is 
an appropriate measure of quasiperiodicity.

i ---------------r

A

-J-------------L

•  a = b = c = l 
« a  =  2,ft =  c = l  
 1-------
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This results in a force

TThCOtQ
E(t) = ------— {u2 cos {uj2t +  <5)[asin(u;it) +  b sin(2a;it)]

Kz
+  s i n ^ t  +  $) [a cos(u;it) +  26cos(2a;it)]}. (7.6)

In the quasiperiodic limit the driving is shift symmetric under the trans­
formation ^2 —► ^2 +  7T, therefore the system is invariant under the 
symmetry Sa. This forbids directed motion. In the following, we will 
show experimentally that the current is zero if pq becomes large enough, 
as a result of the invariance under Sa. On the other hand, for periodic 
driving with p and q not too large we can expect nonzero currents if all 
symmetries are broken. In the next section we will examine the condi­
tions under which this symmetry breaking occurs.

7.4.1 Symmetries

First let us consider the shift symmetry Sa. Under the transformation 
t  —> t +  T /  2 we have to it —► to it +  qn and to2t  —► u 2t +  jm. It is straight­
forward to see that if q is even and p odd, symmetry Sa is satisfied. 
Therefore no current will be generated if q is even. If q is odd, directed 
transport is controlled by time-reversal symmetry Sb- In the dissipation- 
less limit Sb is realized if E(t) = E (—t). We use this relationship to see 
when Sb is satisfied.

We start by taking only the first part of (7.6),

E(t) = cos(to2t  +  5) sin(u;it), (7.7)

the second part of (7.6) will be used later. Now we assume E(t) is 
invariant under time reversal at some time r,

E(t-\-T) = E (—£-+-t). (7.8)

After transforming E(t) into single harmonics with the product formula 
2 cos a  sin /? =  sin(a! +  (3) — sin(a — (3) we end up with

sin[(u;i±a;2)t+(wi±u;2)T±6]—sin[—((Oi±u2)t+((Oi±u>2)T±6] = 0, (7.9)
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where ±  indicates that this term occurs twice, once with ah +  signs 
and once with ah —. Using the sum formula sin(a +  /?) =  sin a  cos /3 +  
sin /? cos a  to split this into t and r  dependent parts gives

2 sin[(cji ±  u 2)t] cos[(u;i ±  u2)r ±  <5] =  0. (7.10)

Under time-reversal invariance this has to hold for ah t, therefore

cos^x  ±  u2)t ±  5] =  0. (7.11)

Splitting the two equations gives

!d +  (ui +  u 2) t  =  (n +  ~)tt, n integer,
2 (7.12)

—5 +  (l>i — u 2)r = {n' +  - ) ir, n! integer.
z

Subtracting and adding these two equations gives

{2u»ir =  (n + n' +  1 )ir,
(7-13)

26 +  2u2t  = (n — n')^.

Solving for 6 and using u 2/u i — p/q  results in

6 = - ? ( „  +  „ ' +  1)1 +  (7.14)
q 2 2

We use rii = n —n \ n2 = n + n ' + l  and note that rii and n2 have opposite 
parity. Now

q6 = (qni - pn2)~. (7.15)

We now use the second part of (7.6), E(t) = cos(u2t +  <$)sin(2i(;it), to 
obtain a second condition,

cos[(o;i ±  u2) t  ±  6 +  uj\t\ = 0. (7.16)

From (7.11) and (7.16) we see that u ir  is a multiple of it or, equivalently, 
n2 is even. With q odd and n2 even we find from (7.15) thatqS = rm +  tt/2, with n integer. (7.17)
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Figure 7.3: Ratchet current for multiplicative quasiperiodic driving, 
(a) Current as 6 is varied from 0 to for ratio of driving fre­
quencies p /q  =  1/3 (•) and p /q  =  2 /5  (a ). The curves are fits of 
v — Vmax sin(q6 + <So) to the data. (6) Amplitude Vmax of sine curves 
from figure o as a function of driving frequency u;2. Ratchet param­
eters are do =  300 kHz, a =  1, 6 =  0.5, c =  10, £lv =  170 kHz and 
T* =  460 Hz.

We therefore expect a current dependence

J  ~  sin{qd — ^). (7-18)z

When we now measure the ratchet current as a function of <5, as 
shown in figure 7.3a, we find q points where the current is zero. This is 
in excellent agreement with the dependence on 6 (7.18) we expect from 
symmetry considerations. In figure 7.3b we show the amplitude w  of 
fits of (7.18) to the data of figure 7.3a for a range of driving frequencies 
u/2. The current is zero everywhere except at exactly those values of u;2 
where the ratio ĉ 2/c î is rational with small p and q. We also see that we 
only get a current for q odd, as a result of the invariance of the system 
under Sa when q is even.

7.4.2 Higher order harmonic mixing

In section 5.1.3 we discussed the effect of mixing of two harmonics of 
frequency u  and 2a; by an anharmonic potential, which resulted in a

p2 T?
current J ~  -Jy- sm((f>). It is also possible however for harmonic mixing 
to occur for commensurate frequencies pu>i =  qu^. In the high frequency
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Figure 7.4: Amplitude of the ratchet current peaks, (o) as a function 
of p +  q. The red line indicates the p +  q dependence expected from 
harmonic mixing, ^  ~  (^)p+(?. (6) as a function of pq, which is our 
measure of quasiperiodicity. The ratchet parameters are the same as 
those in figure 7.3.

limit this gives a (p + q)th order rectification effect [118] for q odd,

where Ap>9 = q5 — p<t> with (f> and 8 as in (7.5) is the higher order phase 
difference between the harmonics.

In figure 7.4a we have plotted the amplitudes of the maximal ratchet 
velocities of figure 7.3b as a function of p +  q, as well as the expected 
decrease of this amplitude according to (7.19). Apart from a few outliers 
that are due to frequencies u) 2  Qv, the amplitude drops off in ac­
cordance with (7.19), suggesting that harmonic mixing is the dominant 
rectification effect.

In figure 7.4b the same amplitudes are shown as a function of pq, 
our measure of quasiperiodicity. It is clear that in the limit of large 
pq the current goes to zero, due to the invariance of the system under 
symmetry Sa. These two explanations for the decrease in current are 
complementary. Symmetries determine where the current is zero, and 
harmonic mixing is the dominant rectification effect.



7. Quasiperiodically driven ratchets 79

7.4.3 Driving readout

One can wonder if the values of p and q that we drive our ratchet with 
are really the only ones that play a role, after all one can pick other val­
ues of p/q  that are arbitrary close to the ones we chose for our driving. 
Conveniently we can read out the ratio of frequencies we put in to elim­
inate any ambiguity. When considering the time-reversal symmetry Sb 
that governs our ratchet we found that if the ratio of driving frequencies 
is p/q , we expect exactly q zeros in the current when scanning the phase 
8 from 0 to 27r. If we scan the phase <f> of our driving from 0 to 2n while 
keeping 8 constant,

a(t) = d o c s in ^ t^ a s in ^ it  +  <J>) +  6sin(2u;it +  2̂ >)], (7.20)

we equivalently find exactly p zeros. This can be seen by making the 
transformation t —> t — <f>/u>u we find a driving of the form (7.5) with 
8 = —U2<f>/ui = —pcf)/q. Therefore condition (7.18) for time reversal 
becomes

J ~ s i n ( p 0 - | ) .  (7.21)

In figure 7.5 we demonstrate the readout of both p and q. It shows 
that the driving indeed determines p/q  and that atom transport through 
the lattice is controlled by time-reversal symmetry.

7.4.4 Spectroscopy of a resonance line

When the frequency o;2 is scanned around ui we obtain a series of nar­
row lines, as shown in figure 7.3b. Here we address the question of the 
lineshape of a single line in that series, and its linewidth as a function of 
the interaction time. Consider a ratio of driving parameters po /<Zo that 
gives a nonzero current amplitude tWr- We indicate the corresponding 
frequency by =  Po^i/<7o- We now scan u;2 around this center frequency 
u?2 and measure the current amplitude of a scan of 8.

We first consider the case po/qo = 1/1, and scan cj2 in a range of 
about 200 Hz. The result is given in figure 7.6. For all frequencies in the 
range we find that the data is well fitted by v = sin(go<5 — 7 r /2  — 8o), 
therefore higher order driving parameters p/q  corresponding to u>2 ^  u® 
do not contribute to the current or do so well below our experimental
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Figure 7.5: Readout of the values of (a) q and (6 ) p, by measuring 
the ratchet current as a function of S and 0  respectively. The driving 
parameters are do =  100kH z, a =  c =  1, 6  =  0.5 and u>i =  75 
kHz. The red curves are for p/q =  2/3, the black one for p/q  =  1/1 
and the blue one for p/q  =  2/5. The lines are fits of the data with 
v =  V m a x  sin(qS —  7r/ 2  — S0) and v =  V m a x  sin(p0 — 7r/ 2  — (f>o )  for figures 
a and b respectively. Parameters for the optical lattice are Clv =  124 
kHz and Ts =  190 Hz.
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Figure 7.6: Spectroscopy of a resonance line. The current amplitude is 
given as a function of Au; =  u>2 — u/j. Each data point is the amplitude 
v m a x  ° f  a  fit of V m a x  sin(<jr<S — 7r/2  — <$o) to the ratchet current measured 
as a function of S. The parameters of the driving are u>i =  75 kHz, 

=  75 kHz (i.e. p0 /q0 =  1/1, d 0 =  100 kHz, a =  c = l , b  =  0.5. The 
fines are fits of the data with 4>sr (7.22).
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resolution. This suggests that the linewidth and lineshape are determined 
by broadening processes and not by driving with higher p/q .  In order to 
determine the relevance of broadening due to finite-time driving, we took 
three sets of measurements for different interaction times r  as shown in 
figure 7.6.

We found that the lineshape is essentially the Fourier transform of 
the driving, as expected in the case of a dominant finite-time broadening 
mechanism. The lines in figure 7.6 are fits of the square root of the 
energy spectral density of the driving,2

with a constant of proportionality and Tfit equal to the interaction 
time r. This is consistent with a simple dimensional analysis. The atomic 
kinetic energy and the power dissipated scale both with the energy in­
troduced in the system via the driving, which is given by the energy 
spectral density. This corresponds to a scaling of the velocity with the 
square root of the energy spectral density.3 For larger values of po/qo we 
found the exact same behaviour, with the relevant detuning Alj

In the experiment we vary the detuning Aa; =  — poUi/qo =  AcD/go,
therefore we expect a lineshape given by (7.22) with T/# =  qQr.  In 
figure 7.7 we show the results for po/qo = 2/3 as well as for po/qo = 1/1. 
The expected dependence Tfit = q^r is found, indicating that finite-time 
broadening is the dominant effect. We also checked that changing the 
scattering rate Ta does not influence the linewidth, therefore no extra 
broadening due to dissipation occurs.

We note that in (7.6) we neglect the adiabatic turn on and turn off of 
the driving, given by (5.5). When this is taken into account, the lineshape

2The energy spectral density is given by 3>(Au>) =

range, such as used in figure 7.3b, other factors such as the value of po/qo and how 
close is to fl,, have a strong influence on the amplitude of the ratchet current.

*  2|sin(r/itAw/2)|
<Psr —  W o ------------------------ --------------------------------- (7.22)

A u  = qoU>2 —poU?i. (7.23)

fit) = e{t)E{t).
3This is true for a single value of po/<7o- When scanning u}<̂ over a much larger
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Figure 7.7: Fitting parameter T f i t , as derived by fitting data as those 
of figure 7.6 with $ 8r. The straight lines represent the best fit of the 
data with the function T f i t  = b + ar, the result for a is given.

is given by

2sin(Aa;r/2) 2cos(Ao;*!::y ^ )  sin(Aa;tT./2)
} ~ 1 +  Aw

+ % / t rf  c°s(Awtr/2)|2. (7.24)

Essentially this is the Fourier transform of a square pulse of time r  multi­
plied by a modulation with a period t~l because of the adiabatic turning 
on and off of the driving. If the frequency range over which we scan Aa; 
is much smaller than i”1, we can therefore approximate <t>(Aa;) by 4>sr. 
In our case t~x = 500 Hz, and |Aa>| < 100 Hz, therefore our data is well 
described by (7.22).

7.5 Coherency for m ultiplicative driving

In section 4.4 we introduced the Peclet number as a measure of coherency 
of the ratchet. It is defined as twice the center-of-mass displacement of 
the atom cloud squared divided by the variance of that displacement,

212
Pg — ------------

(Aa;2) '

Here we will determine the Peclet number for the multiplicatively driven 
ratchet with p /q =  1/1 and p/q =  1/3 of figure 7.3.
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In figures 7.8a and 7.8b we show fluorescence images of the atom 
clouds immediately after the driven lattice has been turned off, for driv­
ing phases 6 between 0 and n. It can be clearly seen that the separation 
between the clouds at maximum displacement is large enough for the 
clouds to not overlap. This indicates that the motion is coherent, i.e. 
the Peclet number is larger than two. In figures 7.8c and 7.8d we show 
the intensity profile along z of two of those fluorescence images. In all 
cases the profiles are described reasonably well by Gaussian distribu­
tions, indicating that the complete atom cloud is set in motion by the 
driving. We determine the displacement I and the square root of the 
variance y j(A x2) from the center and the variance of the Gaussian, and 
indicate these in the profiles. The Peclet numbers for these profiles are 
Pei/i =  4.3 ±  0.5 and Pei/3 =  2.8 ±  0.6. These numbers are a slight 
underestimation of the real values, because we have neglected the initial 
size of the atom cloud.

The coherency of our ratchet is comparable to that of molecular mo­
tors found in nature. In numerical simulations very large coherencies 
have been observed, however only in overdamped adiabatically driven 
systems [73]. Our ratchet is the first one in which the coherency has 
been measured in the non-adiabatically driven regime.

7.6 Conclusions

We have experimentally explored the transition from a periodically to a 
quasiperiodically driven ratchet. The symmetries of the periodic ratchet 
were generalized to account for driving with incommensurate frequencies. 
We studied two cases, namely additive and multiplicative driving. In the 
case of additive driving we found that in the quasiperiodic limit the sym­
metries of the periodic ratchet are restored. This was shown by measuring 
the phase shift as a function of pq, our measure of quasiperiodicity. In the 
case of multiplicative driving the ratchet current is suppressed completely 
in the quasiperiodic limit, in accordance with symmetry considerations.

The resonances in the spectrum of the multiplicatively driven ratchet 
are broadened by finite-time driving, as discussed in section 7.4.4. There­
fore incommensurate driving frequencies can still yield a nonzero ratchet 
current in practice, if they are close to frequencies with small p/q. This
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Figure 7.8: Coherency of the multiplicatively driven quasiperiodic 
ratchet, (a) Fluorescence images of the atom cloud after 26 ms of 
driving with u i =  u>2 =  100 kHz {jp/q = 1 / 1 ) .  (6 ) Fluorescence im­
ages of the atom cloud after 156 ms of driving with uj\ =  100 kHz 
and u>2 =  3 3 | kHz (p/q — 1/3). Each image is labelled by the driv­
ing phase 6. (c) Intensity profiles of the fluorescence images of the 
atom cloud for p/q =  1/1, and (d) for p/q — 1/3. The mean spread 
(Ax) and displacement I due to the driving are indicated. The black 
lines are fits of a Gaussian to the data, the Gaussian width is equal 
to (Ax). The Peclet numbers are Pe  =  4.3 ±  0.5 and P e  = 2.8 ±  0.6 
for p/q =  1/1 and p/q — 1/3 respectively, indicating the ratchet acts 
coherently.
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has to be kept in mind when designing a multifrequency driving to con­
trol a ratchet. The results in this chapter show that it is possible however 
to precisely control the ratchet current by just changing a single driving 
frequency.

We also showed that our ratchet acts coherently, something that is 
essential when one thinks about creating practical devices such as particle 
separators or nano-scale electron pumps. An interesting open question 
is how the ratchet current changes when a potential gradient is present. 
As the ratchet works robustly in our experiment it is clear that work 
against a gradient can be done, the question is how steep the gradient 
can become before uphill transport ceases completely.



Chapter 8 

Conclusion

Over the last decade impressive progress has been made in both experi­
mental implementations and theoretical understanding of ratchets. Sys­
tems ranging from Josephson junction arrays to optically trapped beads 
and artificial molecular devices have been used to experimentally show 
several aspects of ratchets. Theoretical understanding has come mainly 
in the form of symmetry analysis. We have been in a position to make a 
contribution to these developments. In the following, we will give a brief 
overview of what we have accomplished so far, what interesting open 
questions are left and where to go from here.

We create cold atom ratchets by phase modulating one of the beams 
of an optical lattice. When all symmetries of the system are broken, 
this induces directed transport of the atoms through the lattice. This 
directed transport is caused by rectification of either the driving force 
or fluctuations. We demonstrated under which conditions these types 
of rectification occur. Rectification of the driving force is a determinis­
tic process, the amplitude of which scales approximately inversely with 
the third power of the driving frequency. Rectification of fluctuations is 
a resonant process, it is strongest when the driving frequency matches 
the vibrational frequency of the atoms in the wells of the optical lattice. 
We demonstrate rectification of fluctuations by showing the velocity of 
directed transport as a function of the photon scattering rate exhibits 
stochastic resonance. The atoms act as Brownian motors when fluctua­
tions are rectified, and we have been able to show that resonant activation 
is the underlying mechanism of operation of these Brownian motors.

86
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Current reversals are an important characteristic of ratchets, and they 
have technological importance for particle separation purposes. We have 
shown single and double current reversals as a function of driving fre­
quency, driving amplitude and scattering rate. These reversals, as well 
as other characteristics such as resonant activation and stochastic reso­
nance, qualitatively match the picture of a ratchet we obtain from nu­
merical simulations.

The ratchet transport is controlled by symmetries of the system. 
We generally break the temporal symmetry of the system by a time- 
asymmetric driving force. We also show that for a system with symmetric 
driving and a symmetric potential, directed transport can be caused by 
dissipation-induced breaking of time-reversal symmetry. This happens 
in the limit of small driving amplitude and large dissipation. We found 
that the current has a sinusoidal dependence on the phase difference be­
tween the different harmonics of our bi-harmonic driving. Dissipation 
introduces a phase shift in this dependence, and we used this phase shift 
to characterize time-reversal symmetry breaking.

We also studied quasiperiodic driving of a cold atom ratchet, and ex­
amined the relationship between symmetries and transport in this case. 
We employed two different forms of quasiperiodic driving, additive and 
multiplicative. In the additive case we measured again the phase shift 
of the current, and used this to show that in the limit of quasiperi­
odic driving the phase shift is equal to that of the bi-harmonic driving. 
Therefore in this limit the symmetries of bi-harmonic driving control the 
ratchet transport. In the multiplicative case we measured the amplitude 
of the sinusoid we obtained from scanning the phase of one of the driving 
harmonics. This amplitude drops to zero in the limit of quasiperiodic 
driving, showing that a quasiperiodic symmetry, which forbids directed 
transport, is restored. When scanning one of the driving frequencies 
around the other one, we found a characteristic peak spectrum with 
transport occurring only for certain ratios of driving frequencies, again 
as a consequence of symmetries. We have characterized these peaks spec­
troscopically, and concluded that their shape is determined by the length 
of driving. Finally, we investigated the coherency of transport with mul­
tiplicative driving and found large coherencies, with Peclet numbers up 
to 4.3, for certain driving parameters.
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Now we would like to say a few words about what we can expect 
from cold atom ratchets in the future. A large number of new ratchet 
geometries, with corresponding symmetries, have been put forward re­
cently. These include the vibrational and gating ratchets [107, 118], and 
ratchets with a dc bias [119]. The vibrational ratchet employs two driving 
frequencies that can be orders of magnitude different, and provides a way 
to detect frequencies well above a detector bandwidth by monitoring the 
interplay between the high and the low frequency signal [107]. The gating 
ratchet employs a modulation of the potential simultaneously with the 
application of a driving force. This yields yet another way to explore the 
symmetries of bi-harmonic as well as quasiperiodic driving. The ratchet 
with dc bias can potentially answer an important open question about 
the microscopic dynamics underlying the transport. It is predicted that 
atoms in most of the phase space will accelerate downhill, and only some 
islands will show stable transport [119]. This should confirm whether the 
atoms ‘sticking’ to the island [76] or the higher level sum rule [79] gives 
a better description of the dynamics.

An important distinction has to be made between ratchets that are 
underdamped, overdamped or Hamiltonian. All cold atoms ratchets have 
so far operated in the underdamped regime, most other types of ratchet 
systems operate in the overdamped regime. It is however possible to 
use far-detuned optical lattices to create a purely Hamiltonian ratchet. 
This would also open up the possibility of using BECs or very cold ther­
mal atom clouds to obtain a tunneling rectification mechanism. Even 
ratchets with collective effects, where the ratchet current depends on the 
interaction strength between the atoms, can be imagined. We have built 
a new setup that employs a TiiSapphire laser capable of creating such a 
Hamiltonian ratchet. A QUIC trap [120] has been incorporated into the 
setup as well to enable the production of a BEC. We are looking forward 
to using this setup to explore these new types of ratchets.

One of the most important open questions in our opinion is that 
of the coherency and efficiency of transport. To be able to make the 
step from the physics of ratchets to their practical applications, it is 
crucial to characterize and compare the performance of different types 
of ratchets. We have made a first step by determining the coherency 
of our quasiperiodic ratchet, but this was by no means an exhaustive
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exploration of the phase space of even that ratchet. Our new setup will 
be able to address this question better than the one described in this 
thesis. The most important improvement that has been made in this 
regard is the inclusion of a camera that can take a fluorescence image 
every 2.5 ms. This will enable the reliable determination of the effective 
diffusion coefficient, something that is needed to calculate the ratchet 
efficiency.

To conclude, we foresee cold atom systems continuing to play a large 
role in experimentally modelling different types of ratchets. New setups 
to do just that are being built by several groups, including ours. There 
is a lot of new physics to explore, and we are looking forward with an­
ticipation to developments in this field.



Appendix A 

Caesium data

A .l General properties

In table A.l we present the most important properties of 133Cs for laser 
cooling experiments. A complete overview of all relevant data can be 
found in [121].

A .2 Spectroscopic data

In table A.2 we present the most important spectroscopic data for the D2 
transition in caesium. A complete overview can again be found in [121].

The saturated absorption spectra and error signals for the F  = 4 —> 
F' and the F = 3 —► F 1 transitions are given in figures A.l and A.2 
respectively. The error signal is the first derivative of the absorption 
spectrum for each transition. This error signal is used in a feedback loop

Q uantity Symbol Value
mass (133Cs) m 2.21 • 10~25 kg

atomic number 55
melting point Tmelt 28.7° C
recoil velocity vrec = hk/m 3.51 mm/s
recoil energy Erec =  (hk)2/2m 1.37 • 10- 30 J

recoil frequency Vrec = Erec/h 2.07 kHz
recoil temperature Tree — Erec/kg 198 nK

Table A.l: General properties of 133Cs.
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Q uantity Symbol Value
nuclear spin I 7/2

wavelength (Z)2) A 852.125 nm
wavenumber (_D2) k = 2'k/X 7.37 • 106 n r 1

natural linewidth (Z)2) V 27T • 5.22 MHz
saturation intensity (£)2) Is 1.12 mW/cm2

Doppler temperature Td = h r /2  kg 125.2 fiK
Zeeman shift of 6 S 1/2  F = 4 351 kHz/GxmF
Zeeman shift of 6 P 3 /2  F' =  5 560 kHz/Gxra^v

Table A.2: Spectroscopic data for the D% transition in caesium.
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Figure A.l: (a) Saturated absorption spectrum and (6) error signal of 
the transitions from the F  =  4 level. The lock point for the master 
laser on the 4 —► 4//5' transition is indicated in (6).

to lock the laser frequency to the chosen transition. The feedback is given 
to the piezo-element that controls the grating for slow variations and to 
the laser current for fast variations. The lock points of the cooling and 
repumping lasers are indicated in the figures.

A.3 Level diagram

In figure A.3 we show an energy level diagram for the 6S1/2, 6P1/2 and 
6P3/2 states of 133Cs. Laser cooling and repumping are done on the 
F  =  4 —► F' = 5 and F  =  3 —► F' = 4 transitions of the D2 line.
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Figure A.2: (a) Saturated absorption spectrum and (6) error signal of 
the transitions from the F  = 3 level. The lode point for the repumper 
laser on the 3 —► S'/A' transition is indicated in (6).
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Figure A.3: Energy level diagram of the ground state and lowest two 
excited states of 133Cs (not to scale).



Appendix B 

Pump-probe spectroscopy

In this appendix we will show that the vibrational frequency that is 
measured with pump-probe spectroscopy, in a configuration as discussed 
in section 3.2, is the one in the direction of the probe. We will also 
estimate the error that is introduced by a probe beam that is slightly 
off-axis.

The electric fields for the umbrella lattice are given by [51]

E± = ~ E ae -ikz\T \ +  +  § coa}
V2 o o 2

Ez =  tan(0) (B.l)
V3 2

where fcy =  k 1+C°?W and k± = ksm(0). The axial beam of the optical 
lattice is propagating in the -z direction here, and the circular polariza- 
tions are given by e± =  =p -x̂ 1 . For a probe beam co-propagating with 
the axial pump beam and polarized along x , the electric field is

(B.2)

The matrix element of the Raman operator (n,\(Ep)qEq\n), where q =  
+, —, z, can now be calculated. The transition amplitude is proportional 
to the square of the matrix element.

E U R *  = T ^ fio(=F l +  +  j
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The minima of the optical potential are given by

#[m,« =  lY €x +  (2m +  +  +  ^~ 6 €z’

#[m,n =  1Y e* +  (2m +  +  (3n +   ̂+  \*~§e* (R 5 )

for the o~ and the a+ polarized sites respectively.
The inner part of the Raman operator matrix element can now be 

developed to first order around a minimum of the right polarization.
Here we take (0,0,0) for the u~ polarization and (0, 0 , Ay/4) for the a+ 
polarization. This gives

Bji+Bo,+ = + | ( !  +  i ( 2k \ i z  -  *-Lx)) + | ( !  + i ( 2 k \ \ z  + fcW 2))

= i ^ [ - t ( 2 i ||( z -A ||/4))] (B.6)

4 _ $ > ,-+  = \ e IE0[1 +  i (1 +  i(2kflZ -  kxx)) + |( 1  +  « (2 V  + k±x / 2))

= i£j^H (2t||(*-V 4))]- (B.7)

Now the transition amphtudeis equal to {n,\(Ep)+E+\n)2-h{n,\(Ep)-E -\n )2, 
which shows that only transitions with Anz =  ±1  will be excited. There­
fore applying a probe beam along the z-axis will measure the vibrational 
frequency along that z-axis. It can easily be shown that changing the po­
larization of the probe beam so it is polarized along y leads to the same 
conclusion. In a similar way it can be shown that applying a probe beam 
along the x- or y-axis will yield transition with Anx =  ±1  or Any = ±1  
respectively (note that there is a very small probability of exciting a 
transition Anz = ±1, equal to 'fc~ y  ~  0.005.

For a probe beam in the yOz-plane making a small angle (f> with the 
z-axis, as in our experiment, the ratio of Anz = ±1  and Any — ±1  
transitions excited is given by

= (cosW -  I +  \  V3)2
AI sin(<£)

2 4 ’ (B.8)

For an angle <j> = 7° this ratio is ca 50. We can therefore conclude that 
our probe beam, which makes this angle with the 2-axis, measures the
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vibrational frequency in the ^-direction with an error of < 2%.
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