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Time-resolved magnetic sensing with electronic spins in diamond
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Massachusetts Institute of Technology, 77 Massachusetts Avenue, Cambridge, Massachusetts 02139, USA

Quantum probes can measure time-varying fields with high sensitivity and spatial resolution,
enabling the study of biological, material, and physical phenomena at the nanometer scale. In par-
ticular, nitrogen-vacancy centers in diamond have recently emerged as promising sensors of magnetic
and electric fields. Although coherent control techniques have measured the amplitude of constant
or oscillating fields, these techniques are not suitable for measuring time-varying fields with un-
known dynamics. Here we introduce a coherent acquisition method to accurately reconstruct the
temporal profile of time-varying fields using Walsh sequences. These decoupling sequences act as
digital filters that efficiently extract spectral coefficients while suppressing decoherence, thus pro-
viding improved sensitivity over existing strategies. We experimentally reconstruct the magnetic
field radiated by a physical model of a neuron using a single electronic spin in diamond and discuss
practical applications.These results will be useful to implement time-resolved magnetic sensing with
quantum probes at the nanometer scale.

I. INTRODUCTION

Measurements of weak electric and magnetic fields at
the nanometer scale are indispensable in many areas,
ranging from materials science to fundamental physics
and biomedical science. In many applications, much of
the information about the underlying phenomena is con-
tained in the dynamics of the field. While novel quantum
probes promise to achieve the required combination of
high sensitivity and spatial resolution, their application
to efficiently mapping the temporal profile of the field is
still a challenge.
Quantum estimation techniques [1, 2] can be used to

measure time-varying fields by monitoring the shift in
the resonance energy of a qubit sensor, e.g., via Ram-
sey interferometry. The qubit sensor, first prepared in
an equal superposition of its eigenstates, accumulates a

phase φ(T ) = γ
∫ T

0 b(t)dt, where γ is the strength of the
interaction with the time-varying field b(t) during the
acquisition period T . The dynamics of the field could
be mapped by measuring the quantum phase over suc-
cessive, increasing acquisition periods [3] or sequential
small acquisition steps [4]; however, these protocols are
inefficient at sampling and reconstructing the field, as
the former involves a deconvolution problem, while both
are limited by short coherence times (T ∗

2 ) that bound
the measurement sensitivity. Decoupling sequences [5–7]
could be used to increase the coherence time [8–11], but
their application would result in a non-trivial encoding
of the dynamics of the field onto the phase of the qubit
sensor [12–16].
Instead, here we propose to reconstruct the temporal

profile of time-varying fields by using a set of digital fil-
ters, implemented with coherent control sequences over
the whole acquisition period T , that simultaneously ex-
tract information about the dynamics of the field and
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FIG. 1. Walsh reconstruction protocol. a, A single
nitrogen-vacancy (NV) center in diamond, optically initial-
ized and read out by confocal microscopy, is manipulated with
coherent control sequences to measure the arbitrary profile of
time-varying magnetic fields radiated by a coplanar waveguide
under ambient conditions. b, Coherent control sequences,
acting as digital filters on the evolution of the qubit sensor,
extract information about time-varying fields. c, An N-point
functional approximation of the field is obtained by sampling
the field with a set of N digital filters taken from the Walsh
basis, which contain some known set of decoupling sequences
such as the even-parity Carr-Purcell-Meiboom-Gill (CPMG)
sequences [5] (w2n) and the odd-parity Periodic Dynamical
Decoupling (PDD) sequences [7] (w2n−1).

protect against dephasing noise. In particular, we use
control sequences (Fig. 1) associated with the Walsh
functions [17], which form a complete orthonormal basis
of digital filters and are easily implementable experimen-
tally.
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The Walsh reconstruction method can be applied to
estimate various time-varying parameters via coherent
control of any quantum probe. In particular, we show
that the phase acquired by a qubit sensor modulated
with Walsh decoupling sequences is proportional to the
Walsh transform of the field. This simplifies the prob-
lem of spectral sampling and reconstruction of time-
varying fields by identifying the sequency domain as the
natural description for dynamically modulated quantum
systems. At the same time, the Walsh reconstruction
method provides a solution to the problem of monitor-
ing a time-dependent parameter with a quantum probe,
which cannot be in general achieved via continuous track-
ing due to the destructive nature of quantum measure-
ments. In addition, because the Walsh reconstruction
method achieves dynamical decoupling of the quantum
probe, it further yields a significant improvement in
coherence time and sensitivity over sequential acquisi-
tion techniques. These characteristics and the fact that
the Walsh reconstruction method can be combined with
data compression [18] and compressive sensing [19, 20]
provide clear advantages over prior reconstruction tech-
niques [3, 4, 21, 22].

II. RESULTS

A. Walsh reconstruction method

The Walsh reconstruction method relies on the Walsh
functions (Supplementary Fig. 1), which are a family of
piecewise-constant functions taking binary values, con-
structed from products of square waves, and forming a
complete orthonormal basis of digital filters, analogous
to the Fourier basis of sine and cosine functions. The
Walsh functions are usually described in a variety of la-
beling conventions, including the sequency ordering that
counts the number of sign inversions or “switchings” of
each Walsh function. The Walsh sequences are easily
implemented experimentally by applying π-pulses at the
switching times of the Walsh functions; these sequences
are therefore decoupling sequences [23, 24], which include
the well-known Carr-Purcell-Meiboom-Gill (CPMG) [5]
and Periodic Dynamical Decoupling (PDD) sequences [7].
Because a π-pulse effectively reverses the evolution of

the qubit sensor, control sequences of π-pulses act as dig-
ital filters that sequentially switch the sign of the evolu-
tion between ±1. If wm(t/T ) is the digital filter created
by applying m control π-pulses at the zero-crossings of
the m-th Walsh function, the normalized phase acquired
by the qubit sensor is

1

γT
φm(T ) =

1

T

∫ T

0

b(t)wm(t/T )dt ≡ b̂(m). (1)

Here b̂(m) is the m-th Walsh coefficient defined as the
Walsh transform of b(t) evaluated at sequence number
(sequency) m. This identifies the sequency domain as

the natural description for digitally modulated quantum
systems. Indeed, Eq. (1) implies a duality between the
Walsh transform and the dynamical phase acquired by
the qubit sensor under digital modulation, which allows
for efficient sampling of time-varying fields in the se-
quency domain and direct reconstruction in the time do-
main via linear inversion.
Successive measurements with the first N Walsh se-

quences {wm(t/T )}N−1
m=0 give a set of N Walsh coefficients

{b̂(m)}N−1
m=0 that can be used to reconstruct an N -point

functional approximation to the field

bN(t) =

N−1
∑

m=0

b̂(m)wm(t/T ). (2)

Eq. (2) is the inverse Walsh transform of order N , which
gives the best least-squares Walsh approximation to b(t).
With few assumptions or prior knowledge about the dy-
namics of the field, the reconstruction can be shown to
be accurate with quantifiable truncation errors and con-
vergence criteria [25, 26].
Although the signal is encoded on the phase of a quan-

tum probe in a different way (via decoupling sequences),
the Walsh reconstruction method shares similarities with
classical Hadamard encoding techniques in data compres-
sion, digital signal processing, and nuclear magnetic res-
onance imaging [27–29]. All of these techniques could
easily be combined to achieve both spatial and temporal
imaging of magnetic fields at the nanometer scale, given
the availability of gradient fields and frequency-selective
pulses.

B. Walsh reconstruction of time-varying fields

We experimentally demonstrate the Walsh reconstruc-
tion method by measuring increasingly complex time-
varying magnetic fields. We used a single NV center in
an isotopically purified diamond sample as the qubit sen-
sor (details about the experimental setup can be found
in Methods). NV centers in diamond (Fig. 1a) have re-
cently emerged as promising sensors for magnetic [30–32]
and electric [33] fields, rotations [34, 35] and tempera-
ture [36–38]. These sensors are ideal for nanoscale imag-
ing of living biological systems [39–41] due to their low
cytotoxicity, surface functionalizations [42], optical trap-
ping capability [43, 44] and long coherence time under
ambient conditions [3]. A single NV center is optically
initialized and read out by confocal microscopy under
ambient conditions. A coplanar waveguide delivers both
resonant microwave pulses and off-resonant time-varying
magnetic fields produced by an arbitrary waveform gen-
erator.
We first reconstructed monochromatic sinusoidal

fields, b(t) = b sin (2πνt+ α), by measuring the Walsh
spectrum up to fourth order (N =24). The m-th Walsh

coefficient f̂(m) of the normalized field f(t) = b(t)/b was
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FIG. 2. Walsh reconstruction of sinusoidal fields.

a, Measured signal Sm(b) = sin(γebf̂(m)T ) as a function of
the amplitude of a cosine magnetic field for different Walsh
sequences with m π-pulses. Here γe = 2π · 28 Hz ·nT−1 is the
gyromagnetic ratio of the NV electronic spin. Them-thWalsh
coefficient f̂(m) is proportional to the slope of Sm(b) at the
origin. b, Measured Walsh spectrum up to fourth order (N =
24) of sine and cosine magnetic fields b(t) = b sin (2πνt+ α)
with frequency ν = 100 kHz and phases α ∈ {0, π/2} over
an acquisition period T = 1/ν = 10 µs. Error bars corre-
spond to 95 % confidence intervals on the Walsh coefficients
associated with the fit of the measured signal. c, The recon-
structed fields (filled squares) are 16-point piecewise-constant
approximations to the expected fields (solid lines, not a fit).
Error bars correspond to the amplitude uncertainty of the re-
constructed field obtained by propagation of the errors on the
estimates of the uncorrelated Walsh coefficients.

obtained by sweeping the amplitude of the field and mea-

suring the slope of the signal Sm(b) = sin (γbf̂(m)T ) at
the origin (Fig. 2a and Supplementary Fig. 2). Figure 2b
shows the measured non-zero Walsh coefficients of the
Walsh spectrum. As shown in Fig. 2c, the 16-point re-
constructed fields are in good agreement with the ex-
pected fields. We note that, contrary to other methods
previously used for a.c. magnetometry, the Walsh recon-
struction method is phase selective, as it discriminates
between time-varying fields with the same frequency but
different phase.
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FIG. 3. Walsh reconstruction of a bichromatic field.

a, Measured Walsh spectrum up to fifth order (N = 25) of
a bichromatic magnetic field b(t) = b · [a1 sin (2πν1t+ α1) +
a2 sin (2πν2t+ α2)] with a1 = 3/10, a2 = 1/5, ν1 = 100 kHz,
ν2 = 250 kHz, α1 = −0.0741, and α2 = −1.9686. The zero-th
Walsh coefficient f̂(0) corresponds to a static field offset that
was neglected. b, The reconstructed field (filled squares) is a
32-point approximation to the expected field (solid line, not
a fit). Error bars correspond to the amplitude uncertainty of
the reconstructed field obtained by propagation of the errors
on the estimates of the uncorrelated Walsh coefficients.

We further reconstructed a bichromatic field b(t) =
b [a1 sin (2πν1t+ α1) + a2 sin (2πν2t+ α2)]. Figure 3a
shows the measured Walsh spectrum up to fifth order
(N=25). As shown in Fig. 3b, the 32-point reconstructed
field agrees with the expected field, which demonstrates
the accuracy of the Walsh reconstruction method (Sup-
plementary Fig. 3). In contrast, sampling the field with
an incomplete set of digital filters, such as the CPMG
and PDD sequences, extracts only partial information
about the dynamics of the field (Supplementary Fig. 4).
By linearity of the Walsh transform, the Walsh recon-
struction method applies to any polychromatic field (and
by extension to any time-varying field), whose frequency
spectrum lies in the acquisition bandwidth [1/T, 1/τ ] set
by the coherence time T ≤ T2 and the maximum sam-
pling time τ = T/N , which is in turn limited by the finite
duration of the control π-pulses.

C. Performance of the Walsh reconstruction

method

The performance of the Walsh reconstruction method
is determined by the reconstruction error eN and the
measurement sensitivity ηN . The least-squares recon-
struction error eN = ‖bN(t)− b(t)‖2 due to truncation of
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the Walsh spectrum up to N=2n coefficients is bounded
by eN ≤ maxt∈[0,T ] |∂tb(t)|/2n+1 [26] and vanishes to
zero as N tends to infinity (as needed for perfect recon-
struction). This implies that although the resources grow
exponentially with n, the error converges exponentially
quickly to zero, and only a finite number of coefficients
is needed to accurately reconstruct the field.
The measurement sensitivity of the m-th Walsh se-

quence in M measurements,

ηm =
v−1
m

γeC
√
T |f̂(m)|

=
η̂m

|f̂(m)|
, (3)

gives the minimum field amplitude, δbm = ηm/
√
MT =

∆Sm/(|∂Sm/∂bm|
√
M), that can be measured with fixed

resources. Here γe = 2π · 28 Hz · nT−1 is the gyromag-
netic ratio of the NV electronic spin and C accounts for
inefficient photon collection and finite contrast due to
spin-state mixing during optical measurements [30, 45].
The sensitivity is further degraded by the decay of the

signal visibility, vm = (e−T/T2(m))p(m) ≤ 1, where T2(m)
and p(m) characterize the decoherence of the qubit sen-
sor during the m-th Walsh sequence in the presence of a
specific noise environment. In general, T2(m) > T2, as
the Walsh sequences suppress dephasing noise and extend
coherence times by many orders of magnitude [23, 24].
The sensitivity ηm is thus the ratio between a field-

independent factor η̂m and the Walsh coefficient |f̂(m)|
for the particular temporal profile of the measured field.
The sensitivity formula of Eq. 7 can be used to identify

the Walsh sequences that extract the most information
about the amplitude of time-varying fields in the pres-
ence of noise. In analogy to a.c. magnetometry [30],
which measures the amplitude of sinusoidal fields, we re-
fer to the problem of performing parameter estimation
of the amplitude of an arbitrary waveform as arbitrary
waveform (a.w.) magnetometry. Indeed, if the dynamics
of the field is known, the Walsh spectrum can be precom-
puted to identify the Walsh sequence that offers the best
sensitivity. Because different Walsh sequences have dif-
ferent noise suppression performances [18, 23], the choice
of the most sensitive Walsh sequence involves a trade-
off between large Walsh coefficients and long coherence
times.
Measurements with an ensemble of NNV NV centers

will improve the sensitivity by 1/
√
NNV, such that the

sensitivity per unit volume will scale as 1/
√
nNV, where

nNV is the density of NV centers. Previous studies have

demonstrated η1≈4 nT ·Hz−1/2 for a single NV center in
an isotopically engineered diamond [3] and η1≈ 0.1 nT ·
Hz−1/2 for an ensemble of NV centers [46], with expected

improvement down to η1≈0.2 nT · µm3/2 · Hz−1/2.
The amplitude resolution of the Walsh reconstruction

method, δbN =
√

∑

m δb̂2m, gives the smallest variation

of the reconstructed field that can be measured from the
Walsh spectrum of order N . If each Walsh coefficient
is obtained from M measurements over the acquisition

period T , the measurement sensitivity of the Walsh re-
construction method, ηN ≡ δbN

√
MNT , is

ηN =

√

N
∑

m

η̂2m =

√

N
∑N−1

m=0 v
−2
m

γeC
√
T
√
nNV

. (4)

The Walsh reconstruction method provides a gain in
sensitivity of

√
N over sequential measurement tech-

niques that perform N successive amplitude measure-
ments over small time intervals of length τ = T/N ≤ T ∗

2 .
Indeed, Walsh sequences exploit the long coherence time
under dynamical decoupling to reduce the number of
measurements, and thus the associated shot noise. This
corresponds to a decrease by a factor of N of the to-
tal acquisition time needed to reach the same amplitude
resolution or an improvement by a factor of

√
N of the

amplitude resolution at fixed total acquisition time (see
Supplementary Discussion). Thus, unless the signal can
only be triggered once, in which case one should use an
ensemble of quantum probes to perform measurements
in small time steps, the Walsh reconstruction method
outperforms sequential measurements, which is an im-
portant step toward quantum-optimized waveform recon-
struction [47].
The measurement sensitivity ηN combines with the re-

construction error eN to determine the accuracy of the
Walsh reconstruction method. If some small coefficients
cannot be resolved due to low signal visibility, the in-
crease in reconstruction error can be analytically quan-
tified using data compression results [18]. In the same
way, the acquisition time can be reduced by sampling
only the most significant coefficients and discarding other
negligible coefficients. Furthermore, if the field is sparse
in some known basis, which is often the case, a logarith-
mic scaling in resources can be achieved by using com-
pressed sensing methods based on convex optimization
algorithms [19, 20], an advantage that is not shared by
other sequential acquisition protocols [3, 4, 21].

III. DISCUSSION

The Walsh reconstruction method is readily applica-
ble to measure time-varying parameters in a variety of
physical systems, including light shift spectroscopy with
trapped ions [16]; magnetometry with single spins in
semiconductors [31, 48, 49] or quantum dots [50]; and
measurements of electric fields [33] or temperature [36–
38] with NV centers in diamond. Other promising appli-
cations include magnetic resonance spectroscopy of spins
extrinsic to the diamond lattice [51, 52], measurements
of the dynamics of magnetic nanostructures [53], or mag-
netic vortices in nanodisk chains [54].
An active research direction for quantum sensors is

measuring biological [41, 55, 56] and neuronal [4, 57] ac-
tivity at the nanometer scale. Reference [4] provided
compelling evidence about the feasibility of measuring
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the magnetic fields radiated by action potentials flow-
ing through single neurons. They calculated magnetic
field strengths of the order of 10 nT at distance up to
100 nm from a morphologically reconstructed hippocam-
pal CA1 pyramidal neuron. These fields are within exper-
imental reach using small ensembles of shallow-implanted
NV centers, e.g., located less than 10 nm below the dia-
mond surface [58, 59], given improvements in collection
efficiency [46, 60] and coherence times [61].

The Walsh reconstruction method may also prove use-
ful in neuroscience, alongside existing electrical activ-
ity recording techniques and other emerging neuroimag-
ing modalities, to monitor the weak magnetic activ-
ity of neuronal cells at subcellular spatial resolution,
as needed to better understand neurophysiology and
map neuronal circuits. To achieve a repeatable sig-
nal and reduce stochastic fluctuations during averaging,
sequential trains of action potentials could be evoked
with conventional electrophysiological techniques, photo-
stimulation methods, or current injection through under-
lying nanowire electrode arrays [62]. Technical issues as-
sociated with maintaing the stability of the system over
long time scale still remain to be solved.

As a proof-of-principle implementation, we measured
the magnetic field radiated by a physical model of a neu-
ron undergoing an action potential Φ(t) approximated
by a skew normal impulse [63–65]. Due to its linear re-
sponse in the kHz regime (Supplementary Fig. 5), our
coplanar waveguide acts as the physical model of a neu-
ron (see Supplementary Methods), with the radiated
magnetic field given by the derivative of the electric
field [66, 67]: b(t) = dΦ(t)/dt (Supplementary Fig. 6).

The Walsh coefficients were measured by fixing the
amplitude of the field and sweeping the phase of the
last read-out pulse to reconstruct the absolute field b(t)
rather than the normalized field f(t). This protocol is
in general applicable when the field amplitude is not un-
der experimental control. Figure 4a shows the measured
Walsh spectrum up to fifth order (N = 25). As shown in
Fig. 4b, the 32-point reconstructed field is in good agree-
ment with the expected field. Although neuronal fields
are typically much smaller than in our proof-of-principle
experiment with a single NV center, they could be mea-
sured with shallow-implanted single NVs [51, 52, 58, 59]
or small ensembles of NV centers [41, 46, 57].

In conclusion, we used control sequences acting as dig-
ital filters on the evolution of a single NV electronic spin
to efficiently sample and accurately reconstruct the arbi-
trary profile of time-varying fields with quantifiable er-
rors and formal convergence criteria. The Walsh recon-
struction method can easily be used together with spatial
encoding techniques to achieve both spatial and tempo-
ral imaging of magnetic fields. In addition, this method
is compatible with data compression techniques [18] and
compressed sensing algorithms [19, 20] to achieve a sig-
nificant reduction in resources, acquisition time, and
reconstruction errors. Extension of the Walsh recon-
struction method to stochastic fields could simplify the
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FIG. 4. Walsh reconstruction of an arbitrary wave-

form. a, Measured Walsh spectrum up to fifth order
(N = 25) of the magnetic field radiated by a skew normal
impulse flowing through the physical model of a neuron. The
Walsh coefficients were obtained by fixing the amplitude of
the field and sweeping the phase of the last read-out π/2-
pulse. The acquisition time for measuring all the Walsh co-
efficients was less than 4 hours. Error bars correspond to
95 % confidence intervals on the Walsh coefficients associated
with the fit of the measured signal. b, The reconstructed
field (filled squares) is a 32-point approximation to the ex-
pected field (solid line, not a fit). Error bars correspond to
the amplitude uncertainty of the reconstructed field obtained
by propagation of the errors on the estimates of the uncorre-
lated Walsh coefficients.

problem of spectral density estimation by removing the
need for functional approximations or deconvolution al-
gorithms [13, 15, 68]. This would enable, e.g., in-vivo
monitoring of cellular functions associated with cell mem-
brane ion-channel processes [55, 56]. Finally, this work
connects with other fields in which the Walsh functions
have recently attracted attention, e.g., in quantum sim-
ulation to construct efficient circuits for diagonal uni-
taries [69], in quantum error suppression [23, 24], and in
quantum control theory to improve the fidelity of two-
qubit entangling gates on trapped atomic ions [70].

IV. METHODS

A. Nitrogen-vacancy centers in diamond as qubit

sensors

Measurements of time-varying magnetic fields were
performed under ambient conditions with a single NV
center in an isotopically purified diamond sample (>
99.99% C-12). The NV center in diamond consists of
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a substitutional nitrogen adjacent to a vacancy in the di-
amond lattice. The negatively charged defect exhibits
a ground state electronic spin triplet. The zero-field
energy splitting between the ms = 0 and ms = ±1
sublevels is ∆ = 2.87 GHz. A static magnetic field
b0 = 2.5 mT directed along the quantization axis of
the NV center lifts the energy degeneracy between the
ms = +1 and ms = −1 sub-levels via the Zeeman ef-
fect. This gives an effective spin qubit ms = 0 ↔ ms = 1
that can be used to measure time-varying magnetic fields.
The strength of the interaction with external magnetic
fields is given by the gyromagnetic ratio of the electron
γe = 2π · 28 Hz · nT−1. The NV center was located in
a home-built confocal microscope via fluorescence emis-
sion collection and optically initialized to its ground state
with a 532 nm laser pulse.

Coherent control of the optical ground-state levels of
the NV electronic spin was performed with resonant
microwave pulses delivered through an on-chip copla-
nar waveguide. We set the effective Rabi frequency to
25 MHz to achieve 20 ns π-pulses and implemented phase
cycling to correct for pulse errors. The coplanar waveg-
uide was also used to deliver non-resonant magnetic fields
~B(t) generated with an arbitrary waveform generator.
The magnetometry method measured the resonance shift
produced by the projection of the time-dependent field

along the NV axis, b(t) = ~B(t) · ~ez.

The qubit was optically read out via spin-state depen-
dent fluorescence measurements in the 600−800 nm spec-
tral window around the 637-nm zero-phonon line with a
single-photon counter.

B. Walsh functions

The set of Walsh functions [17, 25, 26] {wm(t)}∞m=0

is a complete, bounded, and orthonormal basis of digi-
tal functions defined on the unit interval t ∈ [0, 1[. The
Walsh basis can be thought of as the digital equivalent
of the sine and cosine basis in Fourier analysis. The
Walsh functions in the dyadic ordering or Paley ordering
are defined as the product of Rademacher functions (rk):
w0 = 1 and wm =

∏n
k=1 r

mk

k for 1 ≤ m ≤ 2n − 1, where
mk is the k-th bit of m. The dyadic ordering is particu-
larly useful in the context of data compression [18]. The
Rademacher functions are periodic square-wave functions
that oscillate between ±1 and exhibit 2k intervals and
2k − 1 jump discontinuities on the unit interval. For-
mally, the Rademacher function of order k ≥ 1 is defined
as rk(t) ≡ r(2k−1t), with

rk(t) =

{

1 : t ∈ [0, 1/2k[
−1 : t ∈ [1/2k, 1/2k−1[

extended periodically to the unit interval. The Walsh
functions in the sequency ordering are obtained from the
gray code ordering of m. Sequency is a straightforward
generalization of frequency which indicates the number
of zero crossings of a given digital function during a
fixed time interval. As such, the sequency m indicates
the number of control π-pulses to be applied at the zero
crossings of the m-th Walsh function. The sequency
ordering is thus the most intuitive ordering in the
context of digital filtering with control sequences.
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SUPPLEMENTARY FIGURES
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FIG. 5. Walsh functions. Matrix representation of the Walsh functions up to fourth order (N = 24) in a, sequency ordering,
b, Paley ordering, and c, Hadamard ordering. Each line corresponds to a Walsh sequence with the columns giving the value
of the digital filter in the time domain. Black and white pixels represent the values ±1. Each ordering can be obtained from
the others by linear transformations. d Walsh functions {wm}N−1

m=0
up to N = 24 in sequency ordering. The sequency m

indicates the number of zero crossings of the m-th Walsh function. The Rademacher functions rk = w2k−1 correspond to the
Walsh functions plotted in blue. Some Walsh functions are associated with known decoupling sequences such as the even-parity
CPMG sequences [5] (w

2k green lines) and the odd-parity PDD sequences [7] (w
2k−1

, blue lines).
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FIG. 6. Raw experimental data. Example of experimental data for measuring the m-th Walsh coefficient. a, Measured
fluorescence signals Sxy and Sxȳ for a sinusoidal field measured with the m = 1 Walsh sequence. b, The measured fluorescence
signals are normalized with respect to the reference signals. c, Average normalized fluorescence signal Sm(b) whose slope at

the origin is proportional to the m-th Walsh coefficient f̂(m) of the normalized field f(t).
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FIG. 7. Accuracy of the Walsh reconstruction method. a. Reconstruction of a bichromatic field with an increasing
number of Walsh coefficients {f̂(m)}mmax

m=0
in sequency ordering. b. Reconstruction of a bichromatic field with an increasing

number of Walsh coefficients {f̂(m)}
m′

max
m=0

sorted by the coefficient magnitude. A finite number of coefficients is needed to
reconstruct an accurate estimate of the field. The upper left and upper right numbers respectively correspond to m (in the
sequence order) and the l2-reconstruction error up to the m′ reconstruction, em′ .
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the amplitude of the magnetic field b(t) measured by the NV center. The conversion factor depends linearly on the frequency.
Error bars are standard deviation of measurements.
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SUPPLEMENTARY DISCUSSION

D. Walsh functions

The set of Walsh functions [17, 25, 26] {wm(t)}∞m=0 is a complete, bounded, and orthonormal basis of digital
functions defined on the unit interval t ∈ [0, 1[. The Walsh basis can be thought of as the digital equivalent of the
sine and cosine basis in Fourier analysis. There are different orderings of the Walsh functions in the basis that are
interchangeably used depending on the various conventions adopted in different fields. The matrix representations of
the Walsh functions in three orderings are compared in Supplementary Fig. 5.
The Walsh functions in the dyadic ordering or Paley ordering are defined as the product of Rademacher func-

tions (rk): w0 = 1 and wm =
∏n

k=1 r
mk

k for 1 ≤ m ≤ 2n − 1, where mk is the k-th bit of m. The dyadic ordering is
particularly useful in the context of data compression [18].
The Rademacher functions are periodic square-wave functions that oscillate between ±1 and exhibit 2k intervals

and 2k − 1 jump discontinuities on the unit interval. Formally, the Rademacher function of order k ≥ 1 is defined as
rk(t) := r(2k−1t), with

r(t) =

{

1 : t ∈ [0, 1/2[
−1 : t ∈ [1/2, 1[

and rk(t) =

{

1 : t ∈ [0, 1/2k[
−1 : t ∈ [1/2k, 1/2k−1[

extended periodically to the unit interval.
The Walsh functions in the sequency ordering (Supplementary Fig. 5.d) are obtained from the gray code of m.

Sequency is a straightforward generalization of frequency which indicates the number of zero crossings of a given
digital function during a fixed time interval. As such, the sequency m indicates the number of control π-pulses to be
applied at the zero crossings of the m-th Walsh function. The sequency ordering is thus the most intuitive ordering
in the context of digital filtering with control sequences.
The Walsh functions in the Hadamard ordering are represented by the Walsh-Hadamard square matrix of size

2n × 2n, whose elements are given by H(n)(i + 1, j + 1) =
∏2n−1

l=0 (−1)il·jl . The Walsh-Hadamard matrix is used as
a quantum gate in quantum information processing to prepare an equal superposition of 2n orthogonal states from a
set of n initialized qubits.

E. Walsh transform

The Walsh-Fourier series of an integrable function b(t) ∈ L1([0, T [) is given by

b(t) :=

∞
∑

m=0

b̂(m)wm(t/T ), (5)

where the Walsh-Fourier coefficients are given by the Walsh transform of b(t) evaluated at sequency m, i.e.,

b̂(m) =
1

T

∫ T

0

b(t)wm(t/T )dt ∈ R, ∀m ≥ 0. (6)

The truncation of the Walsh-Fourier series up to N coefficients gives the N -th partial sums of the Walsh-Fourier
series,

bN (t) :=

N−1
∑

m=0

b̂(m)wm(t/T ), (7)

which can be shown to satisfy limN→∞ bN (t) = b(t), almost everywhere for b(t) ∈ L1([0, T [) and uniformly for
b(t) ∈ C([0, T [) [26]. Supplementary equation (7) can be associated with an N -point functional approximation to the
field b(t).

F. Sensitivity of the Walsh reconstruction method

While in the main text we focused on applying Walsh sequences to reconstruct the temporal profile of time-varying
magnetic fields, we note that for time-varying fields with known dynamics, Walsh sequences provide a systematic
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way to choose for the control sequence that gives the best estimate of the amplitude of the field with the optimal
sensitivity. For example, the spin-echo sequence (w1(t/T )) gives the best sensitivity for measuring the amplitude of
a sinusoidal field b(t) = b sin (2πνt) with known frequency ν = 1/T . If the dynamics of the field is only partially
known, an estimate of the field amplitude can be obtained by distributing the resources over a fixed subset of Walsh
sequences; for example, by choosing the spin-echo sequence (w1(t/T )) and CPMG-2 sequence (w2(t/T )) to measure
the amplitude of an oscillating field b(t) = b sin (2πνt+ α) with known frequency ν = 1/T but unknown phase α.
We can compute the minimum field amplitude that can be estimated from M measurements with the m-th Walsh

sequence from the quantum Cramer-Rao bound:

δbm =
1√
M

∆Sm

|∂Sm/∂b| =
v−1
m

γeC
√
MT |f̂(m)|

,

where γe = 2π·28 Hz·nT−1 is the gyromagnetic ratio of the NV electronic spin, C accounts for inefficient photon collec-
tion and finite contrast due to spin-state mixing during optical measurements [30, 45] and vm = (e−T/T2(m))p(m) ≤ 1
is the visibility, which depends on the parameters T2(m) and p(m), which characterize the decoherence of the qubit
sensors during the m-th Walsh sequence.

The minimum field amplitude δbm is related to the minimum resolvable Walsh coefficient δb̂m =

∆Sm/|∂Sm/∂b̂m|
√
M = δbm|f̂(m)|. Given a total measurement time Ttotal = MT , the corresponding sensitivities are

ηm = δbm
√
T and η̂m = δb̂m

√
T = ηm|f̂(m)| (cf. Eq. (3) of the main text). The statistical error on the field function

bN (t) reconstructed from the measured set of N Walsh coefficients {b̂(m)}N−1
m=0 is obtained from the errors on each

coefficient by δb2N(t) =
∑

m δb̂2m|wm(t)|2 =
∑

m δb̂2m1[0,T [(t), which is constant on the time interval t ∈ [0, T [. This

quantity gives the measurement sensitivity of the Walsh reconstruction method ηN = δbN
√
NT =

√

N
∑

m η̂2m (cf.
Eq. (4) of the main text).

G. Sensitivity improvement over existing methods

We consider the problem of reconstructing an N -point approximation to the time-varying field b(t) over the acqui-
sition period of length T . Here we show that the Walsh reconstruction method offers an improvement in sensitivity
scaling as

√
N over existing sequential methods. This corresponds to a reduction by

√
N of the minimum detectable

field at fixed total acquisition time or a reduction by N of the total acquisition time at fixed minimum detection field.
We compare the Walsh reconstruction method to piece-wise reconstruction of the field via successive acquisition (e.g.
with a Ramsey [3, 4] or CW [21] method).
Consider first that we use sequential (e.g., Ramsey) measurements to estimate the amplitude of the field during

each of the N sub-intervals of length τ = T/N . The error on each point for shot-noise limited measurements scales
as δbj ∼ 1/τ

√
M1, where M1 is the number of measurements performed for signal averaging. The total acquisition

time is T1 = M1Nτ = M1T and the total reconstruction error on the N -point reconstructed field is

(δbN )1 =

√

√

√

√

N−1
∑

j=0

δb2j =
√
Nδbj ∼

√
N/τ

√

M1. (8)

We compare this result to Walsh reconstruction performed via N Walsh measurements, each over the acquisition

period T . The error on each Walsh coefficient for shot-noise limited measurements scales as δb̂m ∼ 1/T
√
M2, where

M2 is the number of measurements performed for signal averaging. The total acquisition time is T2 = M2NT and the
total reconstruction error on the N -point reconstructed field ( the main text) is

(δbN )2 =

√

√

√

√

N−1
∑

m=0

δb̂2m =
√
Nδb̂m ∼

√
N/T

√

M2. (9)

For a fixed total acquisition time, T1 = M1T = M2NT = T2, we have M1 = NM2, which means that N times more
Ramsey measurements can be performed than Walsh measurements. We however have (δbN )1 =

√
N(δbN )2, which

means that the Walsh measurements is more sensitive by a factor of
√
N .

For a fixed minimum detectable field, (δbN )1 ∼
√
N/τ

√
M1 =

√
N/T

√
M2 ∼ (δbN )2, we have M1 = N2M2, which

means that N2 times more Ramsey measurements are needed to measure the exact same minimum field provided by
N Walsh measurements. We have then T1 = NT2, such that the total acquisition time for Ramsey measurements is
N times longer than for Walsh measurements.
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In summary, the Walsh reconstruction method offers a
√
N improvement in sensitivity over Ramsey measurements,

i.e. (ηN )2 = (ηN )1/
√
N .

Further improvement in sensitivity can be achieved with data compression [18] and compressive sensing [19] tech-
niques. Given N2 < N1 and T = N1τ , we find

(ηN )1
(ηN )2

=
N1

N2

√

T

τ
=

N1

N2

√

N1 (10)

For N2 = N1 = N , we retrieve (ηN )2 = (ηN )1/
√
N . Given a compression rate κ < 1, such that N2 = κN1, we find

(ηN )2 = κ(ηN )1/
√
N1 < (ηN )1/

√
N1. For compressive sensing with resources scaling as N2 ∼ log2(N1), we find

(ηN )2 ∼ log2(N1)

N1

(ηN )1√
N1

<
(ηN )1√

N1

. (11)

In the discussion above, we did not consider other error sources besides shot noise. Indeed, while the sequential
acquisition times are limited by the dephasing noise, the coherence time under the Walsh sequence is in general much
longer (typically by 2-3 orders of magnitude for NV centers), thus additional decoherence losses are comparable in
the two protocols. We note that even if the total acquisition time T over which one wants to acquire the signal were
longer than the coherence time under Walsh decoupling, T2, it would still be advantageous to use sequential Walsh
reconstruction over smaller time intervals, ∼ T2. Other considerations, such as power broadening in CW experiments
and dead-times associated with measurement and initialization of the quantum probe, make the Walsh reconstruction
method even more advantageous.

H. Reconstruction accuracy

The Walsh spectrum of order N = 16 for a bichromatic field is shown in Supplementary Fig. 8a-b. The Walsh
coefficients were first computed in term of their sequency m, which is related to the number of π pulses needed to
implement the corresponding m-th Walsh sequence. The amount of information provided by each Walsh sequence is
proportional to the magnitude of the Walsh coefficient; the Walsh spectrum can thus be reordered with the coefficients
sorted in decreasing order of their magnitude (Supplementary Fig. 8b). As eachWalsh coefficient adds new information
to the reconstructed field, the accuracy of the reconstruction improves while the reconstruction error decreases; this
is shown in Supplementary Fig. 7.
Supplementary Fig. 7a shows the reconstructed field with an increasing number of Walsh coefficients (m ∈ [0,mmax])

in sequency ordering. The reconstruction error decreases monotonically as the number of coefficients increases. If
the dynamics of the field is known, the Walsh coefficients can be precomputed and sorted so to allocate the available
resources to sample the largest coefficients, which provide the most information about the field. This is shown in
Supplementary Fig. 7b, where not only the accuracy of the reconstruction improves monotonically, but also only the
first few coefficients are needed to achieve an accurate estimate of the field.

I. Reconstruction accuracy improvement over finite sampling with digital decoupling sequences

The set of Walsh sequences contains some known set of digital decoupling sequences such as the Carr-Purcell-
Meiboom-Gill (CPMG) sequences (w2n , n ≥ 1) and the periodic dynamical decoupling (PDD) sequences (w2n−1,
n ≥ 1), which have been studied in the context of dynamical error suppression and noise spectrum reconstruction.
Although the CPMG and PDD sequences can be shown to contain some significant information about the field,

they do not contain all the significant information. The CPMG and PDD sequences are indeed symmetric and anti-
symmetric functions about their midpoint; they only sample the even and odd symmetries of the field. This is shown
in Supplementary Fig. 8c-f where the Walsh reconstruction method outperforms the CPMG and PDD sequences, even
if the same amount of resources is allocated to sample an equal number of coefficients; because the field does not have
a definite parity, the CPMG and PDD sequences fail to accurately reconstruct the field. In addition, these sequences
require an exponentially large number of control pulses, which may be detrimental in the presence of pulse errors.
Therefore, sampling the field with only these sequences provides incomplete information about the Walsh spectrum
and thus leads to inaccurate reconstruction in the time domain.
CPMG and PDD have been used as filters in the frequency domain to achieve frequency-selective detection and

reconstruction of noise spectral density. Even for this task, Walsh reconstruction can provide an advantage. Indeed,
in the frequency domain, digital filters are trigonometric functions that are not perfectly approximated by delta
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functions and exhibit spectral leakage, i.e., the non-zero side-lobes of the filter function capture non-negligible signal
contributions about other frequencies than the main lobe. Although the CPMG and PDD sequences can be tuned
to sample the field at a specific central frequency, they also capture signal at other frequencies, which prevents the
accurate reconstruction of time-varying fields. The Walsh reconstruction method removes the need for functional
approximations or deconvolution algorithms by choosing the representation that is natural for digital filters: the
Walsh basis.

J. Comparison with prior reconstruction methods

The problem of measuring the time-varying magnetic fields with NV centers in diamond has also been discussed
by Balasubramanian et al. [3] and Hall et al. [4]. They both considered Ramsey interferometry measurements to
detect time-varying magnetic fields, either by sweeping the measurement time or translating the acquisition window.
The first protocol presents a deconvolution problem that requires numerical algorithms to be solved and makes

it difficult to analytically quantify the reconstruction error. In addition, the field is not efficiently sampled due to
spectral leakage, because the window function is a sinc function, rather than a delta function, in the frequency domain.
The Walsh transform method simplifies the problem of spectral sampling and reconstruction by setting the sequency
domain, rather than the frequency domain, as the natural description for digitally sampled fields.
The second protocol does not require solving the inversion problem, as it directly gives the average field value

during each sampling interval. However, the time required to achieve the same sensitivity as the Walsh method for
an N -point reconstruction is N times longer.
More importantly, these methods are not compatible with optimized protocols based on adaptive and compressive

sampling. In particular, compressive sensing is fully compatible with the Walsh reconstruction method and for many
sparse signals it would lead to a large saving in measurement time. Indeed, sequentially measuring the field over small
time intervals δt requires performing N = T/δt acquisitions to reconstruct the whole evolution, while one in general
only needs m ∝ log(N) measurements using compressive sensing techniques [19].
Hall et al. [4] also considered using an optically detected magnetic resonance protocol [21, 22] for measuring time-

varying fields. This protocol is meant to perform real-time measurements of the resonance frequency of the NV
centers via a lock-in detection system. Although this protocol is presented as continuously monitoring the field, a
finite binning time is required (∼ 24 µs in the case of Ref. [4]) since the measurement on the NV center is destructive.
In addition, continuous driving protocols are inherently less sensitive than pulsed ones, as the continuous laser light
and microwave field induce power broadening, in addition to heating, which can be detrimental to biological samples.

SUPPLEMENTARY METHODS

K. Measurement setup

We conduct experiments on a single nitrogen-vacancy (NV) center in an isotopically purified diamond layered
sample (Element Six, > 99.99% C-12). The diamond sample is mounted on a three-axis nanopositioning stage
(MCL NANO-LP200) and single NV centers are localized by fluorescence measurements in a home-built confocal
microscope. A continuous 532 nm laser light (Lighthouse Photonics Sprout-5) modulated with an acoustic-optic
modulator (IntraAction AFM-8041) optically excites the NV center. The fluoresence light emitted is collected by an
oil-immersion objective (NA=1.3, Nikon MRH01902) and filtered through a dichroic mirror (Chroma ZT532RDC)
and long-pass edge filter (Semrock BLP01-594R-25). The photons are detected with a photon counter (Perkin Elmer
SPCM-AQRH-15-FC) connected to a data acquisition card (National Instruments PCIe-6323).
We perform optically detected magnetic resonance experiments under ambient conditions. A signal generator (SRS

SG384) generates an oscillating radiofrequency current that is phase modulated with an IQ mixer (Marki microwave
IQ-0318), gated with a microwave switch (Mini-Circuits ZASWA-2-50DR), and amplified (Mini-Circuits ZHL-16W-
43+). The electric pulses are sent through an on-chip copper coplanar waveguide, which radiates a magnetic field
at the location of the NV center. An arbitrary waveform generator (Tektronix AWG5014C) produces digital pulses
that control and trigger the various electronic devices. Two analog channels generate continuous sinusoidal fields
oscillating in phase quadrature at 250MHz to modulate the IQ mixer. A third analog channel generates electric fields
in the kHz frequency range that are amplified (Mini-Circuits, ZHL-32A BNC) before being sent through the other port
of the coplanar waveguide, with a low-pass filter (Mini-Circuits VLF-180 SMA) and high-pass filter (Mini-Circuits
VHF-1300) on both side of the coplanar waveguide to protect the amplifiers. The decrease in amplification gain at
frequencies lower than 50 kHz prevents the generation of fields over long acquisition periods.
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L. Calibration of the coplanar waveguide

Coplanar waveguides were fabricated by e-beam photolithography on microscope glass coverslips, soldered on a PCB
board, and mounted to the confocal microscope. Electric waveforms Φ(t) (Vpp) were generated with an arbitrary
waveform generator, amplified, and sent through the coplanar waveguide. The coplanar waveguide radiates a magnetic
field b(t) (nT) at the location of the NV center which can be derived from Φ(t) via a conversion factor k(ν) (nT·Vpp−1).
We calibrated the conversion factor by performing a.c. magnetometry experiments with sinusoidal oscillating fields

(ν = 1/T ) sampled with the corresponding Walsh sequence wm(t/T ). The amplitude of the field was swept and

the normalized Walsh coefficient was extracted from the measured signal Sm(b) = sin (γebf̂(m)T ). The slope at the

origin µV pp = γef̂(m)T was compared with the value computed analytically, e.g., by choosing f̂(1) = 2/π for the

spin-echo sequence (m=1). The conversion factor k = µnT /µV pp (nT ·Vpp−1) was calculated from the ratio between
µnT calculated analytically and µV pp measured experimentally at different frequencies.
As shown in Supplementary Fig. 9, the conversion factor k(ν) increases linearly in the frequency range of interest.

Taking into account the intrinsic 90◦ phase shift between the electric and magnetic fields, we have b(ν) = −icνΦ(ν)

such that b(t) = −cdΦ(t)
dt with c = 25.4 µT · (Vpp ·kHz)−1. Therefore, our coplanar waveguide behaves as the physical

model of a neuron, with the magnetic field given by the first derivative of the electric field.

M. Simulation of the magnetic field radiated by a single neuron

The creation and conduction of action potentials is the primary communication mean of the nervous system. The
flow of ions across neuronal membranes produce an electric field that propagates through the axon of single neurons.
The electric signals carried by the action potentials radiate a magnetic field given approximately by the first derivative
of the action potential [66, 67]. As shown in Supplementary Fig. 10, we approximated the action potential by a skew
normal impulse and extracted the physical parameters by fitting the simulation data obtained for a rat hippocampal
mossy fiber boutons [64]. The action potential was rescaled to perform proof-of-principle measurements.

N. Experimental method for Walsh reconstruction

The Walsh reconstruction method extends the sequential phase estimation algorithm [2] to measuring time-varying
fields with a single quantum sensor. The aim is to reconstruct an N -point functional approximation bN(t) to the

time-varying field b(t) ∈ L1([0, T [) from a set of N Walsh coefficients {b̂(m)}N−1
m=0.

The m-th Walsh coefficient is obtained by modulating the evolution of the qubit sensor with the m-th Walsh
sequence in a Ramsey interferometry experiment. The qubit sensor is first initialized to its ground state |0〉 and then

brought into a superposition of its eigenstates (|0〉+ |1〉)/
√
2 by applying a π

2 -pulse along the σx rotation axis. During

the free evolution time T , the qubit acquires a phase difference φ(T ) = γ
∫ T

0 b(t)dt, where γ is the strength of the
interaction with the external time-varying field b(t) directed along the quantization axis of the qubit sensor. Under a
control sequence of m π-pulses applied at the zero-crossings of the m-th Walsh function wm(t/T ), the phase difference

acquired after an acquisition period T is φm(T ) = γ
∫ T

0 b(t)wm(t/T )dt = γb̂(m)T , which is proportional to the m-th
Walsh coefficient of b(t). A final π

2 -pulse applied along the σθ = cos (θ)σx + sin (θ)σy rotation axis converts the phase
difference into a measurable fluorescence signal Sxθ.
Although performing a single measurement with θ = π/2 is enough to extract the m-th Walsh coefficient, we sweep

the field amplitude of b(t) = b f(t) to better estimate it (Supplementary Fig. 6). The m-th Walsh coefficient f̂(m)
of the normalized field is obtained from the slope at the origin of the normalized fluorescence signal averaged over

M ∼ 105 measurements: Sm(b) = sin (γebf̂mT ) =
Sxȳ−Sxy

Sxȳ+Sxy
· S0+S1

S0−S1

, where S0 is the fluorescence count rate of the

ms = 0 state measured after optical polarization, and S1 is the fluorescence count rate of the ms = 1 state measured
after adiabatic inversion of the qubit with a 600 ns frequency-modulated chirp pulse over a 250 MHz frequency range
centered around the resonance frequency.
In practical applications for which the amplitude of the field cannot be swept, the m-th Walsh coefficient can be

equivalently measured by sweeping the phase θ of the last read-out π
2 -pulse and fitting the normalized signal to a

cosine function: 1 − 2Sm(θ) = cos (γeb̂mT − θ) = Sxθ−S0

S1−S0

. This procedure gives an absolute estimate of b̂(m) rather

than an estimate of the normalized coefficient f̂(m) = b̂(m)/b.
The total measurement time for acquiring all the data of the T = 14 µs waveform presented in Figure 4, excluding

dead times associated with computer processing and interfacing, was less than 4 h. Each of the N = 32 Walsh
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coefficients were obtained from two M ′ = 90 measurements of the fluorescence signal as a function of the phase
and conjugate phase of the last readout pulse to correct for common-mode noise (we note that in a well-calibrated,
temperature stabilized and isolated setup this step is unnecessary). Each experimental point was averaged over
M = 105 repetitive measurements due to low light-collection efficiency. The length of each sequence was about 42 µs,
including the two waveform measurements (28 µs), optical polarization and readout periods (5 µs), adiabatic inversion
(4 µs) used for calibration purposes but not necessary, and waiting time (5 µs).

O. Applications to neuroscience

In the main text we considered a paradigmatic application of the Walsh reconstruction method to monitor the
dynamics of the magnetic field produced by an action potential flowing through a single neuron. Such application of
the Walsh reconstruction method will be useful for neuroscience, which needs novel metrology techniques to record
and manipulate neuronal activity. Indeed, the development of magnetic resonance imaging at the nanoscale will be
useful for measuring transient magnetic fields produced by living cells with greater spatial and temporal resolution.
These measurements will provide complementary information to conventional electrical activity recordings to better
understand neurophysiology, characterize subcellular compartments, and map neural circuits. Magnetic measurements
of action potentials may also detect weak local features that are not observable in electrical measurements.
An alternative to wide-field imaging would be to use functionalized nanodiamonds with coherence time approaching

bulk diamonds as both fluorescent biomarkers and quantum probes to perform local measurements of magnetic fields
and temperature. Advantages would include selective positioning, high sensitivity, and minimal invasiveness. Neuronal
growth and mobility could also be studied by optically tracking the position of nanodiamonds over long time scale.
The spatial resolution will be limited by the diffraction limit in a confocal microscopy setting (unless sub-diffraction

techniques are used) and the pixel size in a wide-field imaging setup. Because neurons are living cells that move,
relative displacements of the quantum sensors with respect to the living neurons will induce fluctuations in the
amplitude of the magnetic field at the position of each NV center. These fluctuations will be averaged over each pixel
for measurements with ensembles of NV centers, given that the pixel size is greater than the displacement of the
neuron during the acquisition period.
The Walsh reconstruction method depends on a repeatable signal assumed to be deterministic and triggered on-

demand. Action potentials can be artificially created by external stimulation techniques that involve creating large
potential differences across the membrane and injecting current into the system. An initial stimulus at one end of the
axon creates a potential difference across the axonal membrane; when the difference is above some threshold value,
the potential suddenly spikes upwards and returns to its resting value as equilibrium is restored in the system. This
spike, called the action potential, propagates along the length of the axon to the other end, where it can stimulate
other connecting nerve cells. The action potential can create magnetic fields at the nT scale [63] and each event lasts
for a wide range of time scales from 1 µs to 10 ms.
While there is large variability in these techniques, their key point is that the timing of events can be controlled

to a high degree. Trains of hundreds action potentials can be repeatedly evoked in neuronal cells via conventional
electrophysiological techniques, photo-stimulation methods, or current injection through underlying nanowire elec-
trode arrays. The stimulation rate needs to be below the frequency threshold to avoid propagation failure [65] due to
geometrical constraints, depolarization of the membrane, or hyperpolarization of the axon. The stimulation frequency
threshold depends on the type of neuronal cells and range from moderate (10 − 50 kHz) to high (200 − 300 Hz),
sometimes even up to 1 kHz for axons in the auditory pathways [65]. Short trains of N action potentials are evoked
at a stimulation rate of 100 kHz in M stimulation-recovery cycles of length 1 s, for a total acquisition time less than
few hours, within the lifespan of neurons (several hours). Data compression methods [18] or compressed sensing
techniques [19] can be used to significantly reduce the acquisition time.
The fluorescence signal may be measured in a single pass (M = 1) in a wide-field imaging setup with large ensembles

of NV centers and improved collection efficiency, e.g., with a side-collection setup. Single-pass measurement (M = 1)
of N Walsh coefficients could be done by sampling a train of N action potentials with the first N Walsh sequences
and, if needed, repeating the experiment M times to improve the signal-to-noise ratio.


