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Abstract— We examine convergence properties of errors in a
class of adaptive systems that corresponds to adaptive control of
linear time-invariant plants with state variables accessible. We
demonstrate the existence of a sticking region in the error space
where the state errors move with a finite velocity independent
of their magnitude. We show that these properties are also
exhibited by adaptive systems with closed-loop reference models
which have been demonstrated to exhibit improved transient
performance as well as those that include an integral control in
the inner-loop. Simulation and numerical studies are included
to illustrate the size of this sticking region and its dependence
on various system parameters.

I. INTRODUCTION

Stability of adaptive systems corresponding to the control
of linear time-invariant plants has been well documented
in the literature, with the tracking error converging to zero
for any reference input [5]. If in addition, conditions of
persistence of excitation are met, these adaptive systems can
be shown to be uniformly asymptotically stable (u.a.s.) as
well. Recently, in [3], it was shown that for low order plants,
these adaptive systems cannot be shown to be exponentially
stable, and are at best u.a.s. In this paper, we extend
this result and show that for general linear time-invariant
plants, u.a.s. holds but not exponential stability. The most
important implication of this property is the existence of a
sticking region in the underlying error-state space where the
trajectories move very slowly. This corresponds to places
where the overall adaptive system is least robust. As a result,
a precise characterization of this sticking region is important
and is the main contribution of this paper.

We consider two different types of adaptive controllers, the
first of which corresponds to the use of closed-loop reference
models [2], [6] (denoted as CRM-adaptive systems), and the
second corresponds to the use of integral control for com-
mand following [4] (denoted as IC-adaptive systems), and
show that in both cases, a sticking region exists. The results
are applicable to a general nth order linear time-invariant
plant, whose states are accessible. For ease of exposition,
it is assumed that the plants are in control canonical form.
Simulation results are provided to complement the theoretical
derivations.

II. PROBLEM STATEMENT

We consider two classes of adaptive systems to demon-
strate the region of slow convergence, the first of which is the
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CRM-adaptive system and second is the IC-adaptive system.
In this section, we present the underlying adaptive systems
and state the overall problem. Throughout the paper, it is
assumed that the underlying reference input is bounded and
smooth.

A. THE CRM-ADAPTIVE SYSTEM

The nth order time-invariant plant differential equation is
given by

ẋ(t) = Ax(t)+bu(t) (1)

where A is a constant n× n unknown matrix and b is a
known vector of size n. Here (A, b) is expressed in control
canonical form with

A =


0
... I

a1 a2 · · · an

 b =


0
...
0
1

 . (2)

A state variable feedback controller is defined by

u(t) = Θ(t)x(t)+q∗r(t) (3)

where Θ(t) is the time varying adaptive parameter updated
as

Θ̇(t) =−bT Pe(t)xT (t). (4)

Here e(t) = x(t)−xm(t) and xm(t) is the output of a reference
model defined by

ẋm(t) = Amxm(t)+bmr(t)+Le(t) (5)

where bm = q∗b, q∗ is a known scalar and L is a constant
n×n feedback matrix which introduces a closed-loop in the
reference model. If L = 0, then (5) represents the open-loop
reference model, denoted as the ORM adaptive system. With
the standard matching condition [5]

A+bΘ
∗ = Am (6)

satisfied, the error differential equation is defined by

ė(t) =
[
Am−L

]
e(t)+bΘ̃(t)x(t) (7)

where Θ̃(t) = Θ(t)−Θ∗. If [Am − L
]

is Hurwitz, then a
symmetric positive definite P exists that solves the well
known Lyapunov equation[

Am−L
]T P+P

[
Am−L

]
=−Q0 (8)

where Q0 is a symmetric positive definite matrix. It is well
known that the error model in (7) and (4) can be shown to
be globally stable at the origin [0,0] and that [5]

lim
t→∞

e(t) = 0. (9)
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The goal in this paper is to characterize regions in the [e,Θ̃]
space where the speed of convergence is slow, i.e. identify
the sticking region.

B. THE IC-ADAPTIVE SYSTEM

The nth
p order time-invariant plant differential equation is

given by

ẋp(t) = Apxp(t)+bpu(t) (10)

where Ap is a constant np× np unknown matrix and bp is
a known vector of size np. The goal is to design a control
input u(t) such that the system output

y(t) =Cpxp(t) (11)

tracks a time-varying reference signal r(t), where Cp is
known and constant. An integral state eyI is proposed as

eyI(t) =
ˆ t

0
[y(τ)− r(τ)]dτ. (12)

Augmenting (10) with the integrated output tracking error
yields the nth order extended plant differential equation given
by

ẋ(t) = Ax(t)+bu(t)+bmr(t) (13)

where x = [eyI xT
p ]

T , n = np +1 and

A =

[
0 Cp

0np×1 Ap

]
b =

[
0

bp

]
bm =

[
−1

0np×1

]
. (14)

It is clear that if Cp = [1 0 · · · 0] and (Ap, bp) is represented
in control canonical form, then (A, b) in (14) is similar to
(2) with a1 = 0, as is the case considered in this paper. A
state variable feedback controller is defined by

u(t) = Θ(t)x(t) (15)

where Θ(t) is updated as

Θ̇(t) =−bT Pe(t)xT (t). (16)

Here e(t) is defined as in Section II-A and xm(t) is the output
of a nth reference model defined by

ẋm(t) = Amxm(t)+bmr(t)+Le(t) (17)

where L is again a constant n× n feedback matrix. The
matching condition and error differential equation are given
as in (6) and (7) respectively, and the existence of a positive
definite P that solves (8) is also guaranteed for a Hurwitz
[Am−L]. Using the same arguments as in the CRM-adaptive
system, here too we can show that limt→∞ e(t) = 0. With
this it can be shown that the control goal of interest may
be reached [4]. The objective of this paper is to characterize
sticking regions in this IC-adaptive system, given by (13)
through (17), in addition to those in the CRM-adaptive
system.

C. SLOW CONVERGENCE ANALYSIS

From (4) and (16), it can be seen that the time varying
adaptive gain Θ(t) is updated through the plant and reference
model states only. This creates the premise for characterizing
sticking regions as the update law has no dependence on the
adaptive gain Θ(t) itself.

Our approach will be as follows: Determine a region S in
the Θ̃ space, N in the x̃ space and R in the xm space. Here
x̃ is simply a deviation of the plant state from a fictitious
trajectory as will be later defined. We continue our approach
by showing that there are some initial conditions for which
Θ̃(t) will remain in S, x̃(t) in N and xm(t) in R, over a certain
interval, with ‖ ˙̃

Θ(t)‖ remaining finite. The combined set

S :
{[

Θ̃ x̃ xm
]
∈ R3n

∣∣∣ Θ̃ ∈ S, x̃ ∈ N, xm ∈ R
}

(18)

is defined to be the sticking region. In the following section,
we demonstrate the existence of this sticking region.

III. ANALYSIS OF THE STICKING REGION
In order to establish the sticking region, we need to

guarantee the existence of a finite Θ∗d such that

‖ ˙̃
Θ(t)‖ ≤Θ

∗
d ∀ t ∈ [t1, t2] (19)

and a t2 such that

t2− t1 ≥
δθ ∗

Θ∗d
(20)

where δθ ∗ is a lower bound defined as

‖Θ̃(t2)− Θ̃(t1)‖ ≥ δθ
∗. (21)

The above implies that the parameter error moves slowly
for all t ∈ [t1, t2]. In order to satisfy (19), we examine (4)
and (16) and conditions under which x(t) remains small.
This is addressed in Section III-A which follows. A similar
procedure is adopted to characterize xm(t) in Section III-
B. With these characterizations, the sticking region S as
defined above, is analyzed in Section III-C.

A. CHARACTERIZATION OF x(t)

Using the matching condition in (6) and feedback con-
trollers from (3) and (15), the plant differential equations
for the CRM and IC-adaptive systems in (1) and (13),
respectively, may be written similarly as

ẋ(t) =
[
Am +bΘ̃(t)

]
x(t)+bmr(t) (22)

with bm = q∗b for CRM-adaptive system and defined as (14)
for the IC-adaptive system. We consider an arbitrary point
Θ0, and a fictitious trajectory x̂(t) and the deviation x̃(t) of
x(t) from x̂(t). That is, we define

Θ̃(t) = Θ0 +δ Θ̃(t) (23)

x̂(t) =−
[
Am +bΘ0

]−1bmr(t) (24)
x̃(t) = x(t)− x̂(t). (25)

Using equations (22) through (25), a differential equation for
the state x̃(t) may be expressed as

˙̃x(t) =
[
Am +bΘ̃(t)

]
x̃(t)+bδ Θ̃(t)x̂(t)− ˙̂x(t). (26)
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If Â(Θ̃(t)) =
[
Am + bΘ̃(t)

]
and w(t) = bδ Θ̃(t)x̂(t)− ˙̂x(t),

then the following linear time-variant plant differential equa-
tion is obtained:

˙̃x(t) = Â(Θ̃(t))x̃(t)+w(t). (27)

The following energy function of x̃(t) will be used to
examine the propensity of x̃(t) towards 0:

Vx̃(t) = x̃T (t)Y x̃(t)> 0 ∀ x̃(t) 6= 0 (28)

where Y is a symmetric positive definite matrix. Additionally
the sets are defined:

S :
{

Θ̃ ∈ Rn
∣∣∣ [ÂT (Θ̃)Y +Y Â(Θ̃)+ I

]
< 0 ∩

‖Θ̃−Θ0‖ ≤ ‖Y b‖−α

}
(29)

M :
{

x̃ ∈ Rn
∣∣∣ ‖x̃‖2 ≥ 4β

2
}

(30)

N :
{

x̃ ∈ Rn
∣∣∣ x̃TY x̃≤ 4λmax(Y )β 2

}
(31)

where

β ≥ ‖(Am +bΘ0)
−1bm‖

(
‖Y b‖1−α r∗+‖Y‖r∗d). (32)

Here |r(t)| ≤ r∗ ∀ t, |ṙ(t)| ≤ r∗d ∀ t and α is a positive
constant chosen as 0≤α ≤ 1. Throughout this paper, λmin(B)
and λmax(B) will be used to denote the smallest and largest
eigenvalues, respectively, of a matrix B.

It should be noted that M is an unbounded region in Rn

outside a bounded sphere, while N is a bounded ellipsoid. S
is a set in Rn whose existence is yet to be demonstrated.

Lemma 1. From the definition of M and N in (30) and (31)
respectively, it follows that

Nc ⊂M.

Proof. From the definition of N, it is known that

λmax(Y )‖x̃‖2 ≥ x̃TY x̃ > 4λmax(Y )β 2 ∀ x̃ ∈ Nc (33)

or simply
‖x̃‖2 > 4β

2 ∀ x̃ ∈ Nc. (34)

The bounds in (33) and (34) are well defined as Y is a
symmetric positive definite matrix. From the definition of
M, equation (34) implies that Nc ⊂M.

With the above definitions and properties, we demonstrate
the propensity for x̃ to remain in N in the following theorem.

Theorem 2. If (i) Θ̃(t) ∈ S ∀ t ∈ [t1, t2] where t2 > t1, and
(ii) x̃(t1) ∈ N, then

x̃(t) ∈ N ∀ t ∈ [t1, t2].

Proof. The time derivative of Vx̃(t) in (28) is

V̇x̃(t) = x̃T [ÂT (Θ̃(t))Y +Y Â(Θ̃(t))
]
x̃+2wT (t)Y x̃. (35)

From condition (i) in Theorem 2, equation (35) leads to the
inequality

V̇x̃(t)<−x̃T x̃+2wT (t)Y x̃ (36)

for t ∈ [t1, t2]. Equation (36) may be rewritten as

V̇x̃(t)<−
(
x̃−Y w(t)

)T (x̃−Y w(t)
)
+‖Y w(t)‖2. (37)

From condition (i) in Theorem 2 and the definition of S, it
follows that

‖δ Θ̃(t)‖ ≤ 1
‖Y b‖α

∀ t ∈ [t1, t2]. (38)

From this, an upper bound on ‖Y w(t)‖ is determined for
t ∈ [t1, t2]:

‖Y w(t)‖ ≤ ‖Y b‖‖δ Θ̃(t)‖‖(Am +bΘ0)
−1bm‖r∗+

‖Y‖‖(Am +bΘ0)
−1bm‖r∗d

≤ ‖(Am +bΘ0)
−1bm‖

(
‖Y b‖1−α r∗+‖Y‖r∗d)

≤ β .

(39)

From (37), (39) and the definition of M, it follows that for
t ∈ [t1, t2], V̇x̃(t)< 0 if x̃(t)∈M and condition (i) in Theorem
2 holds. From Lemma 1, this in turn implies that if conditions
(i) and (ii) in Theorem 2 hold, then x̃(t)∈N ∀ t ∈ [t1, t2].

B. CHARACTERIZATION OF xm(t)

The update laws in (4) and (16) are also affected by
the reference model and thus it is important to characterize
xm(t). The reference models for the CRM and IC-adaptive
controllers may be written as

ẋm(t) =
[
Am−L

]
xm(t)+ z(t) (40)

where z(t) = bmr(t)+Lx(t). Similar to the approach used to
characterize x(t), the following energy function of xm(t) will
be used:

Vxm(t) = xT
m(t)Wxm(t)> 0 ∀ xm(t) 6= 0 (41)

where [
Am−L

]TW +W
[
Am−L

]
=−I. (42)

Since
[
Am−L

]
is Hurwitz, W is a symmetric positive definite

matrix. Finally, sets Q and R are defined:

Q :
{

xm ∈ Rn
∣∣∣ ‖xm‖2 ≥ 4Λ

2
}

(43)

R :
{

xm ∈ Rn
∣∣∣ xT

mWxm ≤ 4λmax(W )Λ2
}

(44)

where
Λ > ‖W‖

(
‖bm‖r∗+‖L‖x∗

)
(45)

and

x∗ = 2β

(
λmax(Y )
λmin(Y )

) 1
2
+‖(Am +bΘ0)

−1bm‖r∗. (46)

Lemma 3. From the definition of Q and R in (43) and (44)
respectively, it follows that

Rc ⊂Q.
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Proof. From the definition of R, it is known that

λmax(W )‖xm‖2 ≥ xT
mWxm > 4λmax(W )Λ2 ∀ xm ∈ Rc

(47)
or simply

‖xm‖2 > 4Λ
2 ∀ xm ∈ Rc. (48)

The bounds in (47) and (48) are well defined as W is a
symmetric positive definite matrix. From the definition of
Q, equation (47) implies that Rc ⊂Q.

As in the characterization of x(t), we use the above
definitions and properties to demonstrate the propensity for
xm(t) to remain in R in the following theorem.

Theorem 4. If (i) x̃(t) ∈N ∀ t ∈ [t1, t2] and (ii) xm(t1) ∈R,
then

xm(t) ∈ R ∀ t ∈ [t1, t2].

Proof. The time derivative of Vxm(t) in (41) is

V̇xm(t) =−xT
mxm +2zT (t)Wxm (49)

which may also be expressed as

V̇xm(t) =−
(
xm−Wz(t)

)T (xm−Wz(t)
)
+‖Wz(t)‖2.

(50)
From condition (i) in Theorem 4 and the definition of N it
follows that

‖x̃(t)‖ ≤ 2β

(
λmax(Y )
λmin(Y )

) 1
2
∀ t ∈ [t1, t2]. (51)

The bound in (51) is well defined as Y is a symmetric positive
definite matrix. From the inequality in (51) and the definition
of x̃ in (25), it follows that

‖x(t)‖ ≤ x∗ ∀ t ∈ [t1, t2]. (52)

From this, an upper bound on ‖Wz(t)‖ is determined for
t ∈ [t1, t2]:

‖Wz(t)‖ ≤ ‖W‖‖bmr(t)+Lx(t)‖
≤ ‖W‖

(
‖bm‖r∗+‖L‖x∗

)
< Λ.

(53)

From (50), (53) and the definition of Q, it follows that for
t ∈ [t1, t2], V̇xm(t) < 0 if xm(t) ∈ Q. From Lemma 3, this in
turn implies that if conditions (i) and (ii) in Theorem 4 hold,
then xm(t) ∈ R ∀ t ∈ [t1, t2].

C. MAXIMUM RATE OF CONVERGENCE DURING
STICKING

Theorems 2 and 4 create the basis for analyzing sticking
in the adaptive systems. That is, we determine conditions
under which the parameter error Θ̃(t) has a bounded
derivative, over a certain time interval. This is presented in
the following theorem.

Theorem 5. Let

Θ
∗
d = ‖bT P‖

(
x∗2 +2x∗Λ

(
λmax(W )

λmin(W )

) 1
2
)
. (54)

If (i) Θ̃(t) ∈ S ∀ t ∈ [t1, t2] where

t2 = min
{

t
∣∣ Θ̃(t1) ∈ S , Θ̃(t +δ t) /∈ S ∀ δ t > 0 , t > t1

}
,

(55)
(ii) x̃(t1) ∈ N and (iii) xm(t1) ∈ R, then

t2− t1 ≥
∥∥Θ̃(t2)− Θ̃(t1)

∥∥
Θ∗d

. (56)

Proof. From Theorem 2 and conditions (i) and (ii) of Theo-
rem 5, it follows that x̃(t) ∈N ∀ t ∈ [t1, t2]. From Theorem
4, this in turn implies that if condition (iii) of Theorem 5
also holds, then xm(t) ∈ R ∀ t ∈ [t1, t2].

From the definition of N and R it follows that

‖x̃(t)‖ ≤ 2β

(
λmax(Y )
λmin(Y )

) 1
2
∀ t ∈ [t1, t2] (57)

and

‖xm(t)‖ ≤ 2Λ

(
λmax(W )

λmin(W )

) 1
2
∀ t ∈ [t1, t2]. (58)

From the inequality in (57) and the definition of x̃ in (25),
it follows that

‖x(t)‖ ≤ x∗ ∀ t ∈ [t1, t2]. (59)

An upper bound on ˙̃
Θ(t) for t ∈ [t1, t2] can now be determined

as

‖ ˙̃
Θ(t)‖= ‖−bT P(x(t)− xm(t))xT (t)‖

≤ ‖bT P‖(‖x(t)‖‖xT (t)‖+‖xm(t)‖‖xT (t)‖)

≤ ‖bT P‖

(
x∗2 +2x∗Λ

(
λmax(W )

λmin(W )

) 1
2
)

= Θ
∗
d .

This proves Theorem 5.

Theorem 5 is the main result of this paper. It establishes a
lower bound on the duration of the time interval [t1, t2] that is
dependent on the maximum speed of convergence Θ∗d and the
size of set S. The term “sticking region” was first used in [3]
to describe a set in state space where the state rate remained
bounded for a minimum time. This implies that the combined
set S in (18) is the sticking region with sticking occurring
over the interval [t1, t2] during which Θ̃(t) ∈ S, x̃(t) ∈N and
xm(t) ∈ R.

The conditions under which the lower bound of t2 in (56)
may be made arbitrarily large are investigated next. In order
to determine these conditions, we first argue that S as defined
above exists.
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D. EXISTENCE OF SET S
To establish the existence of S, we first choose the

symmetric matrix Y defined in (28). For this purpose we
define

Â0 = Am +bΘ0 (60)

where it is assumed that Θ0 is such that Â0 is Hurwitz. A
symmetric and positive definite matrix Ȳ may therefore be
defined by

ÂT
0 Ȳ + Ȳ Â0 =−I. (61)

We now define Y using Ȳ in (61) and a positive constant γ2

as
Y = (1+ γ

2)Ȳ . (62)

The motivation for this selection of Y will become clear in
the following theorem that proves the existence of S:

Theorem 6. Let
Â0 = Am +bΘ0 (63)

be Hurwitz. Then S exists and may be defined as

S :
{

Θ̃ ∈ Rn
∣∣∣ −δΘ

∗ ≤ Θ̃−Θ0 ≤ δΘ
∗
}

(64)

where
δΘ
∗ = [δθ

∗, δθ
∗ ... δθ

∗] (65)

with

0 < δθ
∗ < min

{
γ2

2n‖Y b‖max
,

1
n‖Y b‖α

}
. (66)

Proof. Let

S1 :
{

Θ̃ ∈ Rn
∣∣∣ [ÂT (Θ̃)Y +Y Â(Θ̃)+ I

]
< 0
}

(67)

S2 :
{

Θ̃ ∈ Rn
∣∣∣ ‖Θ̃−Θ0‖ ≤ ‖Y b‖−α

}
. (68)

It is easy to note that

S ∈ S1∩S2. (69)

We first show the existence of S1. Since Â(Θ̃) can be written
as

Â(Θ̃) = Â0 +bδ Θ̃ (70)

and Â0 is Hurwitz, we use (61) and (62) to rewrite (67) as

S1 :
{

Θ̃ ∈ Rn∣∣ C(δ Θ̃)< 0
}

(71)

where

C(δ Θ̃) = [ci j(δ Θ̃)] = δ Θ̃
T bTY +Y bδ Θ̃− γ

2I. (72)

By considering diagonal dominance, it is known that
C(δ Θ̃)< 0 if [1]

cii(δ Θ̃)< 0 ∀ i (73)

and
|cii(δ Θ̃)|> ∑

j 6=i
|ci j(δ Θ̃)| ∀ i. (74)

We will show that S1 in (71) exists by demonstrating that the
elements of C(δ Θ̃) in (72) satisfy (73) and (74). By defining

c∗ = 2‖Y b‖max‖δ Θ̃‖max

≥ ‖δ Θ̃
T bTY +Y bδ Θ̃‖max

(75)

it is known that

cii(δ Θ̃)≤ c∗− γ
2 ∀ i (76)

and
(n−1)c∗ ≥∑

j 6=i
|ci j(δ Θ̃)| ∀ i. (77)

By utilizing inequalities (76) and (77), conditions (73) and
(74) become

cii(δ Θ̃)≤ c∗− γ
2 < 0 ∀ i (78)

and
|cii(δ Θ̃)|> (n−1)c∗

≥∑
j 6=i
|ci j(δ Θ̃)| ∀ i. (79)

Both conditions (78) and (79) may be satisfied if

c∗ <
γ2

n
(80)

or equivalently

‖δ Θ̃‖max ≤
γ2

2n‖Y b‖max
. (81)

Thus, set S1 is defined in Θ̃ space where (81) is satisfied.
We now consider the existence of S2. Since

‖Θ̃−Θ0‖ ≤ n‖δ Θ̃‖max, (82)

the set S2 is well defined if

‖δ Θ̃‖max ≤ n‖Y b‖−α . (83)

The definition of S in (64) describes an admissible set such
that the conditions for set S1 and S2 in (81) and (83)
respectively, are satisfied for all Θ̃ ∈ S.

The existence of set S has now been shown under the
condition that Â0 in (63) is Hurwitz. Each selection of Θ0 that
satisfies this condition describes a certain set S. However, it
will become clear from the numerical and simulation results
that the selection of Θ0 greatly affects sticking if Θ̃(t1) =Θ0.

IV. SIMULATION EXAMPLE

We carry out a simulation in this section to describe the
sticking region S . A second order plant and reference model
are chosen as in (1) and (5) with

A =

[
0 1
−4 4

]
b =

[
0
1

]
(84)

Am =

[
0 1
−1 −2

]
bm = b L=

[
0 0
0 0

]
. (85)

Here the Lyapunov equation in (8) is solved with Q0 = I
and constant reference input is specified with r(t) = 1 such
that r∗ = 1 and r∗d = 0. In order to define a set S, we use
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Theorem 6 which requires Â0 in (63) to be Hurwitz. By
setting Θ0 = [−24,−24], the following eigenvalues of Â0 are
obtained:

λ1(Â0) =−1 λ2(Â0) =−25.

With Â0 known, we can define Ȳ and Y using (61) and (62)
with γ = 1. β and Λ are set to the lower bounds in (32) and
(45) respectively such that

β = 0.04 Λ = 1.71.

S is then defined in (64) with δθ ∗= 6.25 as computed by the
upper bound in (66) with α = 1. Following the definitions
in (31) and (44), the sets N and R are defined. The sticking
region S is then defined by combined set in (18) with

S :
{

Θ̃ ∈ R2
∣∣∣∣ −[6.25

6.25

]T

≤ Θ̃+

[
24
24

]T

≤
[

6.25
6.25

]T }
N :
{

x̃ ∈ R2
∣∣∣∣ x̃T

[
2.04 0.04
0.04 0.04

]
x̃≤ 0.013

}
R :
{

xm ∈ R2
∣∣∣∣ xT

m

[
1.5 0.5
0.5 0.5

]
xm ≤ 19.90

}
.

We choose the initial conditions at t1 = 0:

Θ̃(0) = Θ0 x̃(0) = 0 xm(0) =−A−1
m bmr(0).

(86)
It is easy to see that the system is initialized in the sticking
region and the conditions of Theorem 5 are satisfied. From
(54), we compute Θ∗d to be 3.87. Finally, using (56), we
compute the lower bound on t2 using the values of Θ∗d and
δθ ∗ as

t2 ≥ 1.61. (87)

In order to validate this analytical prediction, numerical
simulations of the CRM-adaptive system specified by (84),
(85) and (86) were carried out, the results of which are
shown in Figures 1 to 3. In can be seen from these figures
that x̃(t) ∈N, Θ̃(t) ∈ S and ‖ ˙̃

Θ(t)‖ ≤Θ∗d ∀ t ∈ [0,290]. This
confirms (87).

Fig. 1. x̃(t) trajectory in N with t1 = 0 and t2 u 290

The lower bound of t2 ≥ 1.61 from (87) may mislead the
reader into thinking that the sticking may occur only for a

Fig. 2. Θ̃(t) trajectory in S with t1 = 0 and t2 u 290

short period of time. This is not true; it should be noted that
the selection of Θ0 above was done arbitrarily, insuring only
that Â0 was Hurwitz. Suppose that Θ0 is chosen such that
the eigenvalues of Â0 are set as follows:

λ1(Â0) =−1 λ2(Â0) =−k with k > 1. (88)

Repeating the same procedure as above for the Â0 as in (88),
N and S as well as the lower bound on t2 can be calculated.
These are shown in Figure 4, which clearly illustrates that
as initial condition increases in magnitude, the time that the
trajectories spend in the sticking region grows as well.

In the following section, we extend the observation in
Figure 4 to general nth order systems.

V. NUMERICAL ANALYSIS

In this section, we address the lower bound on t2, from
Theorem 5, and its dependence on initial conditions for
general nth order CRM and IC-adaptive sytems.

A. NUMERICAL RESULTS

For a system that is initialized in the sticking region with
Θ̃(t1) = Θ0, then from Theorem 5 we have

t2− t1 ≥
δθ ∗

Θ∗d
. (89)

For any given adaptive system, it is clear form (45) and (54)
that if x∗ (defined in (46)) decreases, then Θ∗d in (89) will
decrease provided Λ is always set to the lower bound in (45).
Additionally, by considering (66), δθ ∗ may be increased if
the upper bound

δθ
∗
max = min

{
γ2

2n‖Y b‖max
,

1
n‖Y b‖α

}
(90)

increases. Therefore, in order to determine the conditions
under which the lower bound on t2 in (89) may be made
arbitrarily large, only the quantities x∗ and δθ ∗max need to be
analyzed. This will be the approach used in the remainder
of this section.
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Fig. 3. xp(t), xm(t), Θ̃(t) and ‖ ˙̃
Θ(t)‖ versus time

Fig. 4. Set N, set S and the lower bound of t2 for varying k

In these numerical results, it is assumed that the reference
input is constant such that r∗ = 1 and r∗d = 0. In order to
define a set S, we choose Θ0 in (63) such that

λi(Â0) =−1 for i = 1 ... n−1

λn(Â0) =−k with k > 1.
(91)

We now define Ȳ and Y using (61) and (62) with γ = 1. β

is then defined as the lower bound in (32) with α = 1 and
α = 0.3, respectively, for the CRM and IC-adaptive systems.
By setting Λ to the lower bound in (45), we show how x∗ and
δθ ∗max vary with k in Figure 5 for the CRM-adaptive system
and Figure 6 for the IC-adaptive system. In these figures,
results for system orders from two to six are shown.

It is clear from these graphs that the lower bound of t2 in
(89) may be made arbitrarily large for the CRM and IC-
adaptive systems. However, the lower bound grows more
rapidly for the CRM-adaptive system. Additionally, it can
be seen that x∗ approaches a non-zero value as k increases
for the IC-adaptive system, while x∗ approaches zero for
the CRM-adaptive system. This means that Θ∗d may be
made arbitrarily small by increasing k for the CRM-adaptive
system, but not for the IC-adaptive system.

B. EQUILIBRIUM STATE OF Θ̃(t) IN S
In Theorem 5, t2 is defined as the time at which Θ̃(t) leaves

the set S. The purpose of this analysis is to demonstrate that

Fig. 5. x∗ and δθ ∗max for versus k with n = 2→ 6 in the CRM-adaptive
system

t2 may be made arbitrarily large due to a maximum speed
of convergence in the sticking region. However, if Θ̃(t) does
not leave S (i.e. an equilibrium state exists inside S), then t2
is not finite.

However, the results presented in Figures 5 and 6 demon-
strate that the region S may be made arbitrarily large as
δθ ∗max increases with the magnitude of the initial condition
from (91). Therefore, regardless of the equilibrium state
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Fig. 6. x∗ and δθ ∗max for versus k with n = 2→ 6 in the IC-adaptive system

of Θ̃(t), this analysis allows for the characterization of an
arbitrarily large region S in which ˙̃

Θ(t) is bounded, provided
the system is initialized in the sticking region.

C. SIMULATION RESULTS

To illustrate sticking and the significance of Figures 5 and
6, simulations were carried out for a CRM and IC-adaptive
system defined by

A =

0 1 0
0 0 1
0 −4 −4

 b =

0
0
1

 (92)

Am =

 0 1 0
0 0 1
−1 −3 −3

 L =
[
03×3

]
(93)

with bm = b for CRM-adaptive system and defined in (14)
for the IC-adaptive system. For both systems the Lyapunov
equation in (8) is solved with Q0 = I and constant refer-
ence input is specified with r(t) = 1. The following initial
conditions were used:

x(t1) = 0 xm(t1) = 0 Θ(t1) = [θ0,θ0,θ0]. (94)

For each simulation, the initial conditions in (94) were used
for increasingly negative values of θ0 while recording the
settling time T defined as

T = min
{

t
∣∣∣∣ ‖z(t)− z∗‖
‖z(t1)− z∗‖

< ε

}
(95)

where z = [x xm Θ̃]T , z∗ = limt→∞ z(t) and ε = 0.05. By
making θ0 more negative in (94), the system was initialized
further and further into a sticking region (This corresponds
similarly to increasing k in (91)). The results of the settling
time T are included in Figure 7. Here a decreasing conver-
gence rate for the CRM-adaptive system is observed as θ0
is made more negative. On the other hand, the IC-adaptive
system demonstrates a constant learning rate.

Fig. 7. Settling time T for various initial conditions of the CRM and
IC-adaptive systems

VI. CONCLUSION

In this paper, we have focused on slow convergence
properties of errors in a class of adaptive systems that
corresponds to adaptive control of linear time-invariant plants
with state variables accessible. We prove the existence of a
sticking region in the error space where the state errors move
with a finite velocity independent of their magnitude. These
properties are exhibited by ORM, CRM and IC-adaptive
systems. Simulation and numerical studies are included to
illustrate the size of this sticking region and its dependence
on various system parameters.
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