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Topological paramagnetism in frustrated spin-1 Mott insulators
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Time-reversal-protected three-dimensional (3D) topological paramagnets are magnetic analogs of the
celebrated 3D topological insulators. Such paramagnets have a bulk gap and no exotic bulk excitations, but
have non-trivial surface states protected by symmetry. We propose that frustrated spin-1 quantum magnets are a
natural setting for realizing such states in three dimensions. We describe a physical picture of the ground-state
wave function for such a spin-1 topological paramagnet in terms of loops of fluctuating Haldane chains with
nontrivial linking phases. We illustrate some aspects of such loop gases with simple exactly solvable models. We
also show how 3D topological paramagnets can be very naturally accessed within a slave particle description of
a spin-1 magnet. Specifically, we construct slave-particle mean-field states which are naturally driven into the
topological paramagnet upon including fluctuations. We propose bulk projected wave functions for the topological
paramagnet based on this slave-particle description. An alternate slave-particle construction leads to a stable U(1)
quantum spin liquid from which a topological paramagnet may be accessed by condensing the emergent magnetic
monopole excitation of the spin liquid.
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I. INTRODUCTION

Frustrated quantum magnets display a rich variety of
many-body phenomena. Some such magnets show long-range
magnetic order at low temperature, often selected out of a
manifold of degenerate classical ground states by quantum
fluctuations. A very interesting alternative possibility, known
as quantum paramagnetism, is the avoidance of such ordering
even at zero temperature. Quantum paramagnets may be of
various types. A fascinating and intensely studied class is the
quantum spin liquids: these display many novel phenomena,
for instance, fractionalization of quantum numbers and topo-
logical order, or gapless excitations that are robust despite the
absence of broken symmetries [1–3].

Recently, there has been much progress in understand-
ing a different type of remarkable quantum paramagnet.
These are phases which have a bulk gap and no fractional
quantum numbers or topological order. Despite this, they
have nontrivial surface states that are protected by global
symmetries. These properties are reminiscent of the celebrated
electronic topological band insulators. Hence they have been
called topological paramagnets [4]. Topological paramagnets
and topological band insulators are both examples of what
are known as symmetry-protected topological (SPT) phases
[5–7]. A classic example of a topological paramagnet is
the Haldane/Affleck-Kennedy-Lieb-Tasaki (AKLT) spin-1
chain: although this has a bulk gap and no bulk frac-
tionalization, it has dangling spin-1/2 moments at the
edge which are protected by symmetry, for instance, time
reversal. In the last few years tremendous progress has
been made in understanding such SPT phases and their
physical properties in various dimensions (for reviews, see
Refs. [8,9]).

The main focus of the present paper is on three-dimensional
topological paramagnets that are protected by time reversal (we
also briefly discuss topological paramagnets protected by other
symmetries, notably conservation of at least one spin compo-
nent). These are interesting for a number of reasons. First, time
reversal is a robust symmetry of typical physical spin Hamil-

tonians. In one dimension the familiar Haldane/AKLT chain
is the only time-reversal-protected topological paramagnet,
while in two dimensions there are no time-reversal-protected
topological paramagnets. In three dimensions, however, there
are three distinct nontrivial phases [4,10,11] (corresponding
to a classification by the group Z 2

2 ). Second, regarded as an
electronic insulator, unlike the 1D Haldane chain [12], these
three-dimensional (3D) topological paramagnets survive as
distinct interacting SPT insulators [13]. The properties and
experimental fingerprints of such topological paramagnets
were described in Refs. [4,10,11,13]. However, there is
currently very little understanding of where such phases might
actually be found. In this paper we propose that frustrated
spin-1 Mott insulators may be good places to look for an
example of such phases.

Already in the familiar one-dimensional (1D) example it
is the spin-1 antiferromagnetic chain, rather than the spin-1/2
chain, that naturally becomes a topological paramagnet. In
three dimensions for one of the topological paramagnets we
provide a physical picture and a parton construction which
are both very natural for the spin-1 case. We hope that our
observations inspire experimental and numerical studies of
frustrated spin-1 quantum magnetism in the future. Towards
the end of the paper we remark on materials that may form
such interesting frustrated magnets.

The three 3D topological paramagnets that are protected
by time-reversal symmetry alone [4,10,11] all allow for a
gapped surface with Z2 topological order (i.e., a gapped
surface Z2 quantum spin liquid) even though the bulk itself
is not topologically ordered. The properties of this surface
theory give a useful way to label the bulk phases. The surface
has gapped quasiparticle excitations, labeled e and m, which
are mutual semions. These may be thought of as the electric
charge and magnetic flux of a deconfinedZ2 gauge theory (like
the vertex and plaquette defects of Kitaev’s toric code [14]).
At the SPT surfaces these particles have self-statistics or
time-reversal transformation properties that are impossible in
a strictly two-dimensional (2D) system and that encode the
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topology of the bulk wave function. The three nontrivial bulk
states are denoted

eT mT, ef T mf T , ef mf.

In the first and second, the surface e and m excitations are each
Kramers doublets under time reversal, denoted by T . In the
second and third they are fermions f , while in the first they
are bosons. This paper focuses primarily on the eT mT state.

We begin by explaining a physical picture of a suitable
ground-state wave function for the eT mT topological para-
magnet. This is most easily visualized on a diamond lattice.
We first close pack each interpenetrating fcc sublattice of the
diamond lattice with closed loops. On each loop we place all
the spin-1 moments (located at the diamond sites) in the ground
state of the 1D AKLT chain. We then superpose all such loop
configurations with a crucial (−1) sign factor whenever loops
from the two different fcc sublattices link. We argue that this
construction yields the topological paramagnet.

To understand the topological properties of such a wave
function we describe a simple exactly solvable loop-gas Hamil-
tonian [15], equivalent to two coupled Ising gauge theories,
that clarifies the role of the (−1)linking sign structure. In this
solvable model the loops do not have AKLT cores, but there are
two species of loops on different sublattices with the mutual
(−1) linking sign. It demonstrates very simply how this sign
leads to a state without intrinsic topological order. (This loop
gas is not in the eT mT state because of the absence of AKLT
cores, but we show it to be nontrivial in a different sense.)

Next, we use the two-orbital fermionic parton representa-
tion developed for spin-1 magnets [16] to construct possible
ground states. When the fermionic partons have the mean-
field dispersion of a certain topological superconductor, we
show that the gauge fluctuations associated with the parton
description convert the system into a topological paramagnet.
In this construction the mean-field state is unstable toward
confinement by gauge fluctuations as a result of a continuous
non-Abelian gauge symmetry. Despite this the bulk gap
survives, leaving behind a nontrivial surface that we are able
to identify as that of the eT mT topological paramagnet. As
a warm-up exercise to illustrate some of the ideas of this 3D
construction, we also describe how to access the 1D Haldane
phase by confining a topological superconductor of parton
fermions. The 3D construction naturally suggests alternative
bulk wave functions for topological paramagnets, in the form
of Gutzwiller-projected topological superconductors. This
may be fruitful for future numerical work on the energetics
of microscopic models.

This parton construction also gives access to other SPT
states for quantum magnets in three dimensions. For instance,
we show how to naturally obtain an SPT paramagnet (dubbed
eCmT in Ref. [10]) protected by U(1) × ZT

2 , where U(1)
describes rotation about one spin axis, say Sz, and ZT

2 is time
reversal.

Finally, we show how to access a bulk U(1) quantum
spin liquid with nontrivial implementation of time-reversal
symmetry. Interestingly, simply condensing the magnetic
monopole of this U(1) spin liquid leads to an SPT state dubbed
eCT mT in the presence of both spin rotation and time-reversal
symmetries. If only time reversal is present, this becomes the
eT mT state.

FIG. 1. (Color online) Two species of AKLT loops, one on each
sublattice of the diamond lattice (blue and red). Note that loops live
on the links of the fcc sublattices, i.e., on next-nearest-neighbor bonds
of diamond.

II. LOOP-GAS STATES

In this section we describe a loop-gas wave function
that is naturally adapted to spin-1 magnets and gives an
intuitive picture for the eT mT state. The wave function
is a superposition of loop configurations, with each loop
representing an AKLT state [17] for the spins lying on it. A
given configuration enters the superposition with a sign factor
determined by its topology: specifically, the loops come in two
species, A and B (one associated with each sublattice of the
bipartite diamond lattice), and the sign depends on the linking
number of A loops with B loops (see Fig. 1). This geometrical
picture makes the relationship between the bulk wave function
and the surface excitations particularly simple. The surface e

and m excitations are end points of the two species of AKLT
chains and are Kramers doublets since an AKLT chain has
dangling spin-1/2s at its ends.

In Sec. III we describe a similar wave function for “pure
loops,” i.e., loops that do not carry an internal AKLT structure.
This may be regarded as a state of two coupled Ising gauge
theories. It is not in the eT mT phase, but it illustrates the basic
features of the loop gases in a simple model with an exactly
solvable Hamiltonian. This pure-loop model is also interesting
in its own right: when open strands (as opposed to closed loops)
are banished from the Hilbert space, i.e., when charge is absent,
it is in a nontrivial phase despite the absence of topological
order. Therefore it may be viewed as a “constraint-protected”
state. It would be interesting to relate this to the recent ideas
of Ref. [18]. We note that the constrained models discussed
in Ref. [19] are also believed to be separated from the trivial
phase by a phase transition, despite the absence of topological
order.

The wave functions discussed here are in a similar spirit
to the Walker Wang models, which are formulated in terms
of string nets with a nontrivial sign structure, and show
bulk confinement and surface topological order [11,20,21].
Constructions of SPTs using Walker Wang models were
given in Refs. [11,22]. Two-dimensional “symmetry-enriched”
topological states [23–25] and SPT states [26] have also been
constructed by attaching AKLT chains to looplike degrees of
freedom (see also [27]).
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A. Fluctuating AKLT chains

The diamond lattice is made up of two fcc sublattices, A

and B. If CA is a configuration of fully packed loops on A

(with every A site visited by exactly one loop), we define |CA〉
to be a product of AKLT states |L〉 for each of the loops L in
CA,

|CA〉 =
∏
L∈CA

|L〉 . (1)

Similarly, |CB〉 is the state corresponding to a loop configura-
tion CB on B. To define the AKLT states |L〉 fully we must
choose an orientation for the fcc links, as discussed below
(Sec. II B).

Let X(CA,CB) be the mutual linking number of the two
species of loops. Since the loops are unoriented, this is defined
modulo 2: X(CA,CB) = 0,1. A schematic wave function for
the eT mT phase may be written in terms of X(CA,CB):

|�〉 =
∑
CA,CA

(−1)X(CA,CB ) |CA〉 |CB〉 . (2)

For concreteness, we take periodic boundary conditions.
The sums over CA and CB are then each restricted to loop
configurations with an even number of strands winding around
the 3D torus in each direction, for reasons discussed below.
This global constraint, together with the geometrical fact that
the links of A never intersect those of B, ensures that X(CA,CB)
is well defined.

The entanglement between the two sublattices in Eq. (2) is
entirely due to the sign factor. First, consider what happens
in the absence of this sign factor. Each sublattice then hosts a
superposition of loop configurations with positive amplitude,
e.g.,

∑
CA

|CA〉. By analogy with the usual picture of deconfined
Z2 gauge theory as a superposition of electric flux loop
configurations [28], we would expect such a state to show
Z2 topological order. (It is a 3D version of the “resonating
AKLT” states studied in two dimensions [23–25].) The end
point of an open AKLT chain is the deconfined Z2 charge in
this state. Associated with the topological order is ground-state
degeneracy: different ground states are distinguished by the
parity of the winding number in each spatial direction.

In contrast, |�〉 is not expected to show topological order,
despite the proliferation of long loops in Eq. (2). Instead, it
describes a phase in which the end points of open chains are
confined in the bulk. Furthermore there is no ground-state
degeneracy: states with odd winding numbers are not ground
states (i.e., are not locally indistinguishable from |�〉).

More detailed discussion of this is deferred for the solvable
model of Sec. III, but the basic idea is the following. While
the amplitude (−1)X(CA,CB ) depends on the global topology
of the loop configurations, it amounts to the simple local
rule that the amplitude changes sign if an A strand is passed
through a B strand. It is useful to imagine a hypothetical
parent Hamiltonian that imposes this sign rule. But the sign
rule cannot be consistently imposed if the wave function
includes open strands or configurations with odd winding
numbers (see below). Similar phenomena occur in the confined
Walker-Wang models [11,20,21].

However, open end points are deconfined at the boundary
for appropriate boundary conditions. The minus sign associ-

FIG. 2. (Color online) For appropriate boundary conditions, end
points of A and B chains (red and blue, respectively) give surface
excitations with mutual semionic statistics. Braiding the anyons on
the surface (first arrow) changes the sign of the wave function for
consistency with the rule that configurations related by passing an A

strand through a B strand in the bulk (second arrow) appear in the
wave function with opposite sign.

ated with passing an A strand through a B strand in the bulk
means that the end points are mutual semions [29] (see Fig. 2).
They are also Kramers doublets. These surface properties are
the defining features of the eT mT state. The wave function |�〉
has more symmetry than simply time reversal (e.g., separate
spin-rotation symmetries for each sublattice), but if it is indeed
in the eT mT phase, then these symmetries could be weakly
broken without leaving the phase.

B. Further details on fluctuating AKLT state

To write the AKLT-based state explicitly it is convenient
to represent the spin-1 at each site i in terms of auxiliary
spin-1/2 bosons [17,27]. If the boson creation operators are
b
†
iα (α = ↑,↓), then �Si = 1

2b
†
iα �σαβbiβ . The occupation number

b
†
αibiα is equal to 2 to ensure spin-1 at each site. The AKLT

state |L〉 is then created by acting on the boson vacuum
with operators S

†
ij that create singlet pairs on the links of the

loop, which we normalize as S
†
ij = 1√

3
(b†i↑b

†
j↓ − b

†
i↓b

†
j↑). This

operator is antisymmetric in (i,j ), so to define |�〉 we must
fix an orientation for the links of each fcc sublattice. (The fcc
lattice has four sublattices, a, b, c, d, so, for example, we could
orient the links from a → b, a → c, a → d, b → c → d →
b, with the orientations on each sublattice related by inversion
symmetry.) Then for each sublattice

|C〉 =
∏

〈ij〉∈C
S
†
ij |vac〉 , (3)

where i is the site at the tail of the oriented link 〈ij 〉. These
states satisfy 〈C|C〉 = ∏

loops(1 + (−1)�/3�−1), where � is the
length of a given loop [17].

It should be noted that that expectation values in the state
|�〉 are nontrivial, in particular because overlaps 〈C|C ′〉 for
distinct C, C ′ are nonzero. So while it is plausible that |�〉 is in
the eT mT phase, this cannot be established purely analytically.
For example, the state could, in principle, break spatial or spin-
rotation symmetry spontaneously. A cautionary example is
given by the uniform-amplitude resonating valence-bond state
for spin-1/2s on the cubic lattice: this has weak Néel order [30],
despite being a superposition of singlet configurations which
individually have trivial spin correlations. In the present model,
the entanglement between sublattices suppresses off-diagonal
elements of the reduced density matrix when written in the
AKLT-chain basis [31]. Together with the nonbipartiteness of
the fcc lattice, this makes spin order seem less likely. But
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FIG. 3. (Color online) (left) Loops on interpenetrating cubic lat-
tices A and B. State |�〉 is a superposition of such configurations
with signs determined by linking A and B loops. (right) The product
of Pauli matrices defining the flip term F on a plaquette [see Eq. (6)].

since |�〉 is intended to illustrate the topological structure of
the phase and not as a ground state of a realistic Hamiltonian, it
may not be crucial whether it is in the desired phase as written
or whether further tuning of the amplitudes is required.

III. PURE-LOOP STATE

It is enlightening to look at the simplest model [15] that
captures the (−1)linking sign structure. To this end we take a
system of spin-1/2s on the links of two interpenetrating cubic
lattices A and B, as shown in Fig. 3. We think of a down
spin (in the z basis) as an occupied link and an up spin as an
unoccupied one. The number of occupied links at each vertex
is always even in the state we consider, so the configurations
of occupied links, CA and CB , can be decomposed into closed
loops [32]. We refer to CA and CB as loop configurations. Other
solvable loop-gas/string-net models have been considered in
Refs. [11,21], using the Walker-Wang construction [20].

The pure-loop state analogous to |�〉 above is (again we
sum only over loop configurations with even winding numbers
on each sublattice)

|�〉 =
∑
CA,CB

(−1)X(CA,CB ) |CA〉 |CB〉 . (4)

We may view CA and CB as the electric flux-line configurations
for a pair of coupled Z2 gauge fields, with one Z2 gauge field
living on each cubic lattice. Imposing the above sign structure
for the two sets of electric flux lines is equivalent to binding
the electric flux line of each gauge field to the magnetic flux
line of the other, as will be clear shortly.

It is straightforward to write down a gapped parent
Hamiltonian Hlinking for |�〉, using the fact that flipping the
occupancy of all the links on the plaquette changes the linking
number X(CA,CB) if and only if the link piercing the plaquette
is occupied. Hlinking is a sum of terms for the plaquettes p of
each cubic lattice:

Hlinking = −
⎛⎝J

∑
p∈A

FAp + J
∑
p∈B

FBp

⎞⎠ . (5)

The operators FA and FB flip the occupancy of the links on a
plaquette, with a sign that depends on whether the link piercing
it is occupied. Allowing p to denote both a plaquette and the
link piercing it and denoting the Pauli operators on A and B

by �σ and �τ , respectively,

FAp = τ z
p

∏
l∈p

σ x
l , FBp = σ z

p

∏
l∈p

τ x
l . (6)

These operators all commute, so the Hamiltonian is trivially
solvable. |�〉 is the unique ground state and minimizes each
term of Hlinking since F |�〉 = |�〉 for each plaquette operator.

The state |�〉 contains only closed loops; that is, it satisfies∏
l∈v

σ z
l = 1 for v ∈ A,

∏
l∈v

τ z
l = 1 for v ∈ B, (7)

where v denotes a vertex and l ∈ v denotes the links touching
v. Any state satisfying F |�〉 = |�〉 for all the plaquette
operators must also satisfy these vertex conditions because∏

l∈v σ z
l and

∏
l∈v τ z

l can be written as products of Fs.
We may regard Eqs. (7) as the gauge constraints for a pair

of pure Z2 gauge theories (the Z2 versions of �∇ · �E = 0). The
two electric fields are given by σ z and τ z and live on the links of
A and B, respectively. The magnetic field of each gauge field
lives on the links of the opposite lattice to its electric field. For
example, the magnetic field of σ is given by

∏
l∈p σ x , where

p is a plaquette of A or, equivalently, a link of B.
In this language, Hlinking simply glues the electric flux line

of each species to the magnetic flux line of the other. The
σ -magnetic flux and the τ -electric flux are equal sinceFA = 1,
and the σ -electric and τ -magnetic fluxes are equal viaFB = 1.

The state |�〉 is not topologically ordered. Neither is
it a time-reversal-protected SPT: it can be adiabatically
transformed to a product state without breaking time-reversal
symmetry. However, it is protected if we impose Eqs. (7) as
constraints, i.e., if we forbid open strands (as opposed to closed
loops). In the gauge-theory language, this means forbidding
charge. With this constraint it is impossible to reach a trivial
state without going through a phase transition, as follows from
the self-duality of the state described in Sec. III A.

We will explain these features from several points of view
below. One convenient approach which leads to a geometric
picture is to switch from the (σ z,τ z) basis used in Eq. (4) to the
(σ z,τ x) basis. The σ z configuration is a loop configuration on
the A lattice, as above. We represent the τ x configuration by
a configuration of membranes made up of plaquettes on the A

lattice: τ x
p = −1 represents an occupied plaquette, and τ x

p = 1
represents an unoccupied one.

The FB terms in Hlinking act on a link of the A lattice
together with the four plaquettes touching it. FB = 1 imposes
the rule that the σ z loops are glued to the boundaries of the τ x

membranes, i.e., to the links where an odd number of occupied
plaquettes meet. This is the gluing of σ -electric flux lines
(where σ z = −1) to τ -magnetic flux lines (where

∏
τ x = −1)

mentioned above.
Let M denote a membrane configuration, and let |M〉

denote the corresponding state with τ x = −1 on the occupied
plaquettes. Let ∂M be the loop configuration given by the
boundaries of the membranes in M. Then |�〉 can be written
(neglecting an overall constant)

|�〉 =
∑
CA

∑
M

∂M = CA

|CA〉 |M〉 . (8)
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FIG. 4. (Color online) After a basis change, |�〉 is a superpo-
sition of membrane configurations (τ x = −1 on shaded plaquettes)
with red loops (where σ z = −1) glued to membrane boundaries.
(The red loops are σ -electric lines, and the membrane boundaries are
τ -magnetic lines.)

Figure 4 shows the geometrical interpretation of this state.
It is a soup of τ x membranes, with σ z loops glued to their
boundaries.

Confinement of string end points is easy to see in this
basis. A pair of vertex excitations at which

∏
l∈v σ z

l = −1 is
connected by an open string. Since the boundary ofM contains
only closed loops, the open string makes it impossible to satisfy
the gluing of strings to membrane boundaries demanded by the
FB terms in Hlinking. If the separation of the vertex defects is
D, there must be at least D unsatisfied links, giving a linear
confining potential for such defects. For similar reasons, a
configuration with an odd number of winding σ z strands in
some direction costs an energy proportional to the spatial
extent of the system in this direction. By symmetry, this applies
equally to the τ z strings that are present in the original basis.

We can also understand the confinement of string end points
algebraically (Refs. [11,21] give analogous arguments for bulk
confinement and surface topological order in the Walker-Wang
models). The Hamiltonian in Eq. (5) is clearly exactly soluble
not just for the ground state but for all excited states. An
“elementary” excitation is given by a “defect” in some square
plaquette, say on the B lattice, with

FBp = −1, (9)

whileF = +1 on all other plaquettes of either sublattice. Such
a defect plaquette costs energy 2J . It leads to a violation of the
closed-loop vertex constraint for σ z on the two vertices of the
A sublattice connected by the A link that penetrates the defect
plaquette. Thus the excitation we have created has two string
end points on nearest-neighbor A sites. To move these string
end points apart by a distance D we must create O(D) such
defect plaquettes. Consequently, the energy cost is also O(D),
and we have linear confinement of string end points.

In the gauge theory language, the reason for the absence of
deconfined excitations is that the tensionless lines in this state
are not lines of pure electric flux, but rather of electric flux
together with magnetic flux of the other species. If such lines
could end, their end points would be deconfined excitations.
But the Hilbert space does not allow for such excitations: a
magnetic flux line cannot terminate in the bulk (by virtue of
its definition in terms of, e.g.,

∏
τ x).

FIG. 5. (Color online) String operators creating surface excita-
tions. (left) Acting with a chain of σx operators on the links of the
upper layer (A lattice surface) gives a pair of e excitations (i.e.,
end points of bulk A strings). (right) A pair of m excitations (i.e., end
points of B strings) are created by a chain of τ x operators (thick green
strand) on the lower layer (B surface), together with σ z operators on
the corresponding links in the upper layer (thick purple links).

Despite the lack of deconfined end points in the bulk, A and
B strings that terminate on a boundary can give deconfined e

and m particles in a surface Z2 topologically ordered state.
To see this, we terminate the system as in Fig. 5, including
in the Hamiltonian the natural plaquette and vertex terms at
the surface. The surface string operators that create pairs of
e or pairs of m excitations can then be written explicitly (see
Fig. 5). They satisfy the same algebra as the string operators
in the toric code [14], confirming that e and m are mutual
semions, as expected from the heuristic argument of Fig. 2 .

We can adiabatically transform |�〉 to a product state as
long as we allow the intermediate states to violate the closed-
loop constraints on at least one sublattice. The membrane
picture gives an obvious way to do this, by giving the
membranes in M a surface tension. If “Area” denotes the
number of occupied plaquettes in M, the interpolating state is

|�〉γ =
∑
CA

∑
M

∂M = CA

e−γ×Area |CA〉 |M〉 . (10)

When γ = 0, this is the initial state, and when γ → ∞,
only the term with zero area survives. This is the state
with no loops and no membranes, i.e., the product state
|σ z = 1〉|τ x = 1〉. To get a gapped parent Hamiltonian for
|�〉γ , we modify the plaquette flip term FA in Hlinking to
FAp = (cosh γ )−1[τ z

p

∏
l∈p σ x

l + (sinh γ ) τ x
p ]. This preserves

the simple algebraic properties of the plaquette terms. From the
fact that the modified FAp does not commute with the closed-
loop constraint on the B lattice (or by directly transforming
to the τ z basis) we see that |�〉γ violates this constraint when
γ > 0.

A. Self-duality of |�〉 and protection by constraints

When the interpolating state above is rewritten in the
original (σ z,τ z) basis, it includes configurations with open
strands, as well as closed loops, on the B lattice. What if we
impose the constraint that both lattices have only closed loops?
In this case it is impossible to go from |�〉 to a trivial state
without a phase transition. (We will take the reference trivial
state to be that with no loops, |trivial〉 = |σ z = 1〉 |τ z = 1〉.)

This follows from a simple duality transformation which
exchanges the electric flux of each species with the magnetic
flux of the other species. The duality maps |�〉 to itself but
exchanges the trivial state with a topologically ordered one.
Thus there is no adiabatic path from |�〉 to the trivial state.
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FIG. 6. (Color online) Under the mapping (11), a σ z (τ z) operator
on a link is exchanged with a product of τ x (σ x) operators on the
surrounding links of the other lattice. (Links of one lattice can equally
be thought of as plaquettes of the other.)

If there were, duality would yield an adiabatic path from |�〉
to the topologically ordered state, and this is impossible since
|�〉 is not topologically ordered.

The duality transformation makes sense for states obeying
the closed-loop constraint. (To be precise, we must also impose
the global constraint that the loop configurations have even
winding in each direction.) As shown in Fig. 6, its action is

σ z
l ←→

∏
p∈l

τ x
p , τ z

p ←→
∏
l∈p

σ x
l . (11)

Here p ∈ l denotes the four plaquettes p surrounding link l. We
have labeled the σ ’s by l for link and the τ ’s by p for plaquette,
but the duality acts on the two sets of degrees of freedom
symmetrically. It preserves the locality of any Hamiltonian
acting in the constrained Hilbert space.

For completeness, we write the action of the duality on
states explicitly. Return to the picture of loops plus membranes
on the A lattice, i.e., the (σ z,τ x) basis. One may check that any
state satisfying the constraints can be written as a sum over
two loop configurations on the same lattice,

|f 〉 =
∑
CA,C′

A

f (CA,C ′
A) |CA〉σ |̃C ′

A〉
τ
, (12)

where |̃C ′
A〉

τ
is defined as the uniform superposition of all

membrane configurations |M〉τ with boundary ∂M = C ′
A. We

have added subscripts to the kets as a reminder of the degrees
of freedom involved. (CA is the σ -electric flux configuration,
and C ′

A is the τ -magnetic flux configuration; the fact that the
wave function depends on M only through ∂M is simply
a statement of gauge invariance.) The duality then simply
exchanges the two kinds of loops,

f (CA,C ′
A) ←→ f (C ′

A,CA). (13)

The flip operators FA and FB [Eq. (6)] are clearly invariant
under the duality in Eq. (11), and therefore so is Hlinking. [We
can also see that |�〉 is invariant from Eqs. (13) and (8).] On
the other hand, the trivial Hamiltonian

Htrivial = −
(

J
∑
l∈A

σ z
l + J

∑
l∈B

τ z
l

)
(14)

is exchanged with

Hdeconfined = −
⎛⎝J

∑
p∈A

∏
l∈p

σ x
l − J

∑
p∈B

∏
l∈p

τ x
l

⎞⎠ , (15)

which describes a pair of deconfined Z2 gauge theories. This
establishes the claim at the beginning of this section: while the

linking state is invariant, the trivial state is exchanged with a
topologically ordered state. It follows that the linking state is
in a distinct phase from the trivial state if we do not allow open
end points in the Hilbert space. [We know from Eq. (10) that
they are in the same phase if we do allow end points.]

B. Heuristic relation between symmetry protection of eT mT
and the closed-loop constraint

The proposed wave function for the eT mT phase has
the two loop species “stuffed” with Haldane/AKLT chains.
The linking sign factor ensures that the ground state is not
topologically ordered as required for a topological paramagnet.
In particular the open end points of the loops, which now harbor
a Kramers doublet, are confined. However, as described in
Sec. II A the surface implements time reversal “anomalously”
exactly characteristic of the eT mT state.

We now briefly consider whether the results in the previous
section for the pure-loop state yield a heuristic “bulk”
understanding of why the eT mT state is protected by time
reversal. So let us imagine perturbing the schematic eT mT

wave function of Sec. II A and ask why we cannot reach a
trivial state without a phase transition.

We make use of the heuristic analogy between the AKLT
loops of the spin-1 system and the pure loops of the coupled
gauge theory [33]. The result for the pure-loop state then
indicates that if we have only closed AKLT loops on each
sublattice, we cannot get to a trivial state without a phase
transition. So we must consider proliferating open strands
on at least one sublattice. But in the spin-1 system, unlike
the pure-loop system, open strands introduce bulk spin-1/2
Kramers doublet degrees of freedom. (Binding these emergent
spin-1/2s into singlets with others on the same sublattice
merely heals the AKLT chains, taking us back to the original
situation with separate closed loops on each sublattice.) When
time reversal is broken, these spin-1/2s are innocuous: for
example, we can gap them out using a magnetic field. But it
is natural to expect that when time reversal is preserved, they
prevent us from reaching a trivial state without closing the gap.

However, the above argument is incomplete as it does
not rule out the possibility of getting to a trivial state
by proliferating nearby pairs of open strands on opposite
sublattices. Such a pair gives two spin-1/2s which can be
bound into a singlet to avoid a gapless degree of freedom. In the
gauge theory, such pairs correspond to bound pairs of electric
charges, one from each Z2 gauge field. The stability of the
eT mT state suggests that the pure loop state remains protected
even when such double charges are allowed. We note that at
the surface these double charges correspond to the bound state
of the e and m particles (in the surface topological order). This
is a Kramers singlet spin-0 fermion (conventionally denoted
ε). The surface Fermi statistics suggests a potential obstruction
to “trivializing” the bulk by proliferating the double charges.
We leave an explicit demonstration of this for the future.

IV. PARTON CONSTRUCTIONS

Although the description of the eT mT topological param-
agnet in terms of a loop-gas wave function is physically appeal-
ing, it is desirable to have alternate descriptions which enhance
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our understanding and which may help with evaluating the
energetic stability of this phase in microscopic models. To that
end, in this section we propose explicit parton constructions
for some topological paramagnets in spin-1 systems.

Historically, the parton approach has provided varia-
tional wave functions and effective field theories both for
spin liquids [3] and nonfractionalized symmetry-breaking
states [34]. The parton construction inevitably introduces
a gauge symmetry. It describes a fractionalized spin-liquid
phase whenever it yields an emergent deconfined gauge field.
To obtain a nonfractionalized phase such as a conventional
antiferromagnet or a valence-bond solid paramagnet, the gauge
field should either be Higgsed or confined.

Recently, partons have been used to construct SPT states in
two [35,36] and three [37,38] dimensions. The general idea is
to construct a gauge theory (with matter fields) that is confined,
but with certain nontrivial features surviving in the confined
state that make it an SPT state. However, the currently known
constructions in three dimensions use either Z2 or U(1) gauge
theories, which do not confine automatically: strong gauge
coupling is needed to reach the confined phase. Furthermore,
the constructions using U(1) gauge theories [37] require highly
nontrivial dynamics of the gauge fields to condense composite
dyonlike objects.

In three dimensions, a continuous non-Abelian gauge
symmetry is needed to guarantee confinement. We propose
two parton constructions in three dimensions with SU(2) gauge
symmetry, which confine even if the bare gauge coupling
is small, giving rise to topological paramagnets. A similar
construction was used previously [36] in two dimensions
to describe an SPT phase of a spin-1 magnet protected by
spin SU(2) symmetry and time reversal. We also propose a
construction with U(1) gauge symmetry, which confines at
sufficiently strong coupling. Crucially, this U(1) construction
differs from previous ones in that we condense only simple
monopoles to confine the gauge theory, which can be achieved
at strong coupling without exotic form of gauge field dynamics.

The spin-1 operators are rewritten using the two-orbital
fermionic parton representation proposed in Ref. [16],

�S = 1

2

∑
a=1,2

f †
aα �σαβfaβ, (16)

where a = 1,2 is the orbital index. As will be discussed
below, the two-orbital structure is natural for topological bands
corresponding to topological paramagnets. This gives another
reason for favoring spin-1 systems.

The physical spin states are represented in the parton
description as

|Sz = 0〉 = 1√
2

(f †
1↓f

†
2↑ + f

†
1↑f

†
2↓)|vac〉,

|Sz = +1〉 = f
†
1↑f

†
2↑|vac〉, |Sz = −1〉 = f

†
1↓f

†
2↓|vac〉,

where |vac〉 is the state with no fermions. States in the
physical spin Hilbert space thus have two fermions at each
site,

∑
aα f

†
aαfaα = 2, and the two fermions form a singlet in

orbital space: denoting the Pauli matrices in orbital space by
τ x,y,z, this is

∑
α f

†
aα �τabfbα = 0.

The representation in Eq. (16) actually has an Sp(4) gauge
redundancy [16] which becomes apparent when we represent
the fermions using Majoranas, f = 1

2 (η1 − iη2). Here η1,2 are
Hermitian operators satisfying {ηsI ,ηs ′J } = 2δss ′δIJ , where
s,s ′ = 1,2 are the new indices associated with the Majoranas
and I,J represent all other indices (site, spin, orbital). The
Majorana representation of the spin is

�S = 1
8ηT �� η, �� = (ρyσ x,σ y,ρyσ z), (17)

where ρx,y,z are Pauli matrices acting on the Majorana index.
The generators of the gauge symmetry are ten antisymmetric
imaginary matrices that commute with the physical spin
operators:

� = {ρy,ρyτ x,z,ρx,zσ y,ρx,zσ yτ x,z,τ y}, (18)

where τi are Pauli matrices acting on the orbital index. The spin
in Eq. (17) is invariant under the Sp(4) gauge transformation
η → eiai�i η.

The effective field theory associated with the parton
construction is a gauge theory. The gauge symmetry is
determined by the mean-field band structure of the partons
and is, in general, a subgroup of the full Sp(4) group due
to some generators being Higgsed. The gauge structure allows
symmetry to act projectively on the η fermion [3]. In particular,
time reversal could be either Kramers (T 2 = −1) or non-
Kramers (T 2 = 1).

In three dimensions, band structures of Kramers fermions
with T symmetry are classified by an integer index [39] ν

which counts the number of Majorana cones on the surface.
It was realized [40–42] that in the presence of interactions the
state with ν = 16 is trivial, while that with ν = 8 is equivalent
to a topological paramagnet. More specifically, for ν = 8 the
surface state with four Dirac cones (eight Majorana cones)
can be gapped without breaking any symmetry via strong
interactions, and the resulting gapped surface state must have
intrinsic topological order. The simplest such topological order
is a Z2 gauge theory in which the e and m particles are
bosons but transform under time reversal as Kramers doublets
(T 2 = −1). Therefore we can put the slave fermions into a
band with ν = 8 and let the gauge fields confine the fermions
[either automatically through an SU(2) gauge field or at strong
coupling through a U(1) gauge field]. Crucially, the topological
quasiparticles (e and m) on the surface do not carry the gauge
charge, and they survive on the surface as deconfined objects.
The resulting phases are therefore confined paramagnets with
nontrivial surface states protected by time-reversal symmetry.

Non-Kramers fermions, by contrast, cannot host nontrivial
band structure with time-reversal symmetry alone. However, if
spin-Sz conservation is present, the band structures can again
be assigned an integer topological invariant ν ′ [39], which
is the number of Dirac cones on the surface (or half the
number of Majorana cones). It is known [40–43] that with
interactions the state with ν ′ = 8 is trivial, while that with
ν ′ = 4 is equivalent to a topological paramagnet. We can then
put the slave fermions into a band with ν ′ = 4 and let the gauge
fields confine the fermions, which produces a topological
paramagnet with time reversal and spin-Sz conservation.

In both cases we need to put the slave fermions into
band structures with four Dirac cones on the surface. Band
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structures with two Dirac cones (ν = 4) have been studied on
the cubic [44] and diamond [45] lattices. Therefore we can
obtain the desired structure simply by putting the partons into
two copies of the ν = 4 band. This can be easily done by
taking advantage of the two orbitals in Eq. (16), making the
topological paramagnets very natural in spin-1 systems.

In the next section we outline a similar construction for the
one-dimensional Haldane chain by confining slave fermions
which form four copies of the Kitaev chain. This illustrates
the essential idea of our constructions in a simpler and more
familiar context.

A. Parton construction for Haldane/AKLT chain

The Haldane phase is an SPT phase with gapless boundary
degrees of freedom that are protected by time reversal.
As a warm-up exercise, we outline how this phase can
be constructed from a topological superconductor of slave
fermions. This illustrates some features we will meet again
in three dimensions. A different parton construction for the
Haldane phase was considered in Ref. [46].

The fermions are taken to be non-Kramers (T 2 = 1).
In one dimension, superconducting band structures for free
non-Kramers fermions are labeled by a Z-valued index [39],
ν, which is the number of protected Majorana zero modes
at the boundary. The state with a given ν can be viewed
as ν copies of Kitaev’s p-wave superconducting chain [47].
Interactions reduce this classification to Z8; that is, the ν = 8
state becomes trivial [6]. Further, the state with ν = 4 is
topologically equivalent to the Haldane chain, modulo the
presence of gapped fermions in a trivial band.

Here we therefore put the slave fermions into four copies
of the Kitaev band structure, in an SU(2)-symmetric manner.
Gauge fluctuations (or Gutzwiller projection) will then remove
the unwanted degrees of freedom, leaving a topological
paramagnet in the Haldane phase.

Starting with an antiferromagnetic spin-1 chain,

H = J
∑

i

�Si · �Si+1 + · · · , (19)

we represent the spins with slave fermions as in Eq. (16) or,
equivalently, Eq. (17). The valence-bond picture of the AKLT
state suggests using a mean-field Hamiltonian for the partons
with hopping t and spin-singlet, orbital-singlet pairing �,

HMF = −
∑

i

[t(f †
i fi+1 + H.c.) + �(f †

i σ yτ yf
†T
i+1 + H.c.)].

In terms of the Majoranas, this is

HMF = −1

2

∑
i

ηT
i Mηi+1, M = tρy + i�ρxσ yτ y. (20)

We first consider this as a free-fermion problem, then include
the gauge fluctuations.

For simplicity take � = t , which makes the terms in HMF

for different links commute. The Hamiltonian is simply four
copies of the Kitaev chain, as can be seen immediately by
going to a basis where σyτ y is diagonal. To be more explicit,
it is useful to define the matrix

X = ρzσ yτ y. (21)

First, we use this to define the action of time reversal T on the
fermions:

T : η −→ Xη. (22)

This definition ensures that the spin changes sign under T and
that HMF is invariant. The fermions are non-Kramers (T 2 = 1
on η).

Second, let us define matrices that project onto a given value
of X and corresponding fermion modes:

P± = 1
2 (1 ± X), η(±) = P±η. (23)

In an appropriate basis, η(+) has four nonzero components.
Next, note that

M = P−MP+ (24)

since M = tρy(1 + ρzσ yτ y) = (2tρy)P+ and so on. So we
may rewrite HMF as

HMF = −1

2

∑
i

η
(−)T
i Mη

(+)
i+1. (25)

Taking open boundary conditions and denoting the leftmost
site of the chain by L, we see that the four modes in η

(+)
L do

not appear in the Hamiltonian.
These four Majoranas correspond to two complex fermion

modes that can be occupied or unoccupied, i.e., to a degenerate
four-dimensional boundary Hilbert space. At the level of
free fermions, this degeneracy is protected by time-reversal
symmetry T , under which η

(+)
L is invariant (since by definition

Xη(+) = η(+)) [48].
Once we go beyond mean-field theory, the fermions are

coupled to confining gauge fluctuations. We will see below that
two of the four boundary states are not gauge invariant; that is,
they can be thought of as having an unscreened gauge charge
sitting at the end of the chain. Confinement removes these
states from the low-energy Hilbert space, leaving a single-
boundary spin-1/2 whose gaplessness is protected by time
reversal.

HMF treats spin and orbital degrees of freedom symmet-
rically and preserves SU(2)spin × SU(2)orbital symmetry. The
four boundary states can be labeled by the occupation numbers
of two complex fermions c1,2. Since the partons transform
as doublets under each SU(2), the fermions c1,2 should also
form doublets under each SU(2). In an appropriate basis the
transformations are

SU(2)spin : (c1,c2)T −→ Us(c1,c2)T ,
(26)

SU(2)orbital : (c1,c
†
2)T −→ Uo(c1,c

†
2)T ,

where Us,o are SU(2) matrices. It follows that states which
are singlets under SU(2)spin are doublets under SU(2)orbital and
vice versa. We denote the spin doublet |↑〉 , |↓〉 and the orbital
doublet |1〉, |2〉. The spin operator for the boundary spin-1 can
be split into contributions from the dangling boundary modes
η

(+)
L and from η

(−)
L : �SL = �S(+)

L + �S(−)
L , with

�S(±) = 1
8η(±)T �� η(±), �� = (ρyσ x,σ y,ρyσ z). (27)

We can make a similar splitting for the orbital spin �T , which
is related to �S by swapping the σ ’s for τ ’s. We denote the
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matrices appearing in �T by ��:

�T (±) = 1
8η(±)T �� η(±), �� = (ρyτ x,τ y,ρyτ z). (28)

The pairs (|↑〉 , |↓〉) and (|1〉 , |2〉) are both Kramers doublets
since the spin and orbital operators for the boundary modes,
�S(+)
L and �T (+)

L , change sign under T . This can also be checked
explicitly by considering the transformation of the boundary
states (labeled by fermion occupation numbers) under T , with
the fermions transforming as T : c1,2 → c

†
1,2.

Now we consider the effect of gauge fluctuations or
Gutzwiller projection. We have listed the generators for the
Sp(4) gauge group in Eq. (18). However, some gauge gener-
ators are Higgsed in the above mean-field state. In general,
to determine the unbroken gauge group we must examine
Wilson loops of the form W = ûi1i2 ûi2i3 · · · ûini1 , where HMF =∑

ij ηT
i ûij ηj [3]. The unbroken gauge generators are those

that commute with the Wilson loops. Here the only nontrivial
Wilson loop is the matrix X defined in Eq. (21). This leaves
a subset of six unbroken generators, which may be written in
terms of the matrices � appearing in the orbital spin [Eq. (28)]:

�1D = { ��,X ��}. (29)

Taking linear combinations, we can use instead [49]

�1D = {P+ ��P+,P− ��P−}. (30)

We denote the unbroken gauge group SU(2)(+)
orbital ×

SU(2)(−)
orbital.

To make the Hamiltonian in Eq. (20) a reasonable ansatz,
we must check that the Sp(4) gauge charges are all zero on
average: 〈�i〉 = 0 for all i. Fortunately, the unbroken gauge
symmetry �1D guarantees this.

The boundary modes involve only η(+), so they are invariant
under SU(2)(−)

orbital. However, |1〉 and |2〉 are not invariant under
SU(2)(+)

orbital. Therefore after confinement only the doublet
| ↑〉, | ↓〉 survives, with corresponding spin �S(+)

L . This is the
boundary spin-1/2 of the Haldane phase.

In this 1D example we can confirm explicitly that
Gutzwiller projecting the mean-field wave function gives the
desired SPT phase. In fact the Gutzwiller-projected state for
� = t , denoted |�spin〉, is precisely the AKLT state. To see
this we adopt a trick from Ref. [46]. Using the fact that the
terms in HMF commute, we can check that |�spin〉 has zero
amplitude for a pair of adjacent sites to be in a spin-2 state.
|�spin〉 is therefore the ground state of the AKLT Hamiltonian
since this can be written as a sum of projectors onto the spin-2
subspace for each link [50].

It is interesting to consider inversion symmetry here. In
the free-fermion problem, ν → −ν under inversion, so that a
nonzero value of ν can be realized only with a Hamiltonian
which breaks inversion symmetry. With interactions, ν �
ν + 8, suggesting that ν = 4 can be realized in inversion-
symmetric interacting system [51]. The present example is
a nice realization of this. The mean-field Hamiltonian HMF

appears to break inversion symmetry. However, the symmetry
can be restored by combining it with a gauge rotation. So the
projected wave function is actually inversion symmetric.

We now move on to 3D states.

B. Cubic lattice

Making use of the cubic band structure studied in Ref. [44],
we construct an SU(2) gauge theory which confines to a topo-
logical paramagnet. We choose the mean-field Hamiltonian

HMF =
∑
〈ij〉

tij η
T
i ρyηj +

∑
〈〈ij〉〉

iχ ′
ij η

T
i ρxσ yτ yηj

+
∑

〈〈〈ij〉〉〉
χijη

T
i ρxσ yηj , (31)

where the nearest-neighbor hopping tij gives a π flux on every
square plaquette, the body-diagonal pairing χij follows the
pattern studied in Ref. [44], and the next-nearest-neighbor
pairing χ ′

ij is a small perturbation introduced to reduce the
gauge group to SU(2) and is not responsible for the gap or the
band topology.

To determine the unbroken gauge group, we examine the
Wilson loops as above. The fundamental nontrivial ones are
proportional to ρzσ y and ρxσ yτ y . The unbroken gauge group
is generated by those of the Sp(4) generators that commute
with the Wilson loops. It is then straightforward to see that the
unbroken gauge group is an SU(2) generated by

�cubic = {ρzσ yτ x,τ y,ρzσ yτ z}. (32)

One can choose to implement time reversal T as T :
η → iρzσ yη, and it is straightforward to see that T : HMF →
HMF,�S → −�S and ��cubic → −��cubic. The band structure in
Eq. (31) preserves time-reversal symmetry, and the SU(2)
gauge rotation commutes with T . Notice also that T 2 = −1
on the η fermions.

We must check that the Sp(4) gauge charges are all
zero on average, 〈�i〉 = 0. The unbroken gauge symmetry
�cubic guarantees that 〈�i〉 = 0 for all i except for �5 =
ρzσ y . Furthermore, time-reversal invariance T guarantees that
〈�5〉 = 0. Hence the condition is, indeed, satisfied for any i.

To determine the band topology, it is sufficient to consider
the Hamiltonian H ′

MF with only the nearest-neighbor and body-
diagonal terms in Eq. (31). In H ′

MF, fermions with different
orbital indices are decoupled and form two identical bands.
Each band is the same as that studied in Ref. [44], with ν = 4
(two Dirac cones on the surface). So the band has ν = 8 in
total (four Dirac cones). So Eq. (31) indeed gives rise to a
topological paramagnet.

In order to understand the role played by spin-rotation
symmetry, we examine the surface state in more detail. We start
from the surface Dirac theory with SU(2)gauge × SU(2)spin × T
symmetry, with four Dirac cones in total:

H = ψ†(pxμx + pyμz) ⊗ τ0 ⊗ σ0ψ, (33)

with time reversal

T : ψ → iμy ⊗ τ0 ⊗ σ0ψ
†, (34)

gauge SU(2)

Ug : ψ → μ0 ⊗ Ug ⊗ σ0ψ, (35)

and spin SU(2)

Us : ψ → μ0 ⊗ τ0 ⊗ Usψ. (36)
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We have denoted the SU(2)gauge Pauli matrices by �τ , but they
should not be confused with the Pauli matrices for the orbital
spin.

Next, we will consider driving this surface theory into a
Z2 topologically ordered state by first introducing an order
parameter � which gaps out the Dirac fermions but breaks
time-reversal symmetry and then restoring time-reversal sym-
metry by proliferating double vortices in �. The single vortex
remains gapped and gives rise to anyonic surface excitations
with nontrivial time-reversal properties.

To analyze the symmetry properties it is useful to consider
the auxiliary U(1)a transformation

Ua(θ ) : ψ → eiθψ (37)

[which is an emergent symmetry of Eq. (33) but not a
microscopic symmetry]. The gap term of interest is

H� = i�ψμy ⊗ τy ⊗ σyψ + H.c. (38)

This is invariant under the SU(2)gauge × SU(2)spin symmetry.
It is not invariant under time reversal T or under U(1)a
separately, but it is invariant under the modified time-reversal
transformation T̃ ≡ Ua(π/2)T . Notice that T̃ 2 = 1 on the
parton fermions ψ , in contrast to the original T under which
they are Kramers.

As shown in Refs. [13,41,42], the fundamental vortex in
� transforms projectively under T̃ , i.e., T̃ 2 = −1. We now
examine the SU(2)gauge × SU(2)spin spins carried by the vortex.
A key point is that there are four Majorana zero modes trapped
in the vortex core. One can label the internal Hilbert space
with two complex fermions c1,2. Since both SU(2) groups are
preserved in the intermediate gapped phase and the partons
transform as doublets under both SU(2), the two complex
fermions c1,2 should also be doublets under both SU(2). In an
appropriate basis the transformations are

Ug : (c1,c2)T → Ug(c1,c2)T ,
(39)

Us : (c1,c
†
2)T → Us(c1,c

†
2)T .

It follows that states which are singlets under SU(2)gauge are
doublets under SU(2)spin and vice versa. Specifically, there
are two distinct kinds of vortices, labeled by the fermion
parity (−1)c

†
1c1+c

†
2c2 : both have T̃ 2 = −1, but one transforms as

(0,1/2) under SU(2)gauge × SU(2)spin, and the other transforms
as (1/2,0).

We now restore time-reversal symmetry by condens-
ing double vortices that transform trivially under both
SU(2)gauge × SU(2)spin and T̃ , giving Z2 topological order
on the surface [52,53]. Single vortices with even and odd
fermion parity yield mutual semions which we denote e and
m̃, respectively. Both are Kramers bosons (T 2 = −1), and e

transforms as (0,1/2) under SU(2)gauge × SU(2)spin, while m̃

transforms as (1/2,0). Their bound state ε̃ is non-Kramers and
fermionic and transforms as (1/2,1/2).

So far, our treatment of the surface has neglected the
confining gauge field [54]. When we take it into account,
only excitations that are neutral under SU(2)gauge survive. In
addition to e, these include bound states m = ψε̃ and ε = ψm̃

got by attaching a ψ fermion to m̃ and ε̃. This shifts the
self-statistics, so m is bosonic, while ε is fermionic (all three

particles are mutual semions). Since ε is the bound state of e

and m (and its properties follow from this), we do not discuss
it further. Note that m = ψε̃ is Kramers since ψ is.

The upshot is that the surface topological order surviving
after “gauge neutralization” has an e particle that is Kramers
and spin doublet and an m particle that is Kramers but spin
singlet. Since both e and m are Kramers bosons, this state is,
indeed, the eT mT phase, like the wave function discussed in
Sec. II.

However, if spin-rotation symmetry is preserved, a finer
classification is possible, under which the present state is
dubbed eCT mT , where C indicates that e is a spin dou-
blet [10,55]. This finer classification emphasizes a difference
between the eT mT state constructed here, in which e is a spin
doublet and m is not, and that constructed in Sec. II, where
both e and m are spin doublets.

Like the 1D example in the previous section, the cubic
lattice construction violates inversion symmetry at the free-
fermion level (this is inevitable if ν is nontrivial [56]), but the
resulting spin state is inversion symmetric as a result of gauge
invariance. Here the hopping term in HMF is invariant under
inversion, while for an appropriate choice of χ ′ the pairing
terms change sign under inversion. Therefore inversion can be
restored by combining it with the gauge transformation f →
if , i.e., η → iρyη. (With the arrow conventions of Sec. II B,
the fluctuating AKLT state is also inversion symmetric.)

C. Diamond lattice

Next, we consider parton theories on the diamond lattice,
making use of the band structure of Ref. [45]. First, we
construct a theory with an SU(2) gauge field which naturally
confines (Sec. IV C 1). The resulting state is a topological
paramagnet which requires both time-reversal and XY -spin-
rotation symmetry to be protected. Then in Sec. IV C 2 we
construct a U(1) gauge theory, which confines at strong
coupling. The confined state is a topological paramagnet which
only requires time-reversal symmetry.

1. Topological XY paramagnet from SU(2) gauge theory

The mean-field Hamiltonian is

HMF =
∑
〈ij〉

tηT
i ρyηj +

∑
〈〈ij〉〉

t ′ij η
T
i ρyηj +

∑
〈〈ij〉〉

�ijη
T
i ρxτ yηj ,

(40)
where the nearest-neighbor hopping t is isotropic, while the
next-nearest-neighbor hopping t ′ij and pairing �ij follow the
patterns discussed in Ref. [45]. Notice that the pairing term is
a singlet in orbital space but is a triplet in spin space. Hence the
spin-rotation symmetry is reduced from SO(3) down to O(2)
rotations about the Sy axis, corresponding to XY anisotropy
in the spin model.

We again calculate the nontrivial Wilson loops: the simplest
nontrivial ones consist of three links and are proportional to
ρy and ρxτ y . The unbroken gauge group is generated by

�diamond = {ρyτ x,τ y,ρyτ z}. (41)

These are precisely the orbital SU(2) generators ��.
One can implement time-reversal symmetry T as η →

ρzσ yτ yη, under which η is non-Kramers (T 2 = 1) and �S →
−�S and, of course, HMF → HMF.
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As above we must check that the Sp(4) gauge charges are
all zero on average: 〈�i〉 = 0. The unbroken gauge symmetry
�diamond guarantees that 〈�i〉 = 0 for all i except for �1 = ρy ,
which is nothing but the total fermion occupation number
(minus 2). Fortunately, the mean-field Hamiltonian (40) has a
special lattice symmetry [57] that sets 〈�1〉 = 0.

To determine the topology of the mean-field band struc-
ture, it is convenient to consider the modified time-reversal
symmetry T ′ : η → iρzτ yη (with T ′2 = −1), which is the
combination of time reversal and spin rotation iσy . Fermions
with different physical spins (η↑ and η↓) do not mix under
the modified time reversal. Furthermore, they are decoupled
in the mean-field Hamiltonian HMF and form two copies of an
identical band. Therefore the topological index ν ′ is defined
for each band separately. Now each band is identical to that
studied in Ref. [45], with ν ′ = 4. The total band therefore has
ν ′ = 8, with four Dirac cones in total on the surface.

We now consider the surface Dirac theory with
SU(2)gauge × U(1)spin × T symmetry, with four Dirac cones
in total:

H = ψ†(pxμx + pyμz) ⊗ τ0 ⊗ σ0ψ, (42)

with modified time reversal

T ′ : ψ → iμy ⊗ τ0 ⊗ σ0ψ
†, (43)

gauge SU(2)

Ug : ψ → μ0 ⊗ Ug ⊗ σ0ψ, (44)

and spin U(1)

Us(θ ) : ψ → eiθψ. (45)

The actual time reversal is T = Us(π/2)T ′:

T : ψ → μy ⊗ τ0 ⊗ σ0ψ
†. (46)

Now, consider the gap term

H� = i�ψμy ⊗ τy ⊗ σyψ + H.c., (47)

which preserves both SU(2)gauge and T but breaks U(1)spin. To
restore the U(1)spin symmetry and preserve the gap, we need
to proliferate vortices in the order parameter field �. It was
shown in Refs. [13,41,42] that the fundamental vortices have
T 2 = −1, so condensing double vortices gives a Z2 gauge
theory, with e being Kramers, m̃ being Kramers and SU(2)gauge

doublet, and ε̃ being non-Kramers and SU(2)gauge doublet. We
can then gauge neutralize the particles by binding ψ fermions
to m̃ and ε̃. The neutralized theory then has e being Kramers
and m = ε̃ψ being non-Kramers (recall that T 2 = 1 on ψ) but
carrying spin-1/2 under U(1)spin due to the Sy spin carried by
ψ . This state is dubbed eCmT in Ref. [10].

The fermions will be confined once the fluctuation of the
SU(2) gauge field is introduced, and we obtain a nonfraction-
alized bulk state. On the surface, the eCmT topological order
survives the confinement since all the nontrivial quasiparticles
in the theory are gauge neutral and are hence decoupled from
the gauge field. We have thus obtained the eCmT topological
paramagnet.

As a side note, if the spin-1 operators are pseudospins such
that T : {Sx,Sy,Sz} → {Sx,−Sy,Sz}, then the modified time
reversal T ′ : η → iρzτ yη (with T ′2 = −1) could represent

the physical time-reversal symmetry. In this case we obtain
a topological paramagnet that requires only time reversal, as
will be shown in Sec IV C 2.

2. Stable U(1) quantum spin liquids and topological paramagnets

The parton construction, of course, also gives access to
stable quantum spin-liquid phases. Of particular interest to
us is a time-reversal-symmetric U(1) quantum spin-liquid
phase on the diamond lattice. For greater generality we allow
for full SU(2) spin symmetry. As usual such a phase has a
gapless emergent photon. In addition it has a gapped fermionic
spin-1/2 Kramers doublet spinon which has internal “electric”
charge [58] and a gapped bosonic spin-0 magnetic monopole
that transforms to an antimonopole under time reversal. We
will give the spinons the band structure of a topological su-
perconductor (as in previous sections). The resulting quantum
spin-liquid phase then inherits the nontrivial surface states of
the topological superconductor. The relevance to the present
paper comes from asking about the confined phase that results
when the magnetic monopole is condensed. We show below
that this is the eCT mT topological paramagnet.

SPT phases in three dimensions have been accessed previ-
ously through confinement of emergent U(1) gauge fields [37].
However, in these previous studies the confinement was
achieved in a highly nontrivial way involving the condensation
of dyons (bound states of magnetic and electric charges).
The novel aspect of our construction is that the confinement
is achieved directly by simply condensing the magnetic
monopole, which will result from the usual dynamics of the
gauge field at strong coupling.

Consider the following mean-field ansatz:

HMF =
∑
〈ij〉

tηT
i ρyηj +

∑
〈〈ij〉〉

t ′ij η
T
i ρyηj +

∑
〈〈ij〉〉

�ijη
T
i ρxσ yηj

+
∑

i

�′ηT
i ρxσ yηi +

∑
〈ij〉, i∈A

it ′′ηT
i ρyτ yηj , (48)

where the nearest-neighbor hopping t and on-site pairing �′
are uniform and isotropic, while the next-nearest-neighbor
hopping t ′ij and pairing �ij follow the patterns discussed in
Ref. [45]. Note that the first two terms are the same as in
Eq. (40), and the third is obtained by exchanging the role of
orbital and physical spin. Contrary to Eq. (40), the pairing
term � is a singlet in physical spin and a triplet in orbital
space, so the full spin-rotation symmetry is preserved. The
nearest-neighbor antisymmetric hopping term t ′′ is introduced
to reduce the gauge symmetry and does not affect the other
arguments in this section as long as it is kept small.

The simplest nontrivial Wilson loops are proportional to
ρy , ρxσ y , and ρyτ y . The resulting unbroken gauge group is a
U(1) generated by τ y .

We implement time-reversal symmetry T through η →
iρzσ yη (which has T 2 = −1). It is straightforward to check
that �S → −�S and HMF → HMF under the chosen time-reversal
symmetry. Moreover, the U(1) gauge charge τ y is also odd
under T , which allows for topologically nontrivial band
structures for the partons.

We now check that 〈�i〉 = 0. The unbroken U(1) gauge
symmetry and time reversal guarantee that 〈�i〉 = 0 for all
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i except for ρy and ρxσ y , which are nothing but the total
fermion occupation number (minus 2) and the real part of the
on-site pairing. The lattice symmetry [57] again sets 〈ρy〉 = 0.
For the on-site pairing amplitude, there is no symmetry to set
it to zero automatically. We must therefore adjust the on-site
pairing term �′ in Eq. (48) to make it zero on average [59].

To determine the topology of the mean-field band structure,
notice that fermions with different orbital indices (τ indices)
do not mix under time reversal T : η → iρzσ yη. They are also
decoupled in the mean-field Hamiltonian HMF, forming two
copies of an identical band. Therefore the topological index ν ′
is defined for each band separately. Now each band is almost
identical to that studied in Ref. [45], with ν ′ = 4. The total
band therefore has ν ′ = 8, with four Dirac cones in total on
the surface.

We now consider fluctuations of the U(1) gauge field. In
the weak-coupling regime the gauge theory is deconfined, and
we have a stable U(1) quantum spin-liquid phase. The spinon
band structure has time-reversal-protected surface states that
provide a distinction between this spin liquid and more
conventional ones. For a compact U(1) gauge theory, there are
always gapped magnetic monopole excitations in the theory.
In Refs. [13,41] it was shown that for the spinon band structure
we have here, this magnetic monopole is a spin-0 boson that
simply transforms into an antimonopole under time reversal.

As the gauge coupling strength increases, the monopole
mass gap decreases and eventually becomes zero. The
monopoles will then condense and confine the gauge theory.
The trivial symmetry properties of the monopole imply that
this condensate does not break T or the physical spin SU(2)
(if present). The confined state is thus a nonfractionalized
symmetry-preserving paramagnet. To determine which SPT
phase the paramagnet belongs to, we need to examine the
surface state in more detail. The argument is largely parallel to
that in Sec. IV B, with the simple modification that the SU(2)
gauge symmetry discussed in Sec. IV B is reduced to U(1). The
conclusion remains the same: the paramagnet is the nontrivial
SPT dubbed eCT mT in Ref. [10]. The representative surface
state is a gapped Z2 topological order, with e being Kramers
and spin-doublet and m Kramers but spin singlet. (If the
spin-rotation symmetry is broken, this becomes a generic
eT mT state.)

D. Spin wave functions

The parton constructions suggest spin wave functions that
may be useful as variational states in future work on specific
microscopic models. Following the standard procedure [3], we
construct a spin wave function from the mean-field fermion
wave function |�MF〉 by projecting onto the subspace obeying
the constraints

∑
aα f

†
aαfaα = 2 and

∑
abα f

†
aα �τabfbα = 0:

|�spin〉 = P|�MF〉. (49)

Such a projection is expected to roughly mimic the effect
of gauge fluctuations. For the states constructed in Secs. IV B
and IV C 1, the SU(2) gauge fluctuations automatically confine
the states. We therefore expect the projected wave functions
to represent the confined spin SPT states. For the state in
Sec. IV C 2, the U(1) gauge field is deconfined at weak
coupling and confines to an SPT state at strong coupling. So it

is not clear a priori whether the projected wave function will
give the U (1) quantum spin-liquid state or the confined SPT
state.

These spin wave functions are alternate possibilities to
the loop-gas wave functions described in the first part of
the paper. While the loop-gas wave functions are physically
appealing, they are likely not very tractable numerically due to
the linking signs. The parton wave functions, on the other hand,
may be studied through variational Monte Carlo calculations,
although the physical connection to SPT physics is less directly
obvious. This situation is similar to existing descriptions of
quantum spin-liquid phases through either loop gases (string
nets) or through partons, which each have their advantages and
disadvantages.

For the topological paramagnets, at present we do not
have a direct connection between the parton and loop-gas
wave functions. Establishing such a connection is a target
for future work and will confirm the general correctness of
the projected wave functions as faithfully capturing the state
accessed through the parton description.

V. DISCUSSION: TOWARD MODELS AND MATERIALS

We have emphasized that frustrated spin-1 magnets in three
dimensions may be fruitful in the search for spin SPT phases.

In the ongoing search for quantum paramagnetism in
frustrated systems, the bulk of the attention has been focused
on spin-1/2 systems. This is guided by the intuition that
increasing the spin only leads to more “classical” physics
and hence to a greater tendency to order. Caution, however, is
required in taking this intuition too seriously. In one dimension
the spin-1/2 chain is almost antiferromagnetically ordered
(power-law correlations), while the spin-1 chain is a good
paramagnet with a spin gap. This has the following amusing
consequence. Consider a two-dimensional rectangular lattice
with nearest-neighbor antiferromagnetic interactions:

Hrect = J‖
∑

r

�Sr · �Sr+x + J⊥
∑

r

�Sr · �Sr+y. (50)

For J‖ = J⊥ the model is antiferromagnetically ordered for all
spin S. When J⊥

J‖
is decreased from 1, the spin-1/2 model stays

ordered unless J⊥ = 0. The spin-1 model, on the other hand,
becomes a spin-gapped paramagnet below a nonzero critical
value of J⊥

J‖
. So there is a range of parameters in this 2D model

where the spin-1 system is a quantum paramagnet although
the spin-1/2 system has long-range Neel order.

There are some interesting examples of frustrated spin-1
magnets, most notably NiGa2S4 and Ba3NiSb2O9, in both of
which the spin-1 Ni ion forms a triangular lattice [60,61].
Apart from new and interesting kinds of quantum spin liquids,
spin-1 magnets may also harbor novel broken-symmetry states
(such as spin nematics [62]) more naturally than their spin-1/2
counterparts. To this we add the SPT phase discussed in this
paper as a possible fate for a frustrated 3D spin-1 magnet.

Our results suggest a route to guessing possible microscopic
models that might harbor an SPT phase. Starting from the
parton mean-field Hamiltonian, we can write down a lattice
gauge theory that captures fluctuations. A strong-coupling
expansion of this lattice gauge theory will result in a spin
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Hamiltonian which may then be in the same phase as the same
lattice gauge theory at weaker coupling. Such an approach has
previously been successfully used to write down lattice models
for various spin-liquid phases. Given that we are interested
here in confined phases, we may be cautiously optimistic that
a similar approach has an even better chance of resulting in spin
models for the SPT phases. As an application, let us consider
the diamond lattice parton construction. With full SU(2) spin
symmetry, the mean-field state of Sec. IV C 2 suggests [at
leading order of the strong-coupling expansion in the resulting
U(1) gauge theory] an interesting frustrated spin-1 model, the
J1-J2 antiferromagnet on the diamond lattice [63]:

H = J1

∑
〈rr ′〉

�Sr · �Sr ′ + J2

∑
〈〈rr ′〉〉

�Sr · �Sr ′ . (51)

The next-nearest-neighbor coupling J2 introduces frustration.
Indeed, classically, once J2 > J1

8 there are an infinite number
of degenerate ground states [64] that are not related by
global spin rotation. For large spin, it has been argued
that the ground state is magnetically ordered as a result of
quantum order by disorder [65]. The ground state for S = 1
(or S = 1/2) is not known. The SPT paramagnet discussed
in this paper is a candidate. The various descriptions we
have provided should be a useful guide in future numerical
studies should a paramagnetic ground state be found for this
model.

It is interesting to note that—since the diamond lattice
is fourfold-coordinated—classical 2-sublattice Neel order is
likely to be more easily destabilized by frustration/quantum
fluctuations than in the cubic lattice. Thus the J1-J2 diamond
magnet for low spin (S = 1/2 or 1) may be an excellent
candidate to find an interesting quantum paramagnetic ground
state.

The frustrated diamond lattice model appears to describe
well [64] the physics of the spinel oxide materials MnAl2O4

and CoAl2O4 [66], which belong to a general family of
materials of the form AB2O4. The A site forms the diamond
lattice and is magnetic. The Mn and Co compounds have
S = 5

2 and S = 3
2 , respectively. In searching for a material that

realizes the S = 1 model it is natural then to consider NiAl2O4.
However, this is an inverse spinel, in which the A site is instead
occupied by Al and the octahedrally coordinated B site is
shared randomly between Ni and Al [67]. This randomness
will presumably lead to different physics in this compound.

If the regular spinel compound could be synthesized Ni
would be expected to be in a d8 Ni2+ configuration and would
have spin-1. However, the A site is tetrahedrally coordinated,
and in the resulting crystal field, the Ni2+ ion will have orbital
degeneracy in addition to spin-1. Further spin-orbit coupling
will split the resulting spin-orbital Hilbert space, and the
physics of the lattice will be determined by its competition
with intersite spin/orbital exchange [68]. Thus spinels with
Ni atoms at the A site, even if they exist, will not simply be
described by a spin-1 diamond lattice model.

Nevertheless, we hope that our considerations motivate an
experimental search for and study of other frustrated spin-1
magnets.
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