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Long intervening noncoding RNAs (lincRNAs) are transcribed from thousands of loci in mammalian
genomes and might play widespread roles in gene regulation and other cellular processes. This
Review outlines the emerging understanding of lincRNAs in vertebrate animals, with emphases
on how they are being identified and current conclusions and questions regarding their genomics,
evolution and mechanisms of action.
Introduction
The conventional view of the mammalian genome was that

�20,000 protein-coding genes were dispersed within mostly

repetitive and largely nontranscribed sequence. Over the past

decade, this view has been challenged by increasingly thorough

examinations of the RNA species in mammalian cells. These

studies have revealed the fascinating complexity of the tran-

scriptome, in which protein-coding genes produce many

alternative products, and genomic regions previously thought

to be transcriptionally silent give rise to a range of processed

and regulated transcripts that do not appear to code for

functional proteins. A few of these transcripts are precursors

for small regulatory RNAs, such as microRNAs, but the vast

majority have no recognizable purpose.

A sensible hypothesis is that most of the currently annotated

long (typically >200 nt) noncoding RNAs are not functional, i.e.,

most impart no fitness advantage, however slight. Like all

biochemical processes, the transcription machinery is not

perfect and can produce spurious RNAs that have no purpose

(Struhl, 2007). Due to the intrinsic properties of RNA, these

transcripts would have a collapsed fold (Schultes et al., 2005).

Because chromatin states vary across cell fates, cryptic pro-

moters would be differentially accessible in different cellular

contexts, and thus many spurious transcripts would also have

tissue-specific expression. Because of the underlying transcrip-

tional processes and chance occurrence of splice sites, many

would also be capped, spliced, and polyadenylated. Thus,

none of these features offer an informative indicator of function.

Moreover, many of these spurious RNA species that confer no

fitness advantage would also impose minimal fitness cost, in

which case, simply tolerating them would be more feasible

than evolving and maintaining more rigorous control mecha-

nisms that could prevent their production. A second source of

nonfunctional RNAs would be those generated during regulatory

events in which the act of transcription matters, whereas the

product of transcription does not. These would include RNAs

generated during transcriptional interference, which involves

transcription of noncoding loci that overlap regulatory regions
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and is known to regulate gene expression in both prokaryotes

and eukaryotes (Shearwin et al., 2005). Against this backdrop

of many nonfunctional transcripts, some long noncoding

RNAs, including the Xist RNA, which is required for mammalian

dosage compensation (Penny et al., 1996), clearly are functional,

and the roster of biological processes in which long noncoding

RNAs are reported to play key roles is rapidly growing and now

includes cell-cycle regulation, apoptosis, and establishment of

cell identity (reviewed in Ponting et al., 2009; Pauli et al., 2011;

Rinn and Chang, 2012).

Despite general agreement that some long noncoding RNAs

are functional and others are not, opinions vary widely as to

the fraction that is functional (Kowalczyk et al., 2012). Because

of their marginal sequence conservation and a sense that

spurious transcripts would impose minimal fitness cost, we

suspect that most are not functional. However, even a scenario

in which only 10% are functional implies the existence of more

than a thousand human loci generating noncoding transcripts

with biological roles. These enigmatic RNAs will consume

decades of effort for many labs undertaking molecular, mecha-

nistic, and phenotypic analyses. And regardless of function,

long noncoding RNAs might have diagnostic applications, with

changes in their expression already associated with cancer

and several neurological disorders (Prensner et al., 2011; Brun-

ner et al., 2012; Ziats and Rennert, 2013).

To identify noncoding RNAs and their corresponding genes

cleanly, and to simplify their analysis by avoiding the compli-

cations arising from overlap with other types of genes, recent

focus has been on long intervening noncoding RNAs (lincRNAs,

also called long ‘‘intergenic’’ noncoding RNAs even though the

lincRNAs derive from genes and are thus genic), which do not

overlap exons of either protein-coding or other non-lincRNA

types of genes. Here, we also focus on this subgroup, as lincRNA

gene expression patterns, sequence conservation and perturba-

tion outcomes are easier to interpret than those of transcripts

from loci overlapping other gene classes. We presume that the

features of lincRNAs will also apply to many other long non-

coding RNA transcripts that were excluded from lincRNA lists
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Table 1. Large-Scale Efforts to Catalog lincRNA Loci and Transcripts

Reference

Data for Transcript

Reconstruction Genomic Features and Filters Coding-Potential Filters Number of lincRNAs

Mouse

Ravasi et al., 2006 cDNAs Manual curation,

ORF length, CRITICA

13,502 transcripts

Ponjavic et al., 2007 cDNAs, CAGE Manual curation,

ORF length, BLAST,

CRITICA

3,122 transcripts

Guttman et al., 2009 Chromatin marks,

tiling arrays

Collection of approximate exonic

regions, chromatin domain R5 kb

CSF 1,675 loci (1,250

conservatively defined)

Guttman et al., 2010 RNA-seq Multi-exon only CSF 1,140 lincRNA transcripts

Sigova et al., 2013 RNA-seq, cDNAs,

chromatin marks,

Antisense overlap with mRNA

introns allowed, R100 nt mature

length

CPC 1,664 loci

Human

Khalil et al., 2009 Chromatin marks,

tiling arrays

Collection of approximate exonic

regions, chromatin domain R 5 kb

CSF 3,289 loci

Jia et al., 2010 cDNAs Overlap with mRNAs allowed 5,446 transcripts

Ørom et al., 2010 cDNAs Restricted to loci >1 kb away

from known protein-coding genes,

R200 nt mature length

Manual curation based

on length, conservation

and other characteristics

of the ORFs

3,019 transcripts from

2,286 loci

Cabili et al., 2011 RNA-seq Multi-exon only, R200 nt mature

length

PhyloCSF, Pfam 8,195 transcripts

(4,662 in the stringent set)

Derrien et al., 2012 cDNAs Overlap with mRNAs allowed

(intergenic transcripts reported

separately), R200 nt mature length

Manual curation based

on length, conservation

and other characteristics

of the ORFs

14,880 transcripts from

9,277 loci, including 9,518

intergenic transcripts

Sigova et al., 2013 RNA-seq, cDNAs,

chromatin marks,

Antisense overlap with mRNA

introns allowed, R100 nt mature

length

CPC 3,548 loci from embryonic

stem cells, and 3,986 loci

from endodermal cells

Frog

Tan et al., 2013 RNA-Seq >25 kb away from known protein-

coding genes or on a different strand

from the neighboring genes,

R200 nt mature length

ORF length, BLAST, Pfam 6,686 transcripts from

3,859 loci

Zebrafish

Ulitsky et al., 2011 RNA-seq, cDNAs,

3P-seq, chromatin

marks

Antisense overlap with mRNA

introns allowed, R200 nt mature

length

CPC 691 transcripts from

567 loci

Pauli et al., 2012 RNA-seq Stringent criteria for single exon,

intron overlap with mRNA allowed,

R160 nt mature length

ORF length, PhyloCSF,

BLAST, Pfam

397 intergenic and 184

intronic overlapping

transcripts

Fly

Tupy et al., 2005 cDNA Manual curation based on

ORF length, conservation

and other characteristics,

Ka/Ks test, QRNA

17 transcripts

Young et al., 2012 RNA-seq R200 nt locus length 1,119 trancripts

Nematode

Nam and Bartel,

2012

RNA-seq, 3P-seq R100 nt mature length CPC, RNAcode, ribosome

profiling, polysome

association

262 lincRNA transcripts

from 170 loci

(Continued on next page)
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Table 1. Continued

Reference

Data for Transcript

Reconstruction Genomic Features and Filters Coding-Potential Filters Number of lincRNAs

Arabidopsis

Liu et al., 2012a cDNA, tiling arrays,

RNA-seq

In part a collection of approximate

exonic regions, >500 bp away from

protein-coding genes, no overlap

with transposable elements allowed,

R200 nt mature length

ORF length 6,480 transcription

units from tiling arrays,

278 transcripts from

RNA-seq

Maize

Boerner and

McGinnis, 2012

cDNA Both sense overlap with introns

and antisense overlap with mRNA

or introns allowed,

R200 nt mature length

ORF length 2,492 transcripts

Plasmodium falciparum

Broadbent et al.,

2011

Tiling arrays Collection of approximate

exonic regions,

R200 nt mature length

BLAST 60 transcripts

Transcripts overlapping protein-coding sequences on either strand were excluded unless noted otherwise. Coding-potential filters included: ORF

length; similarity to known protein-coding regions (BLAST); substitution patterns in whole-genome alignments, quantified by CRITICA (Badger and

Olsen, 1999), CSF (Lin et al., 2007), PhyloCSF (Lin et al., 2011), QRNA (Rivas and Eddy, 2001; Rivas et al., 2001), or RNAcode (Washietl et al.,

2011), as indicated; the CPC algorithm, which evaluates ORF properties and similarity to known proteins (Kong et al., 2007); the HMMER algorithm,

which tests for potential to encode a known protein domain (Pfam); ribosome profiling, and polyribosome association. Criteria used to define the

lincRNA collection (and not those used only for characterization) are listed.
because of complicating (albeit, often functionally inconsequen-

tial) overlap with other annotations.

At the outset, we emphasize that lincRNA classification differs

from that of other RNAs, in that lincRNAs are defined more by

what they are not than by what they are. As is typical of stable

RNA polymerase II products, lincRNAs are nearly always capped

and polyadenylated, and are frequently spliced. But aside from

this positive descriptor of being Pol II products, lincRNAs are

defined using negative descriptors, i.e., not coding for proteins

and not overlapping transcripts of certain other types of genes.

Reliance on these negative descriptors risks grouping together

a hodgepodge of transcripts with very diverse properties and

mechanisms of action. In many ways the lincRNA field faces

challenges similar to those faced by early biologists trying to

categorize and contemplate the diverse array of life forms that

were not plants and not animals. We suspect that there might

be dozens of distinct functional noncoding RNA classes that

have transcripts currently grouped into the catch-all class of

lincRNAs. Until these classes are understood and differentiated,

insights from the study of one lincRNA will be difficult to apply

to others, and attempts to understand the general features of

lincRNAs will at best reflect only the more populated classes.

With these caveats in mind, we review the current understanding

of vertebrate lincRNAs, focusing on their identification, geno-

mics, evolution and mechanisms of action.

lincRNA Identification
lincRNAs and lincRNA candidates have been cataloged in

human, mouse, zebrafish, frog, fly, nematode, Arabidopsis,

maize, and Plasmodium (Table 1). Interrogation of lincRNA func-

tion or mechanisms depends on high-quality transcript models
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of lincRNA genes, including accurate genomic positions of the

start site, splice sites, and polyadenylation site of each tran-

script. Useful collections of lincRNAs are those that capture

full-length transcripts and avoid those encoding functional

peptides. Methodological advances and increased throughput

are continuously improving the ability to meet these goals and

help explain the diversity of annotation criteria and cutoffs

(Table 1), which in turn might be one of the reasons lincRNA lists

from different studies do not have more overlap.

Because of their poly(A) tails and other mRNA-like features,

lincRNAs are represented in typical cDNA cloning, tiling array,

and RNA-seq data sets. The first large-scale catalog of puta-

tively noncoding transcripts came from the FANTOM project

(Okazaki et al., 2002; Carninci et al., 2005), which used cDNA

cloning followed by Sanger sequencing and reported >34,000

long noncoding RNAs expressed in different mouse tissues, of

which 3,652 had confident support (Ravasi et al., 2006). Sub-

sequent studies refined EST- and cDNA-based lincRNA catalogs

in mouse and human, which comprise the current RefSeq and

Ensembl lincRNA annotations (Derrien et al., 2012; Pruitt et al.,

2012). In parallel, tiling microarrays were used to detect tran-

scribed regions (Bertone et al., 2004; Guttman et al., 2009; Khalil

et al., 2009), which was potentially more sensitive than cloning

but suffered from reduced dynamic range and difficulties in

defining splice junctions and connecting transcribed regions

into transcript models (Agarwal et al., 2010). More recently,

high-throughput sequencing of millions of short RNA fragments

(RNA-seq) is enabling transcript models to be reconstructed,

either with the aid of a reference genome (Trapnell et al., 2010;

Cabili et al., 2011) or without it (Grabherr et al., 2011). RNA-seq

has yielded billions of strand-specific paired-end reads of



�100 nt each, and those can be sufficient for reconstruction of

even very lowly expressed transcripts (Cabili et al., 2011; Pauli

et al., 2012). Furthermore, even rarer transcripts can be specif-

ically enriched using array-based capture methods prior to

sequencing (Mercer et al., 2012).

Despite the advantages of RNA-seq in terms of sensitivity

and accessibility, assembly of transcript models from short

reads still has limitations, stemming primarily from the relatively

small portion of the full transcript accounted for by each read

and from sequence redundancies in the genome. It remains

difficult to determine which exon combinations co-occur in

long multiply spliced transcripts and to discriminate between

independent lincRNAs and fragments of alternative mRNA

isoforms or pseudogenes. Focusing only on spliced transcripts

helps improve specificity (Cabili et al., 2011) but misses some

bona fide single-exon lincRNAs, such as Malat1 and Neat1

(Hutchinson et al., 2007). Therefore, curated lincRNA databases

(e.g., RefSeq and Ensembl) still rely primarily on cDNA se-

quences obtained using Sanger sequencing (Derrien et al.,

2012), but we expect that this will change soon, as read lengths

for high-throughput sequencing methods continue to improve

and as multiple data sets are more effectively integrated to

build models.

Additional data sets that can improve transcript models

include chromatin maps and data from methods used to

identify transcript start and polyadenylation sites (Figure 1A).

Trimethylation of lysine 4 and lysine 36 in histone H3

(H3K4me3 and H3K36me3 marks), which characterize regions

of Pol II transcription initiation and elongation, respectively,

were used in conjunction with tiling arrays for building some

lincRNA collections (Guttman et al., 2009; Khalil et al., 2009).

These maps have limitations, however, as peaks of H3K4me3

can be broad and also occur at the first exon-intron junction

(Bieberstein et al., 2012) (Figure 1A), and H3K36me3 enrich-

ment is dependent on splicing and typically extends beyond

the polyadenylation site (de Almeida et al., 2011) (Figure 1A).

Other sources of supporting data have come from high-

throughput sequencing experiments tailored to identify specific

regions within RNA molecules. These include methods for high-

resolution mapping of transcription start sites, e.g., using cap

analysis of gene expression (CAGE) (Kodzius et al., 2006),

and genome-wide annotation of polyadenylation sites, e.g.,

using 3P-seq (Jan et al., 2011; Ulitsky et al., 2012) (Figure 1A).

A combination of independent evidence for transcription initia-

tion, termination and exon-intron structure can enable confi-

dent identification of both multiple- and single-exon lincRNAs

(Ulitsky et al., 2011).

Criteria for Distinguishing between Coding
and Noncoding Transcripts
Perhaps the most challenging aspect of lincRNA discovery is

that the concept of a noncoding RNA is loosely defined. Most

long transcripts with known noncoding functions typically

contain multiple potential open reading frames (ORFs). These

ORFs might not be translated, might be translated inefficiently,

or might be translated to produce a protein that has no func-

tional consequences, e.g., because it is rapidly degraded.

Due to their considerable lengths, many lincRNAs should by
chance contain an ORF of at least 100 aa (Dinger et al.,

2008). A clear binary separation between coding and noncod-

ing transcripts is thus impossible, and the best that can be

done is to use graded and imperfect criteria that preferentially

identify transcripts that are unlikely to code for functional

proteins.

Several features of bona fide protein-coding genes can be

used as criteria to distinguish them from lincRNAs (Figure 1B,

Table 1): (1) coding regions tend to be much longer than

expected by chance (Dinger et al., 2008); (2) nucleotide fre-

quencies of functional ORFs are dictated by nonrandom codon

usage; (3) during evolution, selective pressures bias nucleotide

substitutions in coding sequences (e.g., giving rise to a higher

substitution rates in the silent positions of codons); (4) protein-

coding genes typically contain known protein domains (e.g.,

present in the Pfam database); (5) coding regions are likely to

bear sequence similarities to entries in protein databases.

Different studies use different combinations of these five criteria

in attempts to exclude protein-coding genes. The underlying

assumption across these criteria is that short, recently evolved

yet functional proteins are relatively rare. In support of this

assumption, the current protein databases list very few func-

tional peptides that originate from short ORFs—disregarding

pseudogenes, Ensembl 68 lists only 11 human protein-coding

genes that have a known function (described in Gene Ontology

annotations) and an ORF < 50 aa, and none of these are shorter

than 30 aa. (Note that most short peptides with known functions

arise from longer ORFs because they are processed from longer

precursors.)

Each of the criteria for predicting coding potential is of limited

utility when used in isolation. For instance, presence of an ORF

of at least 300 nt (100 aa) is commonly used for defining a tran-

script as coding. However, a transcript of 2 kb is expected to

have an ORF of about 200 nt, and an ORF of 300 nt is only

one standard deviation longer than expected (Dinger et al.,

2008). Indeed, well characterized human lincRNAs, such as

H19, Xist, Meg3, Hotair, and Kcnq1ot1 all have ORFs of at least

100 aa (Dinger et al., 2008). Even significant similarity to

‘‘known’’ protein-coding genes might be misleading, as protein

databases contain large numbers of protein sequences pre-

dicted by translation of the longest ORF in sequenced cDNAs

but without any further functional evidence. Using a combination

of filters can address some of these problems (Badger and

Olsen, 1999; Liu et al., 2006; Kong et al., 2007), though the

scarcity of standards (in particular, long RNAs known to have

exclusively noncoding functions) makes calibration of these

difficult. An interim solution is to assemble two collections

of transcript models, one with confidently predicted lincRNAs

and another for which the evidence is less conclusive (referred

to as transcripts of unknown coding potential or TUCPs) (Cabili

et al., 2011).

Methods for focused experimental interrogation of the coding

potential of a lincRNA include testing whether the transcript

can yield peptides when translated in vitro (Lanz et al., 1999;

Galindo et al., 2007), testing whether it associates with

polysomes (Brockdorff et al., 1992), and checking if its ORFs

can yield a protein when fused to a sequence coding for a pep-

tide for which antibodies are available (Anguera et al., 2011).
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Figure 1. Assembling lincRNA Collections
(A) Data sets useful for constructing lincRNA transcript models. Information from the indicated genome-wide data sets are plotted for the CRDNE lincRNA locus
(chr16:54,950,197-54,963,922 in the human hg19 assembly). A subset of ESTs from GenBank and the corresponding RefSeq annotations are also shown.
ChIP-seq and CAGE (ENCODE project, HeLaS3 cells), 3P-Seq (HeLa cells, C. Jan and D.P.B., unpublished data), RNA-seq (HeLa cells; Guo et al., 2010) were
plotted using the UCSC genome browser.
(B) A generic lincRNA annotation pipeline, illustrating criteria used to filter potential mRNAs from the list of candidates.
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However, an ability to recruit the ribosome and be translated

would not preclude a noncoding function. If the gene function

can be assayed, the best approach is to introduce changes

that perturb the ORF, such as those inducing frameshifts,

and test for retention of the function (Hu et al., 2011; Ulitsky

et al., 2011).

Global approaches can also show which transcripts are trans-

lated. Particularly useful is ribosome profiling, which utilizes

high-throughput sequencing to map RNA regions associated

with translating ribosomes (Ingolia et al., 2011). Analysis of ribo-

some profiling of mouse embryonic stem cells suggests that as

many as half of the lincRNAs expressed in these cells are signif-

icantly associated with ribosomes (Ingolia et al., 2011). One

interpretation of this observation is that the assumption of very

few genes with short ORFs coding for functional peptides is

wrong and that many of the currently annotated lincRNAs are

in fact coding for short functional peptides. An example

frequently cited in support of this interpretation is the Drosophila

tarsal-less/polished rice transcript, which was originally thought

to function as a long noncoding RNA but subsequently shown to

code for very short functional peptides (Tupy et al., 2005; Kondo

et al., 2010).

Although other examples of unrecognized functional peptides

will undoubtedly be found, several lines of evidence suggest that

this interpretation does not explain most of the ribosome associ-

ation. First, as mentioned above, the algorithms used for gener-

ating lincRNA collections typically use sequence alignment

to detect signatures of coding sequence conservation, and

would detect at least those short coding regions that are highly

conserved. Second, ribosomes are associated with some

lincRNAs known to be enriched and function in the nucleus,

such as Malat1 and Neat1, suggesting that those transcripts

have some background engagement with ribosomes (presum-

ably when they occasionally reach the cytoplasm) even though

their known nuclear functions are noncoding. Third, a recent

proteomics study that specifically focused on identifying short

endogenous peptides detected peptides from only eight

(0.4%) of the lincRNAs expressed in the human K562 cell line,

and the extent to which even these peptides are functional is

unknown (Slavoff et al., 2013). Fourth, and perhaps most

important, is the concept of lincRNA upstream ORFs (uORFs;

see below).

lincRNA uORFs
Engagement with the translating ribosome can serve purposes

that have nothing to do with the translation product. Indeed,

the ribosome profiling study that reported ribosome engagement

in many lincRNAs reported similar engagement in annotated

50UTRs of thousands of mRNAs, yet in contrast to translation

in lincRNAs, translation of these short uORFs was not proposed

to produce functional peptides (Ingolia et al., 2011). uORF

translation typically plays regulatory roles, affecting translation

of downstreamORFs ormRNA stability (Calvo et al., 2009;Weth-

mar et al., 2010). Consistent with the idea that the act of uORF

translation, which can be the basis of the regulatory mechanism,

is more important than the product of this translation, short pep-

tides translated from uORFs are rarely conserved in sequence

(Crowe et al., 2006), can be very unstable (Hackett et al., 1986)
and are rarely detectable in mass-spectrometry-based proteo-

mic data (Menschaert et al., 2013). We suggest that the same

might be true for lincRNAs. The translated ORFs in lincRNAs

might act as uORFs to prevent ribosome scanning or translation

in downstream regions of the transcripts, thereby enabling the

lincRNAs to perform noncoding functions in the cytoplasm

without interference from the ribosome (Figures 2A and 2B).

lincRNA uORFs might also tether factors to ribosomes

(Figure 2C) or modulate the stability of the lincRNA by influencing

RNA decay pathways, some of which depend on translation

(Figure 2D).

At the molecular level, most lincRNAs appear indistinguish-

able from mRNAs, with 50-m7GpppN cap structures, poly(A)

tails, and exon-exon splice junctions, all of which stimulate

mRNA translation (Shoemaker and Green, 2012). When consid-

ering these mRNA-like features, combined with the realization

that most lincRNAs have a significant presence in the cyto-

plasm (see Subcellular Localization, below), the question is

not: why are so many lincRNAs associated with ribosomes?

The relevant question is: why are only half of the annotated

lincRNAs associated with ribosomes? An important focus of

future research will be determining how lincRNA export from

the nucleus is regulated and how the cytoplasmic lincRNAs

that do not depend on uORFs manage to avoid the translation

machinery.

Bifunctional RNAs
The hypothesis that many lincRNAs have uORFs, which produce

peptides, albeit nonfunctional ones, takes some liberties with the

concept of noncoding RNA (although perhaps not as great as the

liberties taken when speaking of uORFs falling in 50UTRs, i.e.,
‘‘untranslated regions’’). Classification of noncoding transcripts

is further complicated by the fact that some transcripts can

have both coding and noncoding functions (Dinger et al.,

2008). Xenopus and E. coli each provide an example in which

the identical mature RNA embodies both coding and noncoding

functions (Kloc et al., 2005; Wadler and Vanderpool, 2007).

However, known examples of mRNAs moonlighting as long

noncoding RNAs are still scarce, perhaps because of the chal-

lenges in identifying which mRNAs also have noncoding func-

tions. When the coding and noncoding functions emerge at

different times during evolution or when the noncoding function

outlives the loss of ancestral coding potential of bifunctional

mRNA, noncoding and coding transcripts with similar sequence

might be found in different contemporary species, and the

identification of such instances could potentially expedite the

discovery of some bifunctional transcripts (Ulitsky et al., 2011;

Marques et al., 2012).

lincRNA Genomics
As expected for a mixture of multiple classes of noncoding

RNAs, lincRNAs lack defining sequence or structure characteris-

tics. Nonetheless, several general features of lincRNAs in verte-

brates are apparent in recent catalogs of human and zebrafish

lincRNAs (Cabili et al., 2011; Ulitsky et al., 2011; Derrien et al.,

2012; Pauli et al., 2012).

lincRNA genes are typically shorter than protein-coding genes

(Ulitsky et al., 2011; Derrien et al., 2012; Pauli et al., 2012) and
Cell 154, July 3, 2013 ª2013 Elsevier Inc. 31



Figure 2. Ribosomal Association and Subcellular Localization of lincRNAs
(A) A potential role for a lincRNA uORF. Translation of a uORF into a peptide that is rapidly degraded would prevent ribosomal scanning of downstream regions,
thereby protecting downstream binding factors from displacement by scanning ribosomes.
(B) Translating a nascent peptide sequence that induces ribosomal stalling would achieve an effect similar to that described in (A).
(C) The uORF can recruit a ribosome, which might be important for downstream lincRNA function.
(D) The translation of a uORF might influence the susceptibility of the lincRNA to different RNA decay pathways, such as nonsense-mediated decay (NMD).
(E) Relative subcellular localization of mRNAs and lincRNAs inMCF-7 cells. mRNA annotations were from Ensembl, and lincRNA annotations were from Ensembl,
Refseq and (Cabili et al., 2011). RPKM (reads per kilobase per million mapped reads) values were computed with Cufflinks (Trapnell et al., 2010) using RNA-seq
data for nuclear and cytoplasmic fractions of MCF-7 cells (Djebali et al., 2012). Ratios for selected lincRNAs are indicated.
have fewer exons, typically only 2–3 (Cabili et al., 2011; Derrien

et al., 2012; Pauli et al., 2012). Exons in lincRNA genes are on

average slightly longer than exons in protein-coding genes (Rav-

asi et al., 2006; Derrien et al., 2012), presumably because the

average estimate is skewed by typically longer first and last

exons (Zhu et al., 2009). Transcriptional regulation, chromatin-

modification patterns, and splicing signals of lincRNAs are

similar to those of protein-coding genes (Ponjavic et al., 2007;

Cabili et al., 2011; Derrien et al., 2012; Pauli et al., 2012), although

lincRNA transcripts seem somewhat less efficiently spliced

(Tilgner et al., 2012).

Most annotated lincRNAs are polyadenylated, although alter-

native 30-end topologies are also occasionally observed. In

humans, there are �80 lincRNAs with circular isoforms—far

fewer than the nearly 2,000 humanmRNAswith circular isoforms

identified in the same study (Memczak et al., 2013). A few other

lincRNAs are stabilized by a triple-helical structure at their 30 end
(Brown et al., 2012; Wilusz et al., 2012) or by snoRNAs at both

ends (Yin et al., 2012).

lincRNAs from human, mouse, and zebrafish are significantly

more likely than mRNAs to overlap repetitive elements (Ulitsky

et al., 2011; Kelley and Rinn, 2012), perhaps because lincRNA

functions aremore tolerant of retrotransposon insertions. Repet-
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itive elements are also reported to play important mechanistic

roles in lincRNAs, by facilitating base pairing with other RNAs

containing repeats from the same family (Gong and Maquat,

2011) or through other, less understood mechanisms (Carrieri

et al., 2012). Tandem repeats are also prevalent and occasionally

functionally important in lincRNA genes: at least eight different

tandem-repeat groups are found in Xist, seven in the first and

functionally important exon (Nesterova et al., 2001; Elisaphenko

et al., 2008; Zhao et al., 2008), and repetitive regions were also

found within the functional domains of Miat (Tsuiji et al., 2011),

DBE-T (Cabianca et al., 2012), CDR1as/ciRS-7 (Hansen et al.,

2013; Memczak et al., 2013), and other lincRNAs.

lincRNA genes are preferentially found within 10 kb of protein-

coding genes (Bertone et al., 2004; Ponjavic et al., 2009; Jia

et al., 2010; van Bakel et al., 2010; Cabili et al., 2011; Sigova

et al., 2013), which has led to the suggestion that many lincRNAs

are byproducts of mRNA biogenesis (van Bakel et al., 2010).

Countering this idea are analyses showing that (1) genomic

colocalization persists in collections of lincRNAs supported by

independent evidence for transcription initiation and termination,

and (2) the distribution of distances between lincRNAs and

their closest protein-coding genes resembles that of adjacent

protein-coding genes (Ulitsky et al., 2011).



Studies in human, mouse, and zebrafish suggested that large

gene deserts flanking transcription-factor (TF) genes, particularly

those with roles in embryonic development, preferentially harbor

lincRNAs (Mercer et al., 2008; Guttman et al., 2009; Ulitsky et al.,

2011; Pauli et al., 2012; Wamstad et al., 2012). In vertebrates,

developmental TF genes are preferentially surrounded by long

intergenic regions (Ovcharenko et al., 2005), and these regions

are enriched in regulatory elements, such as highly conserved

noncoding elements (HCNEs), which frequently correspond to

transcriptional enhancers (Ovcharenko et al., 2005). The extent

to which lincRNAs found in gene deserts near developmental

TFs are functional or fundamentally different from other

lincRNAs is unclear. lincRNAs might preferentially fall in these

regions because (1) these lincRNAs regulate gene expression

in cis, as observed for HOTTIP (Wang et al., 2011) and Mistral

(Bertani et al., 2011); (2) the colocalized lincRNA and TF genes

might act in concert and thus benefit from coregulation, as

observed for Six3 and Six3os (Rapicavoli et al., 2010); or (3) the

multiplicity of enhancer elements around TFs might provide an

accommodating environment for the emergence of new lincRNA

genes. In offering the third possibility, we are not suggesting

that a significant number of lincRNAs can be attributed to the

transcription observed within many enhancer elements (De

Santa et al., 2010; Kim et al., 2010); these enhancer transcripts

are not typically polyadenylated, and lincRNA genes overlap

enhancers no more frequently than do protein-coding genes

(Cabili et al., 2011).

Secondary Structure
Secondary structure is important for most noncoding RNA clas-

ses, including some long noncoding RNA (Kino et al., 2010;

Maenner et al., 2010; Novikova et al., 2012; Wilusz et al.,

2012), but the prevalence of secondary structure-mediated roles

in lincRNA biology remains unknown. Indeed, when the whole

transcript is considered, lincRNAs are not predicted to be

more structured than mRNAs. The fraction of paired nucleotides

in the predicted optimal folds of the human and mouse lincRNA

transcripts resembles that of mRNAs (Managadze et al., 2011).

The amount of predicted secondary structure correlates posi-

tively with lincRNA expression levels, perhaps because more

structured lincRNAs are more stable, or because both structure

and expression correlate with G/C content (Kudla et al., 2006). In

any case, no correlation is observed between the amount of pre-

dicted secondary structure and evolutionary conservation (Man-

agadze et al., 2011).

If many lincRNAs contained short, highly structured regions

critical for function, then these lincRNAs would have regions

with evolutionary conserved secondary structures. Given aligna-

ble sequences, several computational tools (reviewed in Gorod-

kin et al., 2010) can detect such regions. Surprisingly, depending

on the lincRNA set studied, such predicted structures are either

depleted or only mildly enriched in lincRNA exons (Marques and

Ponting, 2009; I.U. and D.P.B., unpublished data). As discussed

below, it is unlikely that many additional conserved structures

have been missed due to an inability to align their corresponding

primary sequences. Conserved secondary structures thus seem

to occupy only a small fraction of the vertebrate lincRNA tran-

scriptome. Similar observations were made in C. elegans, where
the overlap between a set of noncoding RNA candidates gener-

ated using predicted-structure-based criteria and a set of tran-

script models generated using RNA-seq data was even smaller

than that expected by chance (Nam and Bartel, 2012).

These results should not be interpreted to indicate that

lincRNAs are devoid of secondary structure. Even randomly

generated RNA sequences have compact folds with secondary

structure (Schultes et al., 2005), and there is no reason to sus-

pect that lincRNAs would differ. Thus, the presence of a compu-

tationally predicted or an experimentally supported structured

region in a lincRNA is not informative for judging whether the

structure is functionally important. The emerging picture is that

for most regions of most lincRNAs, the collapse characteristic

of arbitrary RNA sequences is sufficient for lincRNA function,

with specific, evolutionarily conserved structural elements

occupying only a very small fraction of the lincRNA real estate.

Known examples of such elements include the proposed

PRC2-binding elements in Xist and the triple-helical elements

that can impart lincRNA stability (Maenner et al., 2010; Brown

et al., 2012; Wilusz et al., 2012). With additional study and

improved tools, additional examples presumably will be found.

Expression Levels
Compared to mRNA expression, lincRNA expression is typically

more variable between tissues (Cabili et al., 2011; Derrien et al.,

2012; Pauli et al., 2012), with many lincRNAs preferentially

expressed in brain and testis (Ravasi et al., 2006; Cabili et al.,

2011; Derrien et al., 2012). Expression similarity between a

lincRNA gene and its closest protein-coding neighbor is gener-

ally not greater than that between two adjacent protein-coding

genes (Cabili et al., 2011; Ulitsky et al., 2011; Pauli et al., 2012).

The median lincRNA level is only about a tenth that of the

median mRNA level (Ravasi et al., 2006; Guttman et al., 2009;

Guttman et al., 2010; Cabili et al., 2011; Ulitsky et al., 2011; Der-

rien et al., 2012; Pauli et al., 2012; Sigova et al., 2013). The extent

to which the lower level is caused by less efficient transcription or

more efficient degradation of lincRNAs remains unknown. Two

studies, one using a transcription inhibitor and the other using

pulse-chase analysis, both concluded that mRNAs and long

noncoding RNAs (including lincRNAs) have similar half-life distri-

butions (Clark et al., 2012; Tani et al., 2012). Thus, at least the

lincRNAs that accumulate to sufficient levels for quantification

in such studies are not preferentially destabilized by pathways

that degrade aberrant mRNA molecules. When comparing

different lincRNAs, the characteristics associated with increased

stability include those associated with increased mRNA stability,

such as splicing, cytoplasmic localization and G/C-rich nucleo-

tide composition (Clark et al., 2012).

Subcellular Localization
Perhaps the most common misperception of lincRNAs is that

they are predominantly localized in the nucleus. Some of the

best-studied lincRNAs, such as Xist, Malat1, Neat1, and Miat,

are almost exclusively in the nucleus (Brown et al., 1992; Hutch-

inson et al., 2007; Sone et al., 2007) and even define specific

nuclear domains (Hutchinson et al., 2007; Sone et al., 2007;

Clemsonet al., 2009).However, other studied lincRNAsare found

mostly in the cytoplasm (Coccia et al., 1992; Kino et al., 2010;
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Yoon et al., 2012). When RNA is sequenced from nuclear and

cytoplasmic fractions, lincRNAs have a �2-fold enrichment in

the nuclear fraction relative to mRNAs in five of the six human

cell types examined (Derrien et al., 2012). In the remaining cell

type, NHEK cells, the lincRNA distribution is no different than

that of mRNAs. Similarly, we observe a 3-fold relative enrichment

in the nucleus using data fromMCF-7 cells (Figure 2E). However,

because polyadenylated RNA species in the cell (dominated

by cytoplasmic mRNAs) are not equally distributed between

nucleus and cytoplasm, these relative enrichments do not

accurately represent absolute enrichments. Therefore, although

many lincRNAs are exclusively or predominantly nuclear

(Figure 2E), the observed %3-fold nuclear enrichments of

lincRNAs relative to mRNAs refute the notion that as a group,

currently annotated lincRNAs are predominantly localized in the

nucleus. Consider, for example, cells in which the typical

mRNA is six times more abundant in the cytoplasm than in the

nucleus. With 3-fold relative nuclear enrichment, the typical

lincRNAwould still be two timesmore abundant in the cytoplasm

than in the nucleus. Bearing in mind that some lincRNAs might

act in the nucleus before making their way to the cytoplasm,

the current picture is that most lincRNAs spend most of their

time in the cytoplasm. Themore specific localization of lincRNAs

within either the cytoplasm or nucleus, as well as the factors and

sequence elements that dictate this localization, remain largely

unexplored.

lincRNA Evolution
Our understanding of other noncoding RNAs has been greatly

advanced by studying conservation patterns within their genes

and between the noncoding RNAs and their interaction partners

(Woese et al., 1980; Michel and Westhof, 1990; Bartel, 2009).

Likewise, analyzing the natural selection pressures acting on

noncoding RNAs can identify elements and structures important

for function. This analysis can also suggest which lincRNAs are

functional, provide important clues to their modes of action

and identify relevant model organisms for studying the biology

of human lincRNAs.

Rapid Evolutionary Turnover of lincRNA Sequences
In stark contrast to mRNAs and many classes of noncoding

RNAs, mammalian lincRNAs lack known orthologs in species

outside of vertebrates. One possible exception is the Telomeric

repeat-containing RNA (Terra), which is conserved between hu-

man and yeast but is a nonconventional lincRNA in that only a

small fraction of its transcripts is polyadenylated (reviewed in

Feuerhahn et al., 2010).

Compared to protein-coding sequences, most of which are

highly conserved throughout vertebrates, lincRNA sequences

evolve very rapidly. Less than 6% of zebrafish lincRNAs have

detectable sequence conservation with human or mouse

lincRNAs (Ulitsky et al., 2011), and only �12% of human and

mouse lincRNAs appear to be conserved in the other species

(Church et al., 2009; Cabili et al., 2011). Within rodents, only

�60% of the lincRNAs (compared to >90% of mRNAs)

expressed in Mus musculus liver have alignable counterparts

expressed in the livers of Mus castaneus and rat (Kutter et al.,

2012), which shared common ancestors with M. musculus only
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�1 and �15 million years ago, respectively. Interestingly, the

presence of a lineage-specific lincRNA gene correlates with

higher expression of adjacent protein-coding genes in that line-

age (Kutter et al., 2012).

Despite their rapid evolution, lincRNA sequences display

detectable, albeit weak, signatures of natural selection. Mem-

bers of an initial lincRNA catalog in mouse (Okazaki et al.,

2002) were poorly conserved when evaluated using mouse-rat

and mouse-human genome alignments (Wang et al., 2004).

More recently, improved identification and filtering of lincRNA

candidates and improved methods for estimating conservation

have led to evidence that lincRNA exons are more conserved

than intergenic regions but significantly less than either coding

or noncoding portions of mRNA exons (Ponjavic et al., 2007;

Guttman et al., 2009; Khalil et al., 2009; Marques and Ponting,

2009; Ulitsky et al., 2011; Derrien et al., 2012). Interestingly, fly

lincRNAs (which are much shorter than mammalian lincRNAs)

appear better conserved at the sequence level, evolving faster

than ORFs but slower than 30UTRs and intergenic regions

(Young et al., 2012) (I.U., unpublished data).

Is lincRNA Sequence Conservation Currently
Overestimated or Underestimated?
Even the modest magnitude of the sequence conservation

reported within lincRNA exons might be overestimated. Conser-

vation scores and substitution rates used to evaluate lincRNA

sequence conservation are derived from whole-genome align-

ments, which compare genome rather than lincRNA sequences.

For example, the presence of a segment homologous to a human

lincRNA exon in the chicken genome does not necessary imply

that the homologous segment is part of a chicken lincRNA. In

chicken, this segment might be transcribed as part of an

mRNA or might not be transcribed at all. Indeed, when exons

of human or mouse lincRNAs are traced to the zebrafish genome

through whole-genome alignments, the corresponding regions

rarely overlap zebrafish lincRNAs, and in about a third of the

cases they overlap zebrafish mRNAs (Ulitsky et al., 2011). In

another example, although both potentially functional regions

in the human Hotair lincRNA appear to be conserved in the

mouse genome (He et al., 2011) only the 30 region appears to

be part of the murine Hotair homolog (Schorderet and Duboule,

2011). Possible explanations for mapping to non-lincRNA

annotations include annotation errors, interconversion between

coding and noncoding transcripts during evolution (discussed

below), or selective pressures on DNA elements, such as

transcriptional enhancers, that overlap lincRNA genes. To the

extent that any of these explanations are relevant, even the

modest sequence conservation reported in lincRNA exons

might overestimate the selective pressures acting to preserve

lincRNA function. Obtaining more informative conservation

estimates will require more comprehensive lincRNA catalogs in

multiple vertebrate species so that lincRNAs can be compared

to lincRNAs rather than to genomic alignments.

Why are lincRNA sequences so poorly conserved? Perhaps

the fraction of lincRNAs that are nonfunctional is large, and

thus changes in most lincRNA sequences exact no fitness

cost. Alternatively, existing approaches for comparing genomic

sequences, which rely heavily on stretches of high sequence



conservation, might be poorly suited for detecting homology

between lincRNAs. One idea is that lincRNAs might be

under pressure to conserve structure but not sequence, and

thus homologs would be missed with methods that focus on

primary-sequence homology. However, pressures to conserve

secondary structure also substantially slow down changes in

the corresponding primary sequence, such that the evolutionary

time needed to erase primary-sequence similarity within a

conserved secondary structure is probably far too long to have

occurred within the mammalian clade. Nonetheless, as illus-

trated below, detailed comparative analyses of specific lincR-

NAs supports the notion that lincRNA conservation has been

systematically underestimated for other reasons.

Because finding optimal alignments between long sequences

is time and resource consuming, the BLAST heuristic is typically

used to identify sequence homologs or generate whole-genome

alignments. BLAST accelerates search of similar sequences by

identifying short regions of high sequence conservation and

then refining the sequence alignments around these regions (Alt-

schul et al., 1997). This approach is very powerful in many cases,

and for the past 15 years BLAST has served as a major bioinfor-

matics workhorse. However, BLAST as well as more sensitive

tools often fail to identify sequence conservation in cases for

which synteny and other genomic evidence strongly indicate

that the corresponding lincRNAs are orthologous. Some im-

provements to BLAST designed to detect homology among

RNA genes have been proposed (Bussotti et al., 2011), but

more substantial increases in sensitivity await better under-

standing of the nature of selective pressures acting on lincRNA

loci. Described below are case studies for six lincRNAs (Xist,

Cyrano, Megamind, Miat, Malat1, and PAN), which illustrate

the challenges of using existing methods for examining lincRNA

evolution.

X-inactive specific transcript (Xist) is a master regulator of X

chromosome inactivation in eutherian mammals (Brockdorff

et al., 1992; Brown et al., 1992; Penny et al., 1996). Although

poorly conserved throughout most of its sequence, Xist is

conserved in its exon-intron structure, with a consensus of ten

exons (Nesterova et al., 2001; Elisaphenko et al., 2008). Xist

and at least three additional lincRNAs in the X-inactivation center

descended from protein-coding genes still present in other am-

niotes (Duret et al., 2006). Although regions of sequence similar-

ity are observed between at least four mammalian Xist exons and

six chicken Lnx3mRNA exons (Elisaphenko et al., 2008), none of

these are evident in current whole-genome alignments. Xist

sequences in contemporary species contain multiple ancient

and conserved repeats alongside young and species-specific

repeats originating from mobile elements, as the repetitive frac-

tion of Xist increased from about 4.4% in the eutherian ancestor

to as much as 12.4% in the human (Elisaphenko et al., 2008).

Interestingly, the first exon of Xist, which contains most of the

known functional repetitive elements (Beletskii et al., 2001;

Wutz et al., 2002; Sarma et al., 2010), is characterized by low

PhastCons scores, perhaps because some of these repeats

contain short functional sequences interspersed among poorly

conserved spacers (Wutz et al., 2002). In contrast, although

the most obvious sequence conservation resides in exon 4,

deleting this exon does not affect X inactivation (Caparros
et al., 2002). Xist thus illustrates significant challenges for

comparative analysis; due to its size and sequence divergence

among mammals, and despite its functional importance, Xist

appears quite poorly conserved when inspected through the

lens of whole-genome alignments.

TheCyrano lincRNA is conserved throughout vertebrates (with

the potential exception of lizards) and is required for proper

morphogenesis and neurogenesis in zebrafish (Ulitsky et al.,

2011). Within the most conserved region of Cyrano is a 26 nt

site that pairs to the miR-7 miRNA and is perfectly conserved

in at least 55 vertebrates from human to lamprey (Ulitsky et al.,

2011). In addition to this conserved site, Cyrano orthologs share

similar exon-intron architectures (Figure 3A) and multiple shorter

(<10 nt) highly conserved sites (I.U. and D.P.B., unpublished

data). Although the human ortholog can rescue the Cyrano

knockdown in zebrafish, the human and fish genes do not align

with each other in whole-genome alignments (Figure 3A). This

alignment failure occurs because the signal for sequence similar-

ity does not exceed detection thresholds when considered in the

context of full-genome pairwise comparisons, even though

BLASTN detects a conserved 67 nt segment when the human

and zebrafish Cyrano genes are directly compared.

Megamind is also conserved throughout vertebrates and

required for proper brain development in zebrafish (Ulitsky

et al., 2011). Unlike Cyrano, Megamind lacks stretches of

consecutive highly conserved bases but instead contains 40

positions with at least 90% identity in over 50 vertebrates, which

appear at phased positions within a 95 nt region. Even with the

most permissive parameter settings, BLASTN fails to identify

Megamind homologs in EST collections from some fish. These

homologs are nonetheless identified with high statistical signifi-

cance using a hiddenMarkovmodel trained using theMegamind

conserved regions (Ulitsky et al., 2011). The reliance of BLAST on

contiguous stretches of high conservation is thus a substantial

limitation when comparing sequences in which highly conserved

positions are intermingled with rapidly evolving ones.

Miat (also called Gomafu or Rncr2) was originally discovered

as a lincRNA highly enriched in specific neurons in mouse retina

(Blackshaw et al., 2004; Sone et al., 2007) and later found to be

more widely expressed in the nervous system and cultured neu-

rons, where it specifies cell identify (Sone et al., 2007; Rapicavoli

et al., 2010). Miat sequence variants are also associated with

increased risk of myocardial infarction (Ishii et al., 2006). Miat

is retained in the nucleus in mammalian and avian cells, and de-

fines a subnuclear domain that does not overlap with other nu-

clear bodies (Sone et al., 2007; Tsuiji et al., 2011). Although

Miat appears to be restricted to mammals in whole-genome

alignments based on the human andmouse genomes, orthologs

are present in syntenic positions of chicken and frog (Figure 3B)

(Rapicavoli et al., 2010; Tsuiji et al., 2011). These homologs all

contain a relatively short region with multiple copies of the (U)

ACUAAC(C) motif, which resembles the intron branch point

and can bind to Splicing factor 1 (Sf1) (Rapicavoli et al., 2010;

Tsuiji et al., 2011). This region maps to the last exon within

Miat orthologs but is nested in rapidly evolving sequence, and

apart from the motif repeats, sequence similarity within the re-

gion is sparse (Figure 3B). Indeed, BLASTN finds no significant

similarity between human and frog Miat and only a short
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Figure 3. Evolution of Cyrano and Miat lincRNAs
(A) Cyrano. Gene models from the indicated species are shown, together with the PhastCons track. The gray bar indicates a�70 nt region of homology detected
in a focused search, starting with the zebrafish ortholog.
(B) Miat. Gene models from the indicated species are shown, together with the PhastCons track. The gray box indicates a region in the last exon that contains
multiple copies of the (U)ACUAAC(C) motif, as shown for human and frog.
(<30 bp) region of similarity between human and chicken

sequences.

Malat1 is an exceptionally highly expressed, nuclear-retained,

single-exon lincRNA that was originally identified in metastatic

tumors (Ji et al., 2003). Although Malat1 helps organize nuclear

speckle domains, which contain splicing factors (Tripathi et al.,

2010), it is not essential for life and development in mouse

(Eißmann et al., 2012; Nakagawa et al., 2012; Zhang et al.,

2012). The most abundantMalat1 isoform is not polyadenylated,

and its 30 end instead forms a triple-helical RNA structure (Brown

et al., 2012; Wilusz et al., 2012). This 30 end is generated by

RNase P cleavage of the nascent transcript, which releases
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the 61 ntMalat1-associated small cytoplasmic RNA (mascRNA).

Malat1was originally considered a mammalian-specific lincRNA

(Hutchinson et al., 2007; Tripathi et al., 2010) and only more

recently found in other vertebrates (Stadler, 2010; Ulitsky et al.,

2011). Although the entire genomic region appears to have

been lost in the avian clade,Malat1 orthologs appear in syntenic

genomic positions near Scyl1 in mammals, frogs, and fish. The

zebrafish malat1 shares striking features with the mammalian

Malat1, including similar length of �7 kb, very high expression

levels, no apparent introns, a noncanonical 30 end, and a

canonical yet inefficient polyadenylation site �4 kb after the

transcription start site (Figure 4A). However, apart from its



Figure 4. Evolution of the Malat1 and Neat1 lincRNAs
(A) Malat1 gene models from the indicated species are shown, together with the PhastCons track indicating homology to the human genome detected in the
whole-genome alignments. The gray box corresponds to the region of sequence similarity at the 30 end of Malat1.
(B) The human NEAT1/MALAT1 locus.
(C) Neat1 and its similarities with Malat1. The human gene models are shown, together with annotated repeats and the PhastCons track for Neat1.
30 terminal region, which includes the mascRNA and another

short (<70 bases) segment of homology (Figure 4A), themamma-

lianMalat1 gene has no recognizable sequence similarity with its

fish counterpart.

Several features of the PAN lincRNA from Kaposi’s sarcoma-

associated herpesvirus (KSHV) resemble those of Malat1 (Sun

et al., 1996; Tycowski et al., 2012). Like Malat1, PAN is a long,

unspliced, very abundantly expressed lincRNA that ends with tri-

ple-helical RNA element essential for its accumulation (Conrad

et al., 2006; Mitton-Fry et al., 2010). A computational approach

that relied on sequence and structure similarity identified homol-

ogous elements in six other viral genomes, including two addi-
tional gammaherpesviruses (Tycowski et al., 2012). Moreover,

the elements in the other gammaherpesviruses occur at ends

of lincRNAs that have similar lengths and syntenic positions

withPAN but share little to no other detectable sequence similar-

ity with PAN. These presumed homologs could be identified

using a tailored bioinformatics approach but not a conventional

sequence-homology search.

As the previous examples each illustrate, sequence-homology

search tools often fail to detect known lincRNA orthologs. To

the extent that orthologs are missed, metrics that depend

on whole-genome alignments or other output from these

tools will underestimate lincRNA conservation. Countering this
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underestimate are the false-positive orthologs arising from

alignments to nonlincRNA sequences, described at the

beginning of this section. Thus, the question as to whether

lincRNA sequence conservation is currently overestimated

or underestimated remains open, with the answer awaiting

improved tools and more comprehensive lincRNA catalogs

from more species.

lincRNA Synteny despite Undetectable Sequence
Conservation
Some lincRNAs are at conserved genomic locations, with

conserved exon-intron structures yet no detectable sequence

conservation. For example, protein-coding genes adjacent to

a lincRNA gene in zebrafish are more likely to have orthologs

adjacent to lincRNA genes in human or mouse, even when all

lincRNAs with sequence homology are excluded from the

analysis (Ulitsky et al., 2011). Importantly, this enrichment

remains significant after controlling for the fact that some

genes (particularly those of developmental transcriptional

regulators) tend to be far from other protein-coding genes

and are therefore more likely to be adjacent to lincRNA genes.

Perhaps these lincRNAs have conserved sequence-dependent

functions, yet their sequences are too divergent to be detected

with existing tools. The examples of conserved lincRNAs with

limited sequence conservation listed above suggest that this

scenario is relevant for at least some lincRNAs. Alternatively,

the act of transcription rather than the identity of the tran-

scribed RNA might be important, in which case, the inability

to detect lincRNA sequence conservation would accurately

reflect an absence of sequence-based posttranscriptional

function.

Evolutionary Trajectories of lincRNA Genes
The low levels of sequence conservation observed in vertebrates

point to either rapid sequence evolution or frequent gain and loss

of lincRNA genes (Ulitsky et al., 2011). With respect to the gain of

new genes, three evolutionary scenarios might be considered.

New lincRNA genes might originate from either ancestral pro-

tein-coding genes; duplication and divergence of other lincRNA

genes; or de novo, from intergenic DNA (Ponting et al., 2009).

Although the origins of most mammalian lincRNAs are unknown,

examples below illustrate the first two of these three evolutionary

possibilities.

As mentioned previously, Xist evolved from a protein-coding

gene Lnx3 that is still present in noneutherian vertebrates (Duret

et al., 2006). Because pseudogenization is a rather common

event, and many pseudogenes are transcribed (Pink et al.,

2011; Pei et al., 2012), other lincRNAs might have similar origins.

Because analyses of expression and conservation patterns of

pseudogenes are complicated by their sequence-similar pro-

tein-coding relatives, pseudogenes are typically excluded from

lincRNA collections. Nevertheless, the sequences of at least 68

human pseudogenes appear to be under selection in mammals

(Khachane and Harrison, 2009), and an increasing number of

pseudogenes are reported to have noncoding functions. Some

contain inverted repeats or are transcribed in the antisense

orientation, triggering RNAi-mediated repression of their pro-

tein-coding cousins in the oocyte (Tam et al., 2008; Watanabe
38 Cell 154, July 3, 2013 ª2013 Elsevier Inc.
et al., 2008). Others are proposed to influence mRNA regulation

by binding and depleting trans-acting factors (reviewed in Pink

et al., 2011), although this mechanism is often implausible

when considering the unfavorable stoichiometry between the

pseudogene transcripts and the factors (Ebert and Sharp,

2010). The emergence of new lincRNA genes from protein-

coding genes might often occur through neofunctionalization

of the pseudogene. In addition, the observation of transcripts

possessing both coding and noncoding functions opens the

alternative possibility for duplication and subfunctionalization

of bifunctional ancestral genes.

New genes can also emerge from the opposite direction, with

ancestral noncoding transcripts serving as raw material for the

birth of novel protein-coding genes. Candidates for such an

event include 24 predicted human protein-coding genes of at

least 50 aa that in other primates have homologous genes that

do not appear to code for sufficiently homologous proteins (Xie

et al., 2012), with similar phenomena observed in other species

(Cai et al., 2008; Carvunis et al., 2012). Although detecting

most of the older protein-coding gene birthing events will be

more difficult, examples might be detected if the coding tran-

script retained a noncoding function that constrained its

sequence. Indeed, a zebrafish lincRNA gene conserved in tele-

osts and chondrichthyes appears to have acquired a functional

protein-coding region in the tetrapod lineage (Ulitsky et al.,

2011). The conserved noncoding region of these genes has a

conserved predicted secondary structure (I.U. and D.P.B.,

unpublished data), which further supports the model of a

conserved noncoding element residing within an ancient

lincRNA that later evolved a short, functional protein-coding

region to become a bifunctional mRNA.

Within a species, lincRNA sequences are rarely similar to each

other (Ulitsky et al., 2011; Derrien et al., 2012), and with few

exceptions (e.g., megamind; Ulitsky et al., 2011) most studied

lincRNAs appear in single copies in vertebrate genomes. Thus,

lincRNAs rarely originate from duplication of other lincRNAs,

or their similarity becomes undetectable rapidly after duplica-

tion. Support for the latter explanation is found in one of the

few clear examples of lincRNA duplication. In mammalian

genomes, Neat1 appears immediately upstream of Malat1, in

tandem orientation suggestive of an ancestral gene duplication

(Figure 4B) (Stadler, 2010). Neat1 has two isoforms that

resemble the two Malat1 isoforms (Figure 4C). These are the

3.7 kb Menε, which ends with a canonical polyadenylation

site, and the 22.7 kb Menb, which shares its 50 end with Menε

and the mechanism of its 30-end formation and a triple-helical

terminal structure with the longer Malat1 isoform (Brown et al.,

2012; Wilusz et al., 2012). Malat1 and Neat1 lincRNAs each

localize to specific nuclear domains, Malat1 to the nuclear

speckles and Neat1 to the paraspeckles (Hutchinson et al.,

2007). Despite these many lines of evidence for shared ancestry,

comparison of the human Neat1 and Malat1 sequences reveals

no homology beyond a short stretch at the very 30 end, which

includes the triple-helical element and downstream structure

required for RNase P cleavage. Presumably other duplicated

lincRNA genes also underwent similarly rapid divergence

following their duplication, thereby obscuring their common

origins.



Figure 5. Diverse Mechanisms Proposed for lincRNA Function
Modes of action include cotranscriptional regulation (e.g., through either the
interaction of factors with the nascent lincRNA transcript or the act of tran-
scribing through a regulatory region), regulation of gene expression in cis or in
trans through recruitment of proteins or molecular complexes to specific loci,
scaffolding of nuclear or cytoplasmic complexes, titration of RNA-binding
factors, and pairing with other RNAs to trigger posttranscriptional regulation.
The two latter mechanisms are illustrated in the cytoplasm (where they are
more frequently reported) but could also occur in the nucleus. Additional
mechanisms will presumably be proposed as additional functions of lincRNAs
are discovered.
Mechanisms of Action
Little is known about the biological roles of lincRNAs, and even

less about how they carry out those roles, but several potential

mechanisms for nuclear and cytoplasmic lincRNAs have been
suggested based on the few relatively well-studied examples

(Figure 5). lincRNAs might act through a broad array of mecha-

nisms, which would be consistent with the wide variety of sub-

cellular localizations, expression levels, and stabilities observed

for lincRNAs in mammalian cells.

The potential mechanisms of lincRNA function can be divided

into three groups: (1) those that rely solely on the act of transcrip-

tion or on the nascent RNA; (2) those that require the processed

RNA yet depend on the site of transcription; and (3) those that are

independent of the site of transcription. A major difference

between the first two groups and the last one is in whether the

direct targets of the lincRNA activity are found only in proximity

to the lincRNA gene (cis targets, groups 1 and 2), or anywhere

in the cell (trans targets, group 3).

Thewell-studied examples of cis-acting chromatin-associated

lincRNAs include some of the lincRNAs transcribed from and

acting at the X-inactivation center (reviewed in Lee, 2009; Augui

et al., 2011). Which features of these lincRNAs are unique to

X-inactivation biology and which are relevant to other lincRNAs

is unclear. Examples of other cis-regulatory lincRNAs include

ncRNA-a1-7,Hottip, andMistral, the perturbation of which leads

to decreased expression of some nearby genes (Ørom et al.,

2010; Bertani et al., 2011; Wang et al., 2011; Lai et al., 2013).

A single cis-acting molecule might be able to target a neigh-

boring locus, which would explain the relatively low expres-

sion levels of many lincRNAs. A prevalence of cis-regulatory

lincRNAs would also explain the significant synteny of lincRNA

loci from distant vertebrates and their generally limited sequence

conservation. A potential mechanism by which cis-acting

lincRNAs might function without performing any sequence-

specific activities would be for the nascent lincRNA transcripts

to flag regions of open, transcriptionally competent chromatin

through the recruitment of promiscuous RNA-binding proteins.

Despite known cis-acting examples and the above-mentioned

arguments favoring the prevalence of cis-acting function, other

observations challenge the notion that most lincRNAs act in

cis-regulatory circuits. lincRNA knockdown in mouse embryonic

stem cells rarely changes the expression of neighboring genes,

with mRNA levels of one of the 20 closest neighbors of the

lincRNA affected in <10% of the cases examined (Guttman

et al., 2011). Moreover, only about 3% of the human lincRNAs

have expression profiles strongly correlated with those of their

neighbors (compared with 1.5% for mRNAs), and strong nega-

tive correlations are exceedingly rare (Derrien et al., 2012),

arguing against widespread effects of lincRNA expression on

neighboring regulatory programs. Further evidence favoring

trans functions is the observation that most lincRNA are predom-

inantly cytoplasmic (Figure 2E), which suggests that many might

function in the cytosol and thus would not be cis-acting. More

information on the relative prevalence of cis and trans mech-

anisms will come from genome-wide approaches to study

lincRNA chromatin occupancy as well as focused studies of

additional lincRNAs.

Interactions between lincRNAs and Other Cellular
Factors
As expected, increasing evidence suggests that many lincRNAs

function through specific interactions with other cellular factors,
Cell 154, July 3, 2013 ª2013 Elsevier Inc. 39



namely proteins, DNA, and other RNA molecules. Much effort is

being devoted to finding these interacting partners as a strategy

for gaining insight into molecular mechanism.

A popular view is that many lincRNAs regulate gene expres-

sion by directing chromatin-modification complexes to specific

target regions (Rinn and Chang, 2012). This view is based on ob-

servations from somewell-studied lincRNAs, such as Xist (Penny

et al., 1996), Hotair (Tsai et al., 2010), Hottip (Wang et al., 2011),

and Mistral (Bertani et al., 2011), and the mechanistic under-

standing of long RNAs that overlap the protein-coding regions

of their targets (and hence are not classified as lincRNAs),

such as Air (Sleutels et al., 2002), Kncq1ot1 (Pandey et al.,

2008), and Anril (Yap et al., 2010). Accordingly, most studies of

lincRNA-associated proteins have focused on chromatin fac-

tors. For example, lincRNAs are reported to associate with

CTCF (Yao et al., 2010), YY1 (Jeon and Lee, 2011), Mediator

(Lai et al., 2013), WDR5 (Wang et al., 2011; Gomez et al., 2013;

Grote et al., 2013), LDS1 (Tsai et al., 2010), and the polycomb

complexes PRC1 (Schoeftner et al., 2006) and PRC2 (Rinn

et al., 2007; Zhao et al., 2008; Tsai et al., 2010; Grote et al.,

2013; Klattenhoff et al., 2013), although the extent to which

some of these interactions are direct and specific remains

controversial (Brockdorff, 2013). Conversely, searches for tran-

scripts associated with PRC2 detect significant fractions

(�20% in human and �10% in mouse) of annotated lincRNAs

(Khalil et al., 2009; Zhao et al., 2010; Guttman et al., 2011). The

functional outcomes of these binding events are unclear, as

lincRNAs account for a relatively small fraction of the PRC2-

RNA interactome, and lincRNAs reported to be associated with

PRC2 in human and mouse have no overlap (Zhao et al.,

2010). Another large-scale study found that as many as 30%

of lincRNAs expressed in mouse embryonic stem cells are asso-

ciated with at least one of 11 chromatin regulators (Guttman

et al., 2011), although some of these interactions may be indirect

and mediated by protein-protein interactions (Brockdorff, 2013).

The nature of the lincRNA-protein recognition, and whether it re-

lies primarily on RNA primary sequence or on structural features,

remains largely unknown, as regions mediating lincRNA-protein

interactions have been identified in only a few cases, and these

regions are currently too large to suggest how binding specificity

is achieved (Huarte et al., 2010; Murthy and Rangarajan, 2010).

Part of the appeal of lincRNAs acting to direct chromatin-

modifying complexes to DNA is that it would help solve the

mystery of how protein complexes without intrinsic sequence-

specific DNA-binding ability, such as the polycomb complex,

find their DNA targets. However, this model pushes to the fore

the questions of how these proteins recognize RNA, how the

low abundance of most lincRNAs can be reconciled with roles

in recruiting protein complexes to hundreds or thousands of

genomic loci, and how lincRNAs might recognize DNA targets.

lincRNAs might recognize specific regions in genome through

direct interactions with the DNA. One way to do this would be

to act as a nascent transcript, while still tethered to the DNA

by the RNA polymerase, as occurs for transcripts targeted by

the endogenous small interfering RNAs (siRNAs) that direct

chromatin silencing in fission yeast (Moazed, 2009). In theory,

lincRNAs might also directly recognize DNA by other mecha-

nisms, either through triplex interactions with the Hoogstein
40 Cell 154, July 3, 2013 ª2013 Elsevier Inc.
face of purine stacks within the DNA duplex (Frank-Kamenetskii

andMirkin, 1995) or through base-pairing interactions with single

strands within an unwound region of the DNA. Such interactions

might be facilitated by proteins that could either help stabilize the

base triples or help melt the DNA to enable RNA pairing. Alterna-

tively, lincRNAs might recognize specific genomic regions

through indirect interactions, either base pairing with nascent

transcripts or interacting with DNA-binding proteins or com-

plexes. Identification of principles that guide lincRNAs to specific

chromatin regions will benefit from methods for high-throughput

identification of target regions akin to the recent genome-wide

isolation and sequencing of DNA associated with an RNA of

interest (Chu et al., 2011; Simon et al., 2011).

Many lincRNAs presumably have functions unrelated to chro-

matin modification. An appealing way for these lincRNAs to form

interactions is through base pairing with other RNA molecules,

as this is the way that members of other classes of noncoding

RNAs (e.g., tRNAs, snRNAs, snoRNAs, and microRNAs) interact

with their targets and partners. For example, antisense Uchl1

regulates Uchl1 translation by pairing to a segment of its

50UTR (transcribed from an overlapping genomic region) (Carrieri

et al., 2012), and the TINCR lincRNA is reported to pair with and

stabilize mRNAs containing a 25 nt motif (Kretz et al., 2013). For-

mation of double-stranded RNA by a lincRNA and its target

might also activate downstream pathways. For example, a group

of Alu repeat-containing RNAs are reported to repress targets

with sequence-similar complementary Alu elements in their

30UTRs via the Staufen 1 (STAU1)-mediated mRNA decay

pathway (Gong and Maquat, 2011). Another proposed function

of mammalian lincRNAs is to pair to microRNAs and titrate

them away from their mRNA targets, as can be done using arti-

ficial ‘‘sponge’’ RNAs (Ebert et al., 2007) and as observed for

select plant and viral RNAs (Franco-Zorrilla et al., 2007; Cazalla

et al., 2010). In mammals, however, nearly all of the proposed

‘‘competing endogenous RNAs’’ fail to reach levels sufficiently

high to achieve consequential miRNA titration. The most notable

exception is CDR1as/ciRS-7, a highly expressed circular RNA

with more than 70 conserved miR-7 target sites (Hansen et al.,

2013; Memczak et al., 2013). The paucity of other highly ex-

pressed noncoding RNAs with many target sites argues against

the widespread function of lincRNAs as microRNA sponges.

Nonetheless,Cyrano illustrates that lincRNA function can require

microRNA pairing, presumably for purposes other than titration

(Ulitsky et al., 2011).

A compelling idea is that many lincRNAs might make use of

interactions with protein, DNA, and other RNAs to act as scaf-

folds to bring together different proteins or bridging protein

complexes and specific chromatin regions (Guttman and Rinn,

2012). For example, Neat1/Menb and Malat1 bind multiple

proteins localizing to the paraspeckles and nuclear speckles,

respectively, and Menb is essential for paraspeckle formation

(Clemson et al., 2009; Sunwoo et al., 2009; Murthy and Rangar-

ajan, 2010; Souquere et al., 2010; Tripathi et al., 2010). With the

recognition that most lincRNAs are mostly cytoplasmic, we sug-

gest that this scaffolding mechanism might also play important

roles in the cytosol. The binding of a lincRNA to a protein might

also regulate the protein activity. For example, lincRNA binding

was shown to affect the action of some transcription regulators,



including Tsl (Wang et al., 2008) and Nfat (Willingham et al.,

2005). One possible mechanism is for the lincRNA to act as a

decoy that titrates the protein away from its potential targets,

as has been reported for lincRNA Gas5 and glucocorticoid

receptor (Kino et al., 2010), PANDA and NF-Y (Hung et al.,

2011), sno-lncRNAs and Fox2 (Yin et al., 2012), and Gadd7

and TDP-43 (Liu et al., 2012b). However, when considering

that most proteins accumulate to many more molecules per

cell than do their corresponding mRNAs and that the typical

mRNA is still expressed at higher levels than the typical lincRNA,

the titrationmechanism seems possible for only a small subset of

lincRNAs.

Concluding Remarks
lincRNA research is at a very interesting juncture—thousands of

lincRNA genes have been identified, and the diverse functional

and mechanistic underpinnings of a few well-studied examples

suggest that many of these (hundreds, if not more) might

participate in important and diverse aspects of biology. Recent

observations regarding lincRNA genomics and evolution, such

as their frequently cytoplasmic accumulation or their frequently

syntenic loci despite undetectable sequence conservation,

only add to the mysteries of lincRNA function and mechanism.

With all this intrigue, biologists with diverse interests and back-

grounds are exploring how lincRNAs might participate in the

biological processes that they study. To do so, some are also

expanding the experimental toolbox for interrogating lincRNA

function and mechanism by developing improved tools for

comparative genomics and for high-throughput identification of

binding partners. The insights on the horizon will help separate

this rag-tag set of transcripts into coherent, well-defined sub-

classes, thereby enabling the information gained from the study

of one lincRNA to be more reliably leveraged for the under-

standing of many others, and ultimately providing a firm grasp

on how many of the thousands of lincRNA genes found in the

cell are functional.
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