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Abstract

In this paper, the extremal principle which results in variational solutions

to the general transport equation is presented. Due to the non-self adjoint

character of the transport equation the variational solutions are obtained

by applying the variation to the fluctuation alone. The effectiveness of the

method is demonstrated for various forms of the phenomenological coeffi-

cients. In general the accuracy of the method is very good (errors < 1%).

The execution time is reduced by an order of magnitude when compared to

standaed finite differencing techniques. The procedure is extended to a set

of N differential equations.

1 Introduction

The importance of variational methods in the development of theoretical

physics, both classical and quantum (modern), has long been appreciated.

Extremal principles have given rise to the energy concept which forms the

basis for visualizing the behavior of complex mechanical systems. [1] For ex-

ample the equations of motion, and thus the behavior, of the system shown

in Fig. 1 can not be easily deduced from simple force displacement consid-

erations. However, by considering the energy (both kinetic and potential)

associated with the system the equations of motion can be deduced in a
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Figure 1: A typical mechanical system whose equations of motion are diffi-
cult to obtain by simply considering force balance relations. The equations
can be obtained easily by considering the Lagrangian of the system

straight forward manner by considering the extremal of a function "the La-

grangian" which is related to macroscopic energy content of the system.[2]

In addition to- this conceptual advantage, extremal "variational" prin-

ciples can be effective in the construction of solutions to mechanical prob-

lems. In this case, the equations describing the behavior of the system are

known apriori and their solution, under certain constraints (boundary con-

ditions, and initial conditions), is obtained through the use of variational

principles. [3]

Since transport equations in general characterize dissipative systems, the

Lagrangian formulation of such a problem falls outside the "classical" range

of variational applications.[2,4] In general the Lagrangian formulation of a

dissipative system may be considered an extension of classical variational

calculus to non-self-adjoint problems. This extension is made possible by

applying the variational principle to the fluctuation alone.

In this work the variational formulation of the transport equation is pre-

sented in its generality. First, a brief review of the variational procedure,
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by which solutions to a certain set of equations can be obtained, is pre-

sented in section 2. Second, in section 3 the theory behind the variational

formulation for dissipative (non-self-adjoint) systems is developed. Third,
the variational formulation of the heat equation including both non-linear
thermal conductivity and convective terms is presented in section 4, and
solutions obtained by the variational methods are compared to "exact" so-

lutions in section 6. Finally, in section 7 the variational formulation for a

system of N transport equations is presented.

2 Variational formulation: General Remarks

The equations describing the behavior of a physical system are put in the

variational form by introducing the integral

S= fLd (1)

where L, the Lagrangian density, is a function of functions [5] of the basic

system parameters (i.e. space and time), and the generalized coordinates

(i.e. dependent variables) a,, - -- , an.

L = L (aj; f(x, t)) (j = 1, -- -,n) (2)

where f(x, t) is the function characterising the system.

In general, the solution of physical problems via the variational formu-

lation is a three step process. First, the functional C "Lagrangian" must be

found whose first variation, 8L, yields the equation(s) describing the system

as its "Euler equation". Second, a set of functions characterizing the solu-

tion must be determined. These "trial functions", which are given in terms

of certain number of undetermined coefficients, the generalized coordinates,

a1 , - - -, an, are in turn substituted into the functional L. Third, by taking

the variations

-- =0 (j=1,-..,n) (3)
6aj
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a set of equations (differential or algebraic) are derived whose solution gives

the values of a, required for making the Lagrangian stationary.[1,3] Once

the third step has been completed the solution is found by substituting the

values of a, into the assumed trial functions.

In section 4, the variational formulation of the heat equation will be

obtained by following the above three steps.

3 Lagrangian Formulation of Dissipative Sys-
tems

It is known from studies of classical thermodynamics that entropy produc-

tion gives a measure of the approach to equilibrium of physical systems ex-

cibiting reversible processes.[6] It is then important to investigate whether

there is any function which for the case of dissipative systems could corre-

spond to the role that the Lagrangian function plays in the development of

classical and quantum mechanics.

It has been shown that for dissipative systems there exists the quantity

db = I FjdQj dV < 0 (4)

which holds during the time evolution of the system without reference to the

relation between the forces Fj and the fluxes Q,. [7,8] The inequality given

by Eq. (4) is so general that it has been called a universal evolution criterion

valid throughout the whole range of macroscopic physics.[9] In general the

function D is called the "local potential". This local potential if it exists

for the physical system under investigation is equivalent to the Lagrangian

used in classical mechanics. By investigating the simple heat equation it

is shown that there is a function corresponding to the heat equation which

corresponds to Eq. (4).

The simple heat conduction equation of fixed density normalized to one

is given by
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Cu -OT (5)at x

with q3 representing the heat flux, and where c, is the specific heat.

By considering the domain of solutions of Eq. (5) within a volume V

with a boundary surface S, the families of temperature distributions of the

form

T = f(xj, t) + ST(x 3, t) (6)

where t is the appropriate macroscopic temperature distribution and where

ST are small variations around the macroscopic distribution represent the

solution of Eq. (5). For the Fourier law

aT
q3 = -n(T)- (7)ax3

the thermal conductivity n may be written as

(T) = K(T + ST) = R + Sr (8)

and similarly the specific heat may be written as

C, = ^, + Sc, (9)

By multiplying Eq. (5) by -ST and by substituting Eq. (7) it follows

that

cliI9 + a8m 8T a aT )ST (10)( t at ax aO3 (10

which reduces to

ST aT a OT 0T TST
- c, ST = c,-T - -- n -ST + c - (11)

at at ax ax ) axjx
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and which is equivalent to

1 8(ST) 2 = ST - 1 8 OT ST + 8T T (12)
2 at - t C,,- - - BOKj) + C, 8X- 1X

Integrating Eq. (12) over the volume V results in

18 1 )2 % 5( &T 2 8OT a9
(ST)2 dV = T + + ST dV

c, ,JT dS (13)

and by Integrating Eq. (13) over time the following results

-1(5T) 2 dV = O ST +-S - + K ST dV dt

JJ ST dS dt (14)

Since the left hand side term of the above equation is negative definite, the

right hand side is always less than or equal to zero. Assuming that ST < '

and subsituting Eq. (8) into the right hand side of Eq. (14) gives to the first

order

[[[OTC (9 1 ST) 89T
[9ST + R S dV dt - P6TST dS dt < 0 (15)

If the temperature is specified on the boundary S (i.e. if ST = 0 on the

boundary) or if the fluxes across the boundary are zero the surface integral

in Eq. (15) vanishes. Therefore the variation
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of 8 IST\8T
-- S T+ R a- dVdt<0 (16)Ot 8xj c Oxy -

is always less than zero, and it is equal to zero when the temperature

distribution corresponding to T is reached.

Similar arguments can be developed even if the time integration of

Eq. (13) is not performed. In that case the quantity

loi (ST\OT1

fI a--ST + R a( ) -] dV (17)V I t 7x; C,, '9Xj

can be positive or negative but it becomes zero when the temperature cor-

responding to the macroscopic distribution T is reached. Therefore, the

achievement of the macroscopic distribution T can be characterized by the

extremum condition

SL(T, T) - (18)
ST r

with the subsidiary condition

T= (19)

The functional L is given by

( t&T\ 1~ I 8T N
L= i T -t) + dV (20)

Jv t 2 Z O\x

where for simplicity it has been assumed that the specific heat c", is inde-

pendent of temperature, T.

The functional L will henceforth be called the Lagrangian of the system.

The optimization operation indicated by Eq. (18) shows that the functional

L has as its Euler-Langrange equation the original heat transport equation

(5). A detailed proof of this point is given in the next section for a specific

example.
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4 Variational formulation of the heat equa-
tion

In order to gain insight into the workings of the variational formulation,
and appreciation of its power in finding solutions to the diffusion problem,
various simple examples are presented.

The heat transport equation, in cylindrical geometry of unit radius and

of normalized constant density, is given by

OT(p, t) 1 a 09T(p, t)
- p rK(T, p, t) ) v(T, p, t)T(p,t) (21)

+S(Tpt)

OT(O,t)
lp = 0 (22)

op

T(1, t) = 0 (23)

T(p, 0) = f(p) (24)

Note that Eq. (21) is, in general, non-linear since the thermal conductivity,

n, the convective velocity, v, and the source term, S have been written as

functions of temperature, T, space, p, and time t.

For the above problem the Lagrangian f is given by

f LdA (25)

where the integration is over the cross sectional area of the cylinder, and

the Lagrangian density L is defined by

02' 1. I O T\ 2 -82'
L = T OT+ 1 -aT) _; T -T I (26)t '2 O p, OP

where the quantity I in the last term of Eq. (26) is given by

T
I=a SdT (27)
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where Tis the macroscopic temperature. Therefore, the Lagrangian L be-
comes

/1 2 ' o at R T 2  OT
= T pdpd at + -v T- I] (28)

In the above equation it is assumed, following the formulation presented

in section 3, that the temperature distribution T is made up of the appro-

priate macroscopic temperature distribution T, plus small variations of the

temperature, ST, about the distribution T [4]

T = T(p, t) + ST (p, t) (29)

The thermal conductivity, r., and the convective velocity, v, in Eq. (28), are

arbitrary functions of temperature and are evaluated at the macroscopic

temperature i so they are appropriately labeled R, and V.

The Lagrangian L is thus a function of both the total temperature T

and the macroscopic temperature t. The crucial feature to note is that in

taking the variations of L the quantities accented with a (^) are not subject

to variation. The first variation of Eq. (28) gives

SL = 27r [ ST -t + R OT (2) - NIT - S STl p dp (30)
f'o I at 19P ap Opj

where by assuming poloidal symmetry the integration over the poloidal

angle has been performed. Since the relation between ST and a(ST)/ap is

not known, a simple integration by parts of the second and third terms in

the right hand side of Eq. (30) yields

- EOP 18 +-- + (p() - S1 ST pdp (31)
Jo & pp Op p dp

8T 1 - 1
+ p -T - p;T ST
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Where the factor of 27r, being a constant, has been neglected from the above
equation.

From Eq. (23) it is seen that the value of the temperature, T, at the

boundary of the cylinder (p = 1) has been specified (i.e. ST(l, t) = 0).

Therefore the last two terms in Eq. (31) are equal to zero. Now that the

variation has been calculated, set T = T, 6 = v, K = R, and Eq. (31)

becomes

6, [= --- (p.-T + 1a(pvT) - ST pdp (32)
Jo8t p &p 8\p) p o-(pvi-Ji

Thus, in order for L to be stationary (i.e. SL = 0) for arbitrary variations,

ST, it is necessary that the quantity within the square brackets in Eq. (32)

must vanish. Therefore, the necessary and sufficient condition [1] for the

vanishing of SC under arbitrary ST variations is that T satisfies the original

equation (21). Therefore, the function T which makes the Lagrangian sta-

tionary (i.e. SL = 0) is also a solution to the original equation. It has thus

been shown that the "Euler equation" of the Lagrangian given by Eq. (28)

is the equation characterizing the system under investigation.

The next step in the variational formulation requires the introduction

of the trial function. Such a trial function must be capable of representing,

or approximating, the solution of the differential equation. For the heat

transport problem under investigation (Eqs. (21, - 24)) a function which

models a wide variety of profiles is

T = To(1 - p2 ) exp [aip2 + CX2p4] (33)

The coefficients, TO(t), al(t), and a 2 (t), characterize the solution, and they

are to be determined as a function of time. Fig. 2 demonstrates the flexibil-

ity provided by Eq. (33) in modeling profile shapes. Note that steep, flat,

10



1.4 * -

1.2

1 .0

0.6-

0.4 -

0.2

0.0L
0.0 0.2 0.4 0.6 0.8 1.0

P
Figure 2: Profile shapes obtained for various values of the parameters ai,
and C 2 . Note that profile shapes ranging from peaked to flat to hollow can
be produced with the trial function Eq. (33).

and hollow profiles can be modeled by appropriately choosing the parame-

ters a 1 , and C 2.

In accordance with the variational principle the function T in Eq. (28)

is written as

T = T0(1 -p 2 )ep &P2 + 42P] (34)

When computing the Euler-Langrange equations the parameters To, ai,

and a2 are varied while to, &1 , and & 2 are held fixed. After the variation one

sets To = To, &1 = a,, and &2 = a 2 . Specifically by substituting the trial

function Eqs. (33, 34) into Eq. (28) the extremum of C in the (To, ai, a 2 )

space is found by taking the derivatives

&C(TT) = 0 (35)
-8To i

Of(T, = 0 (36)
Oa 1 i
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subject to the subsidiary conditions

TO =

&2 =

Equations (35 - 37) take the form

[l [8IT 82'
0 ol OO

+ T ( I
+% TPYp)aT -vT I( )

f[S ( )]pdp=0

fl8OT 82'
JoCl~a~

-J1

8T (T
TP p a,

[S ( IT )] pdp=0

J1 [ 8+ IT
T8 (8')

7~8 2
vT (')] pdp

UsingS ca rl pdp 

Using the chain rule, the time derivative of T becomes

82' _ T dTo

Ot - To dt +Oct, dt

where for the trial functions under consideration

12

C(T, T) = 0
a2 i

T o

a1i

a 2

(37)

(38)

(39)

(40)

I p dp

(41)

- vT
-p-

T )]pdp

(42)

(43)

82'T da2 (44)



OT_ = T (45)
OTO TO
8T0

OT = Tp 2  (46)eai

O = Tp 4 (47)
Oa2

Finally, the equations to be solved can be written in the matrix form

V +-+_1

U=A R (48)

Note that we have adapted the convention that the dot-operator (') denotes

differentiation with respect to time. In Eq. (48), U is a column vector with
components,

U = (49)

L 2 .

A is a 3 x 3 symmetric matrix,

All A 12 A 1 3 ]

A= A 12 A 22 A 23  (50)
A13 A23 A33

whose elements are given by

1 '1
All = T 2 pdp (51)

T2a

1 (1
A12 = - T 2 p 3 dp (52)

To o

1 (1
A 13 = - Tp 5 dp (53)

To o
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A 2 2 = T 2 pS dp (54)

A23 = jT2p7dp (55)

A 33 = jT2p9dp (56)

Note that the elements A 3 are independent of the phenomenological coef-

ficients ., and v, as well as of the source term S. The dependance on n, V,

and S is incorporated into the elements of the column vector R

~R1 ]~

R= IR2  (57)
R 3

where for a trial function of the form given by Eq. (33) the elements of R

are

R1- -_ [(aT +vT - + ST pdp (58)
Too &p) 9p J

aO 2]'P 9
= -K- (pT' + T

R2 = - p a p T) + vT -pT +T ' 2p pdp (59)
opi Ipo

R3 = - - (p4T) +vT -(p4T) + ST 4p pdp (60)
L p p / pj

Therefore, Eq. (48) represents a system of coupled non-linear ordinary

differential equations in time. The variational formulation has thus con-

verted the original partial differential equation in (p, t) to a system of or-

dinary differential equations in t. Consequently, the system represented by

Eq. (48) is less complex, and as we shall see this method is faster than the

solution of difference equations required to approximate the partial differ-

ential equation.
In the next section we evaluate the validity of the variational formula-

tion, in terms of accuracy, relative to solutions obtained by analytic means,
and in terms of accuracy and speed, relative to solutions obtained by finite

differencing.
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5 Generalized Boundary Conditions

If the solution of Eq. (21) is desired with non zero (constant or time depen-

dent) edge boudary condition i.e. if Eq. (23) has the form

T(1, t) = T1 (t) (61)

the Lagrangian given by Eq. (28) has to be modified in order to appropri-

ately represent this situation. The alternate variational formulation which

takes into account this boundary condition is

1 ITOt 2' ap aOTJ 0 dP[T- - (T)2 ~v-oT~

-pR OT + p6i1T (62)
lop p=' p=l

The Lagrangian given by Eq. (62) contains the "natural boundary condi-

tion" of the system,[10] and it has the advantage of allowing trial functions

to be substituted that do not satisfy the boundary condition Eq. (61).

The trial function, Eq. (33), can incorporate the non-zero boundary

condition Eq. (61) with the following modification

T = TO(1 - yp 2 ) exp [aip2 + ac2 p4] (63)

where -y is given by

T = (64)
To exp[al + a 2

The remaining analysis for the formulation of the problem proceeds exacly

as the case with zero boundary conditions presented in section 4. The

only difference is the addition of the two new boundary terms and the

incorporation of the parameter -y in the formulation.
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6 Test problems

By assuming various forms for the thermal conductivity n, the convective

velocity v, the source term S, both analytic and/or numerical (finite differ-

encing) solutions of Eqs. (21 - 24) are obtained and the results are compared

with solutions obtained via the variational formulation. First, solutions to

a single transport equation are investigated under various forms of the phe-

nomenological coefficients n, and v. Next, the variational proceedure is

generalized to include several dependent variables and solutions to a cou-

pled set of equations is presented.

The values of the various parameters used in this section are given in

arbitrary units since we are interested only in comparing the performance

of the variational formulation, and not in extracting specific physical infor-

mation from the results.

6.1 Linear Problem

By assuming n = no = const., v = 0, and S = AT (where A = const.),

the analytic solution of Eqs. (21 - 24) is obtained in terms of the Bessel

functions

T(p,t) = 2 2 exp [(A -v2no)t pf(p) Jo(3 p) dp (65)

where J, is the Bessel function of order p, and where vj are the zeros of Jo

i.e. Jo(vi) = 0.

In comparing the variational with the analytic results, both the time

behavior of the peak temperature, To, and the profile shapes will be consid-

ered. For K = 0.5, and A = 1.0 the time evolution of the peak temperature

To, and the profile shapes at time t = 0.5 are shown in Fig. 3. Note that

both the time evolution of the peak temperature, and the profiles obtained

by the analytic and variational methods are in excellent agreement.
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Figure 3: Comparison of the results obtained from the variational and the
exact solution of a linear problem. Note that the time evolution of the peak
temperature, shown in (a), is in excellent agreement for the two methods.
In (b) the profiles are compared at time t = 0.5
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6.2 Linear problem with convection

Here, the effectiveness of the variational formulation is evaluated for non-

zero convection velocity. By taking , = 0.5 v = vo p (where vo = 0.5), and

S = 0 the time evolution of the peak temperature, To, and the profiles at

time t = 0.5 are shown in Fig. 4. Note that even in the case of convection the

solution obtained via the variational formulation is in excellent agreement

with the analytic solution.

6.3 Non-Linear problem with heat pulse

By assuming v = 0 and by considering a thermal diffusivity of the form

C = 0.5 exp[p2 ] (66)

with a source term given by

- ClS ( = 1 .5 + P(p, t) (67)
(T + T1)

the performance of the variational formulation of the transport problem

Eq. (21) is investigated. Since the variational formulation is developed

for obtaining solutions to the plasma transport equations, the form of the

source term S, Eq. (67) has been purposly chosen to model the 1/T 3 /2

dependence of the plasma ohmic heating term. T in Eq. (67) is some

number different from zero in order to avoid the situation at which the
source term S becomes infinite at the plasma edge. The term P(p, t) in

Eq. (67) is used to simulate a heat pulse of the form.

0 if t < t1
P={PoexP[1 if t1 t t 2  (68)

0 if t > t2

In a physical situation, the term P could represent the heating of a plasma

due to externally applied RF or neutral beam heating. For po = 0, o = 0.5,
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Figure 4: Comparison of the results obtained from the variational and the
finite differencing formulation of a linear problem with convection. Note
that the time evolution of the peak temperature, shown in (a), is in excellent
agreement for the two methods. In (b) the profiles are compared at time
t = 0.5
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Table 1: Comparison of execution times on a VAX computer for the varia-
tional and finite differencing methods for the non-linear problem with heat
pulse

C1 = 1.0, T = 0.5, and PO = 2.0 the results for both the variational and

the finite differencing formulation (exact) is shown in Fig. 5. The profiles

are compared at two different times during the evolution. Note that good

agreement exists between the variational solution and the finite differencing

solution. In table 1 the execution time for the variational formulation is
compared to the the time taken by the IMSL routine DPDES to obtain

the solution for the same number of time steps. The calculations were

performed on a VAX 3800 computer system. Note the factor of 10 gain

in computer time of the variational formulation over the finite differencing

scheme for the usual 40 grid points used in most applications. Note also that

the CPU times for the two methods are comparable when the differencing

routine is employed with 5 radial grid points. The radial profiles obtained

via the variational and the 5 radial grid finite differencing methods are

compared in Fig. 6. Note that interpolation is required in order to extract

the complete solution and thus the 5 radial grid point finite differencing

method does not provide adequate resolution.

6.4 Coupled equations.

Since our goal is to apply the variational formulation to realistic plasma

transport equations it is important to generalize the method to include

20

Method Time (sec.)
Variational 5.10
Differencing 40 grid points 47.95
Differencing 30 grid points 32.57
Differencing 20 grid points 19.59
Differencing 10 grid points 9.94
Differencing 5 grid points 5.13
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Figure 5: Comparison of the results obtained from the variational and the
finite differencing formulation of the non-linear problem characterized by
a centrally peaked heat pulse. Note that the time evolution of the peak
temperature, shown in (a), is in excellent agreement for the two methods.
In (b), and (c), the profiles are compared at times t = 3.5 and t = 7.5
respectively and there appears to be excellent agreement between the two
methods.
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Figure 6: Comparison of the profile obtained by a five radial grid point
finite differencing method and the variational formulation.

coupled transport equations. The following system of equations is consid-

ered

Ke (T.,7 Ti P, t) * e

aTi
rn(T.,Tip,T a I

1Kee~iP/op.

+ S.(T., Ti, p, t)

+ Si(T-,Tipt)

Following the formalism presented in section 4 the Lagrangian of the

above system of equations is

22

aT

8T.(0, t)

op

T.(1, t)

T.(p, 0)

8T(0, t)

op

T(1, t)

Ti(p, 0)

_108

=- -Ppp p

=0

=0

= f.(p)

108
- p

p p

=0

=0

= f;(p)

(69)

(70)

(71)

(72)

(73)

(74)

(75)

(76)
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1 at 2 8T 2
S=P dP Te ± + -ap 1e (77)

+ L pdp T + i I (78)

where

IT.I. S. dT. (79)

= Si dT (80)

By assuming trial functions of the form given by Eq. (33) for T., and T

T.= Teo(1 - p2) exp [ap2 + a 2p41 (81)

= Tio(1 _ p2) exp 2+3 2p4 (82)

the equations to be solved can be written in matrix form

V=1[ Z (83)

where V is a column vector with components

Teo

a2 (84)

$2 j
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M is a 6 x 6 matrix,

All A12 A13  0 0 0
A12 A 22 A23  0 0 0
A 13 A23 A33  0 0 0

0 0 0 B 1 B1 2 B 13  (85)
0 0 0 B12 B 22 B 23

0 0 0 B 13 B 2 3 B 33 .

In the above matrix the elements labeled Ajj correspond to T., and the

elements labeled Bij correspond to T, and are given by

1A1 1  ~~ =1 ~~T2pP(6All = T. pdp (86)
T2 0

A22 = -- Tpdp (89)

T.0

1 1

A23  T] T p dp (9 )

A12 = 1 fp dp (89)

A11 = -T pdp (92)A1  = 1 T2 p dp (93)

B = T2p5dp (94)

BA2 2 = p dp (95)

B23 = Tpdp(90)

B2A3 = T p) dp (96)
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B33 = T2p9dp

The elements of the column vector X are

iji[
(

X 2 = .. 9

X = O eO
X= f-[. T

0 apa9p

+ S.T.] p dp

(2T.) + SeT. P2 p dp

(peT.) + S.Tp4 pdp

(98)

(99)

(100)

(101)

(102)

(103)

Y4 = cp + iSTj pdp

X58= - (s T=) + S.T.P2 p dp

X = -'T ' (p4 T) + Si T p ]8f '9P ±p 4 p dp

By assuming

Ke = 0.1 exp[p2]

ni = 0.5 exp[p2]

S= 1 +5.0 T -T.
(T. + .(T. + 2.0)1.

Si = -5.0 (T

(104)

(105)

(106)

(107)

the variational solution of Eqs. (69, 73) is compared, in Fig. 7, to the "ex-

act" solution obtained by finite differencing. The time evolution of the
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Table 2: Comparison of execution times on a VAX computer for the varia-
tional and finite differencing methods for the problem of coupled non-lineal
transport equations.

central values of T., and T is shown in Fig. 7 (a), (b) respectively. Com-

parisons of the profiles for T, and T at time t = 1.0 are shown in Fig 7 (c),
and (d). Table 2 shows approximate execution times, on a VAX 3800 com-

puter system, for the variational formulation and for the finite differencing

method.

7 Variational Formulation of a General Sys-
tem of Transport Equations.

Having developed and tested the variational formulation for a single trans-

port equation, and for a system of two coupled transport equations the

generalization of the formulation to an arbitrary number of transport equa-

tions is presented below.

The general one dimensional transport equation in cylindrical geometry

is given by

c9-T=, pDiu-- +S. (108)

where U, are the thermodynamic variables such as temperature, density,

flux, etc. The parameters c, are various weight factors, Dy,, are the trans-

port coefficients, and S, are the sources and sinks.
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Method Time (sec.)
Variational 5.71
Differencing 40 grid points 39.27
Differencing 30 grid points 28.16
Differencing 20 grid points 21.37
Differencing 10 grid points 9.18
Differencing 5 grid points 6.06
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Figure 7: Comparison of the results obtained from the variational and the
finite differencing formulation of a system of two coupled non-linear heat
equations. The time evolution of the temperature for the two species is
shown in (a), and (b). In (c), and (d) the profiles at time t=1.0 for the two
species are compared.
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Cj = c3(U1, U2, * , P)

Djk = Djk(U, U2,- --,p)

Sj = S,(U1, U2, - --, p)

The initial and boundary conditions have the form

U,(p,0)= Ujo

U(0, t) = 0

Uj(1, t) =Uji

Initial Condition

Regularity at p = 0

Boundary condition at the edge

The Lagrangian of Eq. (108) is given by

r = Ejfpdp N %Tj +
j 1 a

1 -EUj8uk

Uk

where in the usual fashion the functions U, are set equal to U, after the

variation. The parameters Nj, and W are given by

(114)

(115)W = Wj(U 1, U2 ,- ,U - 1 , U,7 1 ,-- ,p)

Note that only U, is to be varied in Eqs. (114, 115). By taking the first

variation of Eq. (113), and setting it equal to zero, the jth component

becomes

ONj aU,

aU, &t
EDk ' + Uk a

2 ) Op p 0 (116)
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By requiring Onsager symmetry for the matrix D (i.e. Djj = Dk3 ), and by

defining

Uj
N= cj (Up Uj , p) dU j'4 j (117)

WJi S(UU,p)dU j' j (118)
j

the first variation of Eq. (113) yields the original equation as its Euler

equation.

The Lagrangian can now be written in the matrix form

L = pdp N---+ D T DWT

-p - -DU =1 (119)

where I is the identity column vector.

This general treatment has been used to obtain solutions to the gen-

eral plasma transport equations.[11] In particular the work of reference [11]

includes the formulation of an 1--D variational plasma transport model.

A computer program called MITra has been developed which solves the

plasma transport equations variationally with a large savings in the re-

quired computational effort.

8 Conclusion

The method by which variational techniques can be used to obtain solu-

tions to the transport equations has been presented. The accuracy of the
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variational formulation has been investigated in the cases for which analytic

solutions exist. Also, the variational formulation was tested for accuracy

and speed of execution for a single non-linear equation and for a prob-

lem of coupled non-linear equations. It is shown that accurate solutions

can be obtained by employing the variational formulation with a decrease

by an order of magnitude in the required computer execution time. Fur-

ther reduction in the execution time can be obtained by optimizing the

computation. This optimization can be obtained by precalculating certain

frequently used quantities and integrals, as well as by optimizing the ma-

trix inversion algorithm. The procedure has been extended to a set of N

differential equations.
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