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Abstract

An experimental study of the velocity-space diffusion of electrons in an electron cyclotron
resonance heated (ECRH) mirror plasma, in the presence of micro-unstable whistler rf
emission, is presented. It is found that the dominant loss mechanism for hot electrons,
with temperatures T, ~ 400 keV, is endloss produced by rf diffusion into the mirror
loss cone. In a standard case with 4.5 kW of ECRH power, this loss limits the stored
energy to 120 J with an energy confinement time of 40 ms. The energy confinement time
associated with collisional scattering is 350 ms in this case. Whistler microinstability rf

roduces up to 25% of the rf-induced loss. The hot electron temperature is not limited
gy loss of adiabaticity, but by rf-induced loss of high energy electrons, and decreases
with increasing rf power in strong diffusion regimes. éollisional loss is in agreement with
standard scattering theory.

No super-adiabatic effects are clearly seen: there is no observed decrease in the heating
rate as electrons are heated from 10 keV to 400 keV, no ‘warm’ electron component
with T,, « T} and density comparable to the hot electron density is observed, and
a simulation, using an rf Fokker-Planck code, of strong rf-induced endloss observed in
micro-stable experiments requires the fully stochastic rf diffusion strength.

Experiments in which the vacuum chamber walls are lined with microwave absorber
reveal that single pass absorption is limited to less than 60%, whereas experiments with
reflecting walls exhibit up to 90% absorption. Stronger diffusion is seen in the latter, with
a hot electron heating rate which is twice that of the absorber experiments. This increase
in diffusion can be produced by two distinct aspects of wall-reflected rf: 1) the broader
spatial rf profile, which enlarges the resonant region in velocity space, or 2) a reduction
in super-adiabatic effects due to randomization of the electron gyrophase. Since no other
aspects of super-adiabaticity are observed, the first mechanism appears more likely.

Thesis Supervisor: Richard S. Post
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Chapter 1

Introduction

This work presents a theoretical and experimental analysis of the velocity-space diffusion
of electrons in an electron cyclotron resonance heated (ECRH) mirror plasma in which
the whistler electron microinstability is present. The focus of the investigation is on the
process of rf diffusion: whether it follows the behavior predicted by current theory, and
what overall effect it has on the heating and confinement of electrons. In the experiment,
Constance B, the electrons may be divided into two components: the cold electrons,
which are electrostatically confined and have temperatures T, ~ 100 eV, and the hot
electrons, which are magnetically confined and have temperatures Tp, ~ 400 keV. This
work deals primarily with the hot electrons, because they are strongly governed by rf
diffusion, absorb most of the rf power, comprise virtually all of the energy in the plasma,
and are in a parameter regime which has not been studied extensively in experiments.

It is important to point out that the hot electrons are strongly rf diffused, even though
the electric field strength is low (€ < 100 V/cm). This is because the low plasma density
(ne ~ 4 x 10" cm™) and the high hot electron temperature make collisional diffusion
very weak, with the result that velocity-space currents due to rf can be over an order of
magnitude larger than collisional currents.

The issue of velocity-space diffusion, and that of ECRH heating in general, has been
studied for many years. The most direct predecessor of this study is the work carried
out by Mike Mauel (1982, 1981) on the Constance 2 experiment (an earlier device in

the Constance program at MIT). He found that a pulsed ECRH mirror plasma, which
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had much lower electron temperatures and much higher electric field strengths than
Constance B, obeyed the quasilinear theory of ECRH (Bernstein and Baxter, 1981) and
was therefore amenable to a Fokker-Planck description. The parameter regime of this
experiment prevented him from addressing the important issues of super-adiabaticity
(the phenomenon in which electrons become phase-locked with the rf waves and cease
to undergo strong diffusion), relativistic effects, and the behavior of an ECH plasma in
steady-state.

An experiment which had parameters more closely resembling Constance B was the
STM device at TRW (Boehmer et al., 1985). This was a symmetric tandem mirror which
ran in steady-state, producing hot electrons at the second harmonic resonance with power
levels of around 1 kW. The researchers made lifetime measurements of the hot electrons
using modulated rf, and found that the electrons had a ‘nonclassical’ loss component
due to the rf. This loss, which they inferred from indirect measurements, was directly
measured by Mauel in his experiments. It is due to the rf-induced diffusion of electrons
across the loss cone boundary in velocity space, and is a symptom of strong rf diffusion.
It was first noted theoretically by Lichtenberg and Melin (1973).

The subject of strong rf diffusion is not limited to mirror devices. An important
body of research was carried out in the EBT program at Oak Ridge National Laboratory
(Batchelor et al., 1987), where a bumpy torus with 12 toroidally-linked mirror cells
produced hot electron rings using second harmonic resonance. This device doesn’t have
a loss cone like a mirror, but does have a region in velocity space where poor electron
drifts lead to rapid radial loss. In fact, the rf diffusion of electrons into this ‘direct’ loss
region has been identified as the dominant mechanism for particle loss in this device.

It is clear that rf diffusion of electrons in velocity space can have drastic consequences
for confinement. As ECRH remains a very attractive heating scheme, and is being
employed in an increasing number of tokamak facilities as well as mirrors and other
devices, its understanding is of the utmost importance. This work presents a series of
detailed measurements aimed at investigating the fundamental aspects of ECRH in the

strong rf regime: the question of super-adiabaticity, the validity of the Fokker-Planck
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description, the way in which rf diffusion determines the steady-state temperature and
stored energy, and the role of microinstability, which is inherent to any strongly rf-driven
distribution.

The work presented here differs from previous work in a number of respects. Most
importantly, a much more extensive set of experiments has been performed, with a larger
set of diagnostics. A quantitative direct measurement of hot electron endloss, made
with a multi-channel scintillator probe, is presented for the first time. This allows the
measurement of electron confinement in the steady-state phase, without having to resort
to the indirect techniques, such as modulated rf, that have been used in previous studies.
The midplane x-ray spectrum has been measured from 1 keV to 1.5 MeV with the aid
of three different detectors, and the axial variation of the hard x-ray spectrum (0.1-1.5
MeV) has been measured, giving a full characterization of the hot electron distribution
function. Experiments in which the vacuum chamber walls were lined with microwave
absorber have been used to study the effect of reducing wall-reflected rf. The effect of
microinstability rf emission, which is inherent to strongly rf-driven electron distributions
and has been neglected in most previous research, has been investigated, and a series of
experiments in which the microinstability rf was removed were conducted to investigate
diffusion produced by the applied rf alone.

The focus of the work presented in this dissertation is the diffusion equation governing

the hot electron distribution function in an ECRH mirror plasma,

af _
5 =V 'D-Vi+5(p), (1.1)

where the diffusion tensor D represents the overall effect of collisions, applied rf, micro-
instability rf, and any other processes which affect the motion of an energetic electron.
and S(p) represents the source function.

This approach ignores hot electron transport across field lines, and is valid because the
parallel hot electron confinement time. which is the same as the energy confinement time
g ~ 40 ms, is much shorter than the perpendicular confinement time. This is evident in

the experiment because the hot electron density has the same hollow radial profile as the
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cold electron density which provides the source for the hot electrons. If hot electron radial
transport were significant, the hot electron profile would differ from the source; namely,
it would ‘fill in’ and become less hollow. Hot electron radial transport is not expected
to be large: classical transport due to collisions occurs on the times scale of seconds,
resonant transport (Cohen, 1979) is negligible because the bounce frequency f, ~ 100
MHz is much greater than the drift frequency fy ~ 500 kHz, significant displacement
of guiding centers due to rf kicks is not expected, because the electrons undergo many
(~ 10) cyclotron periods while passing through resonance, and neoclassical transport is
small owing to the weak dependence of drift orbits on electron pitch angle. Furthermore,
unstable MHD activity, which could lead to gross transport, is not present.

There is an aspect of Eq. 1.1 in which cross-field transport can play a role: the source
function S(p). The source for the hot electrons is the cold electron population, and the
orbits of cold electrons are affected by the spatial structure of the ambipolar potential
¢ ~ 200 V. This potential depends on both ion and cold electron confinement (particle
balance, which determines the ambipolar potential, is dominated by cold electrons and
ions, since they have confinement times over an order of magnitude smaller than hot
electrons). However, once a cold electron is heated to energies much greater than ¢, it
becomes magnetically confined and is governed by parallel confinement.

In this dissertation [ address two fundamental questions surrounding velocity-space

diffusion:

e What are the important factors governing the diffusion tensor D and the source

functon S(p)?

e Can the observed heating and confinement of hot electrons be explained with the

theory of rf diffusion?

Theory indicates that the important factors for hot electron diffusion are the rf electric
field strength, the velocity-space structure of diffusion characteristics, the spatial electric
field profile, and super-adiabatic effects. The source is determined largely by the magnetic

geometry and the gas fueling rate. The observed heating and confinement of hot electrons
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can be understood in terms of these factors, with the additional result that no clear

evidence of super-adiabatic effects has been seen.
In the study of hot electron heating and confinement, a number of important sub-

sidiary questions has been investigated:
e What is the dominant loss mechanism?

o What determines the equilibrium stored energy?

What determines the equilibrium hot electron temperature?

Are collisional loss processes consistent with theory?

How does the cavity rf field affect heating?

What role does micro-instability rf play?

What can be determined about cold electron heating and confinement, and the role

that cold electrons play as the source for the hot electrons?

Endloss produced by rf diffusion is the dominant loss mechanism for hot electrons:
in a standard case, the confinement time in the presence of rf is 40 ms, as compared to
the measured 350 ms confinement time associated with collisional pitch-angle scattering.
Rf-induced loss has an enormous impact on the stored energy that may be attained in
the device. Since both heating and rf-induced endloss are manifestations of rf diffusion,
they tend to follow one another — the stronger the heating, the stronger the loss. This
results in a confinement limit in the device: above a certain power level (around 2 kW),
increased rf power merely results in a more rapid attainment of equilibrinm at a fixed
stored energy.

The equilibrium stored energy is determined by the balance of the hot electron source
and endloss. Both the hot electron source and confinement are maximized when the cold

electron absorption is strongest: the former because the cold electrons are the source for
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the hot electrons, and the latter because the rf-induced endloss of hot electrons is lowered
with the lower rf electric field strength in the presence of strong cold absorption.

The equilibrium temperature is more directly determined by the rf electric field
strength alone, and therefore is largest in regimes of poor cold electron absorption, when
the applied rf field is strongest. However, for high electric field strengths the hot elec-
tron temperature becomes limited by rf-induced endloss, and actually decreases with
increasing rf power at high levels. The experiment provides clear indication that the
hot electron temperature is limited by the process of rf diffusion, and not diffusion in
the electron magnetic moment produced by loss of adiabaticity as suggested by Uckan
(1982).

Collisional loss processes are generally consistent with theory, with the observed col-
lisional decay times being in good agreement with those calculated for pitch-angle scat-
tering.

Experiments using walls lined with microwave absorber to reduce cavity rf levels have
an estimated maximum absorbed power fraction of 60%; the corresponding case with
reflective walls has an estimated 90% absorption. The increased absorption cannot be
simply attributed to cavity rf power, however, because the measured cavity field strength
cannot account for 30% of the total power. Rather, the stronger absorption observed in
the ‘cavity’ experiments can be due to either of two possibilities: 1) the broader spatial
profile of cavity fields, or 2) reduction of super-adiabatic eflects due to cavity fields. Since
super-adiabatic effects are not seen in other aspects of the data, it seems more likely that
the former is responsible. Some computational modeling supports this assertion.

The micro-unstable whistler rf emission plays two key roles: 1) it can be a large power
loss channel, producing rf emission of up to an estimated 20% of incident power. and 2) it
can produce a significant portion (up to 25%) of rf-induced hot electron endloss. Further-
more, the microinstability is inherent to regimes of strong heating, because strong heating
naturally produces an anisotropic rf-driven ‘warm’ tail on the cold electron distribution

which is unstable.
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Cold electron absorption exhibits the generic features of a simple slab model but differs
in that the spatial deposition is strongly dependent on the mirror ratio at resonance, an
effect which is absent in the slab model but is a natural result of cyclotron resonance in
a mirror field.

Finally, it must be noted that the understanding of the experiment is qualitative in
many cases, because quantitative modeling of the plasma is rendered difficult by the
complexity introduced by the presence of micro-unstable rf emission, the quadrupole
magnetic field, and the uncertainty in knowing the rf electric field inside the plasma.

The rest of this dissertation consists of four chapters and two appendices. Chapter
2 describes the basic systems in the experiment, the diagnostics, and the magnetic and
heating geometry. Chapter 3 presents an overview of rf diffusion theory with special
focus on the application to the experimental results. Chapter 4 contains the results
of the experimental research, and is the core of the dissertation. Chapter 5 presents
a summary of conclusions, remarks concerning the application to other devices, and
outstanding questions for further research. Finally, the appendices present the details of

the x-ray and hot electron endloss measurements.
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Chapter 2

The Constance B Experiment

The Constance B experiment began operation in November, 1983, and produced over
20,000 plasma shots by September, 1987. The experiment is funded by the Applied
Plasma Physics Division of the Office of Fusion Energy in the U.S. Department of Energy,
with the goal of examining the basic physics issues of quadrupole mirror-confined plas-
mas. It is located at the MIT Plasma Fusion Center. The principle investigator is Dick
Post. The Constance group presently consists of one full-time scientist (Donna Smatlak),
one full-time technician (Ken Rettman), and four graduate students (Xing Chen, Dan
Goodman, Craig Petty, and myself); Rich Garner completed the first Ph.D. dissertation
from the Constance B group in 1986. Additional support has come from the staff of the
Tara tandem mirror experiment.

In this chapter I will briefly describe the basic systems required by the experiment, the
diagnostics, the data acquisition and analysis system, the means of parameter control, and
the magnetic geometry. For a more extensive description of the Constance experiment

and results, see the report by Smatlak et al. (1986).

2.1 Basic Systems

Constance B (Fig. 2.1) is an R=2 quadrupole mirror. The magnetic field is produced
by a single baseball coil which lies outside of the aluminum vacuum chamber. Fig. 2.2
shows the field lines and |B| contours in the y = 0 plane as generated by the computer

code EFFI (Sackett, 1978) for a model magnet consisting of four circular arcs, as well as
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Figure 2.1: The Constance B mirror experiment.
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Figure 2.2: Field lines, contours of |B!;/ By, and microwave horn. The nonrelativistic
resonance is on the egg-shaped surface (|B|/By = 1.25) for the standard case B, = 3.0
kG. The dotted lines indicate the boundary of the first lobe of the rf field pattern; the
dotted box is the corresponding ‘footprint’ at y = 0 as viewed from the horn.
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the paths of the launched rf rays. The vacuum is maintained by a turbomolecular pump,
titanium getters, and a cryogenic LHe pump, and has a base pressure of 1 — 4 x 102
Torr. The plasma is created by puffing hydrogen gas into the vacuum chamber with a
piezo-electric valve, and then breaking it down and heating it with ECRH microwaves
produced by a klystron. An electronic process controller is used to control the shot
sequence. Two CW klystrons have been available: one at 10.5 GHz with up to 5 kW
power, and one at 11.0 GHz with up to 600 W power. All of the data presented in this
thesis was obtained using the 10.5 GHz klystron. A shot is usually set to last for two
seconds, although shots lasting up to eight seconds have been taken. In addition to the
ECRH system, there is an ICRH system (built by Dan Goodman) which produces 50 ms
ICRH pulses of up to 10 kW power.

A number of experiments were carried out with microwave absorber attached to the
walls of the vacuum chamber in order to reduce the level of cavity rf fields, and are referred
to as ‘absorber’ experiments (experiments without absorber are referred to as ‘cavity’
experiments). Eccosorb SF-10.5, manufactured by Emerson and Cuming, Inc., was the
material used. The absorber was bonded to copper mesh with a compound (Eccosil)
manufactured for this purpose and attached to the vacuum chamber by wires. All of
the center chamber walls were covered, except for holes to allow diagnostic access. The
chamber did still contain rf waveguides and the diamagnetic loop, which are reflective.
Measurements indicate that the absorber reduced the cavity field power by approximately
a factor of 8. It is worth noting that after a week of pumping, the base pressure in the
machine was as good as in the absence of absorber.

Table 2.1 shows the typical plasma parameters of Constance. The accuracy and range
of the methods used to determine these quantities is discussed in Sections 2.2 and 2.3.
As noted in the table, there are two main electron components: a cold component which
dominates particle balance in the plasma, and the hot component, which contains the
stored energy and dominates energy balance. In addition, there is a low-density (below
8 x 10'® ¢cm™3) ‘warm’ component in the 1-2 keV range which is micro-unstable and

produces whistler rf emission (Garner, 1986 and Garner et al., 1987). This component
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Midplane Magnetic Field (On Axis) 3.0 kG

Gas Pressure 5x 1077 Torr
ECRH Power 2 kW
Peak 3 = 8mnT/B? 30 %
Ambipolar Potential 150 V
Cold Electron Density 2 x 10! cm™®
Cold Electron Temperature 100 eV
Hot Electron Density 4x10" cm™
Hot Electron Temperature 400 keV
Ion Temperature (without ICRH) 10 eV

Table 2.1: Typical Constance Plasma Parameters.

provides the connection between the cold electrons and the hot electrons, and can also

govern an important energy loss channel.

2.2 Plasma Control

There are three ‘knobs’ available to the experimenter to vary plasma conditions: the
ECRH power, gas pressure, and magnetic field. Most of the data presented in this work,
therefore, is accumulated by way of scans where one of these parameters is varied while
holding the other two constant.

The applied power is normally measured by a thermistor at the transmitter, and will
be referred to as P.;. This is not the power incident on the plasma at high power levels,
because reflected power becomes significant. The incident power has been measured both
by subtracting the reflected power measured at the transmitter and by the waveguide
located opposite the launching horn in the machine, and the two measurements agree.
The incident power will be called P, and is plotted versus P,; in Fig. 2.3. The rf power
can be set to an accuracy of about 10%.

The magnetic field is controlled by the process controller, and is parameterized by the
midplane on-axis field By. Shots taken with By = 3.75 kG, with the resonance located
at the center of the device, indicate that By can be set within an accuracy of about 1%.

The gas pressure is controlled by a piezo-electric valve which allows a fixed flow of

hydrogen gas into a tube which extends into the vacuum chamber. The valve is pulsed
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Figure 2.3: Rf power incident on the plasma vs. forward power measured at the trans-
mitter.
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on to a preset voltage before the shot and is usually turned off when the rf is turned off.
This allows a consistent gas pressure level to be maintained from shot to shot without
excessively loading the walls with hydrogen. The gas pressure is measured with a fast ion
gauge located on a tube attached to the center chamber of the device and is representative
of the pressure at the edge of the plasma. Although magnetically shielded, the reading
does decrease by about a factor of two when the magnet is on with By = 3.0 kG. For
simplicity, and consistency with other work on Constance, I will quote the field-reduced
reading. In addition, the presence of plasma reduces the pressure due to the pumping
action of the plasma itself; I will quote the pressure reading during the plasma steady-
state, and therefore my values for gas pressure will tend to be around 20% lower than
values taken immediately before the plasma is formed.

The effect that the variation of magnetic field, rf power, and gas pressure has on the

plasma will be discussed in Chapter 4.

2.3 Diagnostics

The Constance experiment has a wide variety of diagnostics; their placement on the de-
vice is shown in Fig. 2.4. This section briefly describes the ones used to gather data
presented in this work, with mention of the person primarily responsible for its construc-
tion and maintenance if not myself. Since the x-ray and scintillator probe measurements
are the key measurements presented in this thesis and require careful analysis, detailed

discussions of them are given in Appendices A and B.

Microwave Interferometer

Donna Smatlak

A single 94 GHz interferometer scans a chord crossing the midplane at a 45° angle,
and gives the electron line density nl across the chord. Since the hot electrons have
increased relativistic masses, the plasma frequency for the hot electrons is reduced and
the interferometer is less sensitive to the hot electrons by (1/v), a factor of 40% for

T = 500 keV. For the standard By = 3.0 kG case, the chord has a length of about 20 cm
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Figure 2.4: Diagnostics on Constance B.
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across the plasma; when a density is quoted, it is the chord-averaged density given by
dividing nl by this length. The plasma density profile has not been directly measured, but
visible light images suggest that the peak density may be as much as twice the average

value.

Diamagnetic Loops

Xing Chen

Four diamagnetic loops have been used in Constance: two circular loops located near the
midplane, an elliptical loop located near the mirror peak, and a baseball seam-shaped
loop. All of these loops surround the plasma and are made large enough to avoid limiting
the plasma size. The voltage from a loop, which is proportional to d®/dt, where @ is the
magnetic flux inside the loop, is integrated using a fast electronic integrator. The loop
response is dependent on the plasma pressure profile; the thesis research presently being
conducted by Xing Chen is devoted to the measurement of the pressure profile and the
theoretical analysis of the equilibrium, and his results will be used here for estimating
the plasma stored energy 1, from the integrated loop voltage Vi,p. He estimates that

the conversion, given by W, (J) = 2.4V}, (V), has an accuracy of 10%.

CCD and X-Ray Pinhole Cameras

Xing Chen, Donna Smatlak

Constance is equipped with a CCD camera which records visible light images on videotape
with time resolution given by the scan rate of 30 scans/s. Two x-ray pinhole cameras
have been used: one which produces a shot-integrated photograph on x-ray film, and one
which uses a system composed of a CsI(T1) scintillator, a coherent fiber optic bundle.
an image intensifier, and the CCD camera to provide real time x-ray images which are
recorded on videotape. These diagnostics were the first to reveal the baseball seam-

shaped equilibrium of the Constance plasma (Smatlak et al., 1987).
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X-Ray Spectroscopy

X-ray spectra have been taken over a range of photon energies from 1 keV to 1.5 MeV us-
ing three detectors: a Nal(Tl) detector (0.03-1.5 MeV), a high-purity Ge detector (2-150
keV), and a Si(Li) detector (1-12 keV). The Nal(Tl) detector is the standard diagnostic
used to determine the hot electron temperature, and the fitting method gives a chord-
averaged temperature which is accurate to within 5%, or 20 keV. X-ray bremsstrahlung

theory and detector response algorithms are described in Appendix B.

Endloss Arrays

Dan Goodman

Each endwall has an array of five gridded endloss analysers (ELAs), five Faraday cups,
and five net current collectors. The ELAs have three grids followed by a current collector.
The first (ion repeller) grid is biased to repel ions with energies below its potential; the
second (electron repeller) grid is biased to repel electrons with energies below its potential;
and the third grid is used to suppress the collection of secondary electrons which arise
from the grids. The gridded ELAs are used to measure the endloss distribution of ions
and electrons with energies below 5 keV (grid biases above 5 keV tend to produce arcing).
The Faraday cups are biased to measure the ion or electron endloss current. The net

current collectors are unbiased and measure the net endloss current.

Scintillator Probes

These probes consist of small (4 mm diameter) plastic scintillators coupled with fiber
optic guides to photo-multiplier tubes. The scintillators have entrance windows which
discriminate according to electron energv. They produce a signal which is proportional te
endloss power density and have been used in arrays to measure the endloss distribution
of hot electrons. The calibration and analysis of the scintillator probe signal is described

in Appendix B.
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Microwave Emission

Rich Garner

The centerpiece of the microinstability studies (Garner, 1986, Garner et al., 1987) is the
measurement of microwave emission. This has been done in two ways: measurement
of total (ECRF-filtered) instability rf power using a stub waveguide with a diode, and
spectral rf measurements using a s;;ectrum analyser. In addition, the total (unfiltered) rf
power (composed almost entirely of applied ECRF) is measured by a stub waveguide and
diode. The unfiltered detector has also been used to determine the applied rf power — at
high levels a sizable fraction (up to 25%) is reflected in the waveguide system leading from
the transmitter to the experiment. The measured power levels are in agreement with the
level obtained by subtracting the reflected power, which is measured at the transmitter,
from the total power measured at the transmitter. The rf diodes were calibrated with
a microwave source and a bolometer, and the power entering the waveguide may be

determined to within 10% accuracy.

The time evolution of the signals from most of these diagnostics is shown in Fig. 2.5,
which is from a shot with P,y = 5 kW and By = 3.0 kG. The stored energy is 120 J. The

fluctuations seen on many of the diagnostics are due to whistler microinstability rf,

2.4 Data Acquisition and Analysis

The Constance experiment uses CAMAC-based data acquisition with a VAX 11/750
computer in conjunction with the VAX/VMS data acquisition software package MDS!
(Fredian and Stillerman, 1985). Two types of digitizers have been used for the data
presented here: slower ones {(LeCroy 8212) which sample at 2 kHz throughout the shot,
and faster ones (LeCroy 2264) which are used for rates up to 4 MHz. There are also
PHA modules (LeCroy 3512/3587,/3588) for obtaining time-resolved x-ray pulse-height
spectra, and a phase digitizer (Jorway 1R08) for the interferometer. All of these modules

IA different'datéwsyistem, wntten byr Evelio Sevillano and Jim Sullivan of the Tara group, was used
for the first 4000 shots.
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Figure 2.5: A shot in which the rf is applied for 1.5 s followed by a 0.5 s decay: a) pg,
(Torr), b) unfiltered rf diode (V), c) filtered rf diode (V), d) nl (cm™3), e) integrated
DML signal (V), f) hard x-ray count rate (kHz), and g) scintillator probe signal (uA).
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are triggered by a CAMAC timer module (Jorway 221/222); the timer is triggered at the
start of the shot by the Gould 484 process controller after the magnetic field reaches a
constant value. The klyvstrons and other systems are gated by the process controller.
The limiting factor in the shot cycle tends to be the time required for magnet cooling.
The maximum shot rate at the standard field of B, = 3.0 kG is around 10 shots per
hour. Constance has excellent shot-to-shot reproducibility; however, around 20 shots
are required to accumulate sufficient x-ray statistics to observe the time evolution of the
x-ray spectrum in the early portion of the shot. Because of this, the time evolution of
the x-ray spectrum is available for only a limited subset of plasma conditions. Under
most conditions, however, a single shot is sufficient to ascertain the steady-state x-ray

spectrum by summing spectra over the final half second of the shot.

2.5 Magnetic Geometry

The magnetic geometry of Constance is quite complicated and very difficult to visualize.
The surface of constant plasma parameters is a drift surface, which is the surface of field
lines that share a common minimum field value (the drift surfaces have a weak dependence
on particle pitch angle which I ignore here). Fig. 2.6 shows the strongly-heated surface
whose minimum field touches the resonant |B| = 3.75 surface (the so-called ‘tangent’
surface) for the standard case of By = 3.0 kG. Also indicated is the minimum field
curve, which is resonant for this surface and reflects the shape of the magnet. It is this

strong-heating curve that gives rise to the baseball seam shape of the plasma.
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Chapter 3

Theory of RF Diffusion

The experiments described in this work are aimed towards two goals: measuring the
processes governing velocity-space diffusion of electrons in the Constance plasma, and
determining the effect those processes have on heating and confinement. It is essential,
therefore, to first be familiar with the current understanding of the subject. This chapter
presents an overview of ECRH theory pertinent to the experiment and establishes the
framework within which the experimental results will be analyzed. My approach is to
use derivations which stay closest to the underlying physics of the problem; the formal
quasilinear treatment of relativistic ECRH is given in the paper by Bernstein and Baxter
(1980).

The first section in this chapter presents the formalism of velocity-space diffusion. In
this description, all of the physics is contained in the diffusion tensor D. Losses due to
unconfined particle drifts are small in the Constance plasma and will be ignored; these
effects can be important in devices such as EBT (Batchelor et al., 1987). Sections 3.2 and
3.3 describe the velocity-space diffusion tensor due to collisions and cyclotron-resonant
rf. The issue of super-adiabaticity, the situation in which velocity-space motion becomes
non-diffusive, will be addressed in section 3.4 where the mapping technique which leads
to super-adiabatic effects is described. Stochasticity mechanisms which can remove the
super-adiabatic barrier to rapid diffusion will be analyzed in section 3.5. Finally, in
section 3.6, I will summarize what aspects of ECRH theory can and cannot be measured

in an experiment such as Constance.
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3.1 Velocity-Space Diffusion

This chapter deals primarily with the hot electrons, and the distribution function f(p)
will be used to denote the hot component (that is, ‘h’ subscripts will be suppressed).
The distribution function of hot electrons in a device such as Constance is governed by

the diffusion equation

of

5 S(p)+V-D-Vf
= S(p)-V- T, (3.1)
where I' = —D - V f is the velocity-space current and S(p) is the hot electron source due

to the heating of cold electrons. The particle balance equation for the hot electrons is
then given by

dn 3 3

= /dpS(p)—/de-F

= nlesh+ [ dS-T

lc

= Neleoh + / dp2mpsin Ly
lc

= NVeouh + ldE;?g?ﬂsineng. (3.2)

The integrals are taken along the loss-cone (lc) and the momentum p is in units of mc;
E, however, retains units and is the electron kinetic energy. The total energy, including
the rest mass, will always be represented by 4. Eq. 3.2 shows the balance between the
particle source n.v. ., and endloss, which is the integral along the loss cone § = 6, of the

endloss current distribution

dJ v

JE~ mCZQWSinBll"g(p, 6,). (3.3)

The power balance equation is given by the energy moment of the diffusion equation,

aw o )
= /dpES(p)—-/dpEv-r

- - /dspv.(f;r) ~‘~/a’3pI’-VE

2
. mc
= dE~j——2—27r sin§, ET'g + /daprFp. (3.4)

lc mc
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Here 1 have assumed that the source is at zero emergy, that is S(p) = n.v._x8%(p),
and contributes no energy to the hot electron component. The first term represents the

endloss power, which is the integral along the loss cone of the endloss power spectrum
dP/dE = EdJ/dE. (3.5)

The second term is the heating tern, and gives the power absorbed (or lost) due to the
p-directed velocity-space current I',.
The diffusion tensor D can, in general, be written in the form

ApAp

D= (ZP2P), (36)

where At is the correlation time and the angle brackets represent averages over many
particles and/or time. The following two sections present D for the two dominant diffusion

mechanisms present in Constance: collisions and rf.

3.2 The Collisional Diffusion Tensor

The collisional diffusion tensor, D=*(p, 6), has been calculated by Cohen et al. (1983) for
mirror geometry. The pitch-angle component is given by

ve sinf(1 — sin §)
Dcoll — e ouaeyy 3.7
48 p 2 C052 6 ? ( )
where the angle terms represent the average effect of off-midplane collisions on the mid-
plane distribution function; this is the only effect of the mirror geometry. The drag
component D;;” is considerably smaller and will be ignored here (it doesn’t contribute
to endloss, anyway); p and € kicks from collisions are uncorrelated. so the off-diag:nal

terms Dpcz" equal zero.

The velocity-space current associated with D is

1. sin AL —sinf) df

rzou(P 9) = - 2 C052 9 pde (3'8)
I (p,6) ~ 0, (3.9)
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and the endloss power spectrum is given by Eqs. 3.3 and 3.5. One can see, then, that a
measurement of dP/dE (made with the scintillator probe array in my experiments) gives

a measure of df /d6 along the loss cone boundary, as long as the form for Dgg is correct.

3.3 The rf Diffusion Tensor

The rf diffusion tensor, D™/, has f(')ur nonzero components; these are, however, related
by the equation for the diffusion paths in velocity space: A8 = a;(p,8)Ap. The diffusion
paths are different for each harmonic number !. The task, then, is divided into two
parts: that of calculating Ap, and that of determining a;(p, §). The former is performed
in subsection 3.3.1 using the technique of unperturbed orbits; analytic results for low
energy fundamental heating will be shown in 3.3.2. The diffusion paths will be then
be derived in 3.3.3, and an example calculation of rf absorption using the D"f valid
for low energies will be given in 3.3.4. Finally, an approximate calculation of D™/ for
arbitrary energies will be given in 3.3.5 and the result will be compared to a Monte Carlo

calculation.

3.3.1 Orbit Integral
The unperturbed orbit integral approach solves for the kick in momentum
dp
Ap = /dt;ﬁ (3.10)
—e 1
= — t-p - .

mc/d P, (3.11)

using the unperturbed (£ = 0) orbits for the electron

2(t) = p(t)cos(t)
y(t) = p(t)sind(t)

s(t) - /(: vy(7)dr. (3.12)
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where ¢(t) is the phase angle of the electron’s cyclotron motion,

= /Ot drw(T) + ¢o, (3.13)

and £ is the rf electric field. As before, p is normalized to mc.

A combined X-mode and O-mode electric field may be written
E(r,t) = (X€, + 2&)) sin(k - r — wt), (3.14)

where k = k, ¥ + kyZ, and the magnetic field is aligned with 2. Using the Bessel function

identity

sin(a + « sin ) Z Ji(z)sin(a + 16),

l=—o00
the orbit integral may be written as
Ap = Z /dt(El sin fsin ¢ — & cos 8)Jy(ky p) sin(x1), (3.15)
mc
l=—o0

where x; is the relative phase between the wave and the electron for the lth harmonic:

¢
Xl(t) = »/O dr(w — k”v“ - lwc) — lepg. (3.16)

To put Eq. 3.15 in a more useful form, one can use the identity

‘;‘[COS(XZ - ¢) - COS(X[ + ¢)]

1
= i{COS Xi+1 — €COS Xl~1}

singsiny; =

in the £, term and shift by 1 in the sums to get

Ap = Z /dt [— sin@(J;y — Ji41) cos xi — & cos 8.J; sm\,} (3.17)
- omc? Lo

The electron is in resonance with the {th harmonic when x; is stationary, that is, when

xi(t) = w — kyvy — lwe = 0. (3.18)
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The £, term has a factor of 1/2 because only the right-hand circularly polarized compo-
nent resonates with the electron.

The orbit integral Eq. 3.17 cannot be analytically evaluated exactly, even for a
parabolic mirror field in which the orbit quantities have analytic forms. The next section
uses a narrow resonance approximation to evaluate Eq. 3.17 for fundamental X-mode

heating of low energy electrons, applicable to the cold electron component in Constance.

3.3.2 Evaluation of the Orbit Integral for Low Energies

In this section I will focus on | = 1 X-mode heating, since the approximations used
to evaluate Eq. 3.17 are valid only for lower energy electrons for which | = 1 X-mode
heating dominates; in addition, the equations will be written non-relativistically. 1 will
suppress the [ subscripts. The main difficulty in computing the orbit integral Eq. 3.17
is in the integration of cos x, a function which oscillates rapidly except near resonance.
The approximation methods utilize the Taylor expansion of x(¢) about some point in the
orbit (defined here at t=0):

2 t3

() = x(0) + X(0)t + X(0)5 + X"(0)5 + - (3.19)

If t = 0 is taken at the point of exact resonance, then x’(0) = 0. The t? and ¢® coefficients

are given, using d/dt = vyd/ds, by

g dB dw,

X' = Ry s (3.20)
wo g Py OB pdBde. L dw
= knmvu ds? m ds ds Wi ds?’ (3:21)

where g = mv? /2B is the magnetic moment. There are three special cases: 1) the
electron turns well beyond resonance, 2) the electron turns near resonance, and 3) the

resonance is located at the mirror minimum or maximum where dB/ds=0.
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In Case 1, one can set t = 0 to be at exact resonance and the ¢? term is the dominant
term. Eq. 3.17 may then be integrated across the lth resonance to give the approximate

kick in energy that the electron receives:

egi . + o0 " t2
Ap ~ %sm@/_w dt cos (x(O) + X (0)'2")
ek, . ( 7’) o
~ —=ginf 1 [y (0 '
o sinfcos x(0) + A \/IX"(ON ) (3.22)

where all quantities are evaluated at resonance, and I have approximated Jo(k p) = 1

and Jy(ky p) = 0. In this case, the electron spends an effective time in resonance

. _ 2
STV (o))

(3.23)

which, from Eq. 3.19, is the time required for x to slip 7/2 radians.
In Case 2, the electron turns near resonance and the t* term dominates. In this
case, it is more convenient to set t = 0 at the turning point, so that v)(0) = 0 and the

coefficients in Eq. 3.19 have simple forms. Retaining the linear and cubic terms, one gets

+o0 H
Ap =~ eEiC sin 9/ dt cos (X(O) + x'(0)t + xX"(0) t3)

2m 6
o -1/3 H -1/3
= 5 ngon (XQ“’)) Ai [(&;9?) x'(O)} cosx(0),  (3.24)

where all quantities are evaluated at the turning point, and Ai(z) is the Airy function.

In this case, the electron spends an effective time in resonance

lm 0 -1/3 ' e ~1/3 o
Tesf = 27 ('\ 2( )) Al [(XQ( )) X (0)} : (3.2

When the turning point and resonance exactly coincide (x'(0) = 0), 7.ss is the time

[

)

required for the relative phase to slip 1.27 radians.
In Case 3, there are two possibilities: 1) vy # 0 at resonance at the mirror minimum,

in which case the result of Case 2 applies (except all quantities are evaluated at the
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mirror minimum and x’(0) = 0), and 2) vy = 0 at resonance at the mirror minimum or
maximum, in which case the electron stays in resonance indefinitely and the linear theory
breaks down. The case of resonance at the mirror maximum is somewhat singular, since
the particle lies on the loss-cone where the distribution function vanishes.

At this point, Ap from a resonance crossing has been determined for the case of low
energies when the expansion 3.19 is valid, and D"/ can be computed once the equation

for the diffusion paths is known; this is done in the next section.

3.3.3 Diffusion Paths

The equation for the diffusion paths, A8 = a;(p, ) Ap, relates the kick in momentum that
an electron receives at resonance to the kick in the midplane pitch angle. A complication
results from the fact that for very energetic electrons the resonance can be spatially broad,
and the exact resonance point is not well-defined. My assumption in writing the equation
for a;(p,6) will be that, on the average, the effect of the resonance crossing is the same
as would result from an impulsive kick at exact resonance. Analysis of velocity-space
trajectories from a numerical particle-following code support this assumption.

The diffusion path is found by relating the kick in § at resonance back to the midplane.
This is done more easily by first determining the diffusion paths in (E, u) space, since
both E and p are constants of motion outside of resonance. I will define p = mc?p? /2B,
rather than using the correct relativistic form, which has a factor of 1/v in it. The
diffusion paths have a simpler form using this definition.

Since the resonance location depends on kj, one would assume a prior: that the
diffusion paths have a kj dependence. In fact, this is not the case. The reason is subtle:
if one includes the rf magnetic field in the calculation of the u kick, where it makes a
contribution, the effect of nonzero ky is cancelled by the change in the location of the
resonance {Rognlien, 1983a). This simplifies matters enormously, since only D;g need be

calculated for a given kj to determine the full tensor D.
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A kick in p; at resonance translates into kicks in F and u:

+YAE = mc*p Ap; (3.26)
Ap

mc’py Apy [ B. (3.27)

For k; = 0, B at resonance is given by the resonance condition w = lw,, or defining B,

by w = eB,;/mc, one can combine Eqgs. 3.26 and 3.27 to get

Ap, (3.28)
which says that the diffusion for a given ! runs along paths given by

E -~ u%t—f- = constant. (3.29)

The calculation of a;(p,f) is reduced to converting Eq. 3.28 to (p,8) coordinates; this
leads to the result
1 [ By

% _ sin?4), (3.30)

wP )= b cosd vBuy

where By is the midplane magnetic field.

For a given value of D;{, then, the other elements of D™/ are:

DY} = a(p,6)Dy (3.31)
D;’; - GI(P,G)D;;{

Dy} = d}(p,6)Dy. (3.32)

3.3.4 Diffusion of Low Energy Electrons

The results of 3.3.2 and 3.3.3 may now be combined to evaluate the velocity-space dif-
fusion of low energy electrons due to [ = 1 X-mode heating. Case 2 of section 3.3.2 is of
particular interest, since the effect of rf diffusion is to push the electron turning points
close to the resonance location.

The time between resonances in Case 2 is At = 73,/2, where 7, is the round-trip

bounce time. This is geometry-dependent, as is 7.z, so I will use a parabolic mirror field
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B(z) = B[l + (z/L)?], for which the z motion is sinusoidal in time and 7, = 2L /v,

where v, is evaluated at the midplane. D,, is then given by

ApAp
rf o ¢ TETE
Do = Cone!
el LT, .
= (5;35)2—;’;—’: sin? 6(cos” x(0)). (3.33)

If x(0) is a random quantity on successive resonance crossings, then the diffusion is
stochastic, and (cos® x(0)) = 1/2. The situation where x(0) becomes non-random will
be discussed in section 3.4.

Using the formula for 7.¢; given in Eq. 3.25 and the integral which gives the absorbed
power P, in Eq. 3.4, one can now calculate the heating rate F,,/n for a particular
choice of distribution function. For simplicity, I will choose f(p,f) to be an isotropic
Maxwellian of temperature 7', and multiply D by é(cos 8 — cos 8y) so that only heating
of turning-point resonant electrons is treated. Here cos ), is the midplane pitch-angle for
these electrons given by sin® 8}, = By/B,s. Leaving out the details, the resulting heating

rate is

Pas _ (<€) V7 yairiass) € (L? )”3 1 ('T%??)” " e
n m 3 L\ cw RV8(R — 1)/8 \ 2T
For £, = 100 V/cm, L = 30 cm, w/27 = 10.5 GHz, and the heating resonance at
R = 1.25 (corresponding to By = 3.0 kG), this formula gives the enormous heating rate
of 500 eV/us, which is only 100 times lower than would be experienced by a 100 eV
electron in a 100 V/cm dc electric field. On the other hand, a similar calculation for
electrons which turn beyond resonance {Case 2 of section 3.3.2) gives a heating rate on
the order of 10 eV/us. One can see from this that the diffusion strength varies over
an order of magnitude in the resonant region of velocity space between 6, and 6;, and
results will therefore be very sensitive to the variation of the distribution function across
that region. In the actual situation, of course, the first term in Eq. 3.4, which represents

endloss power, limits the net amount of power that the electrons absorb, as well as the
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fact that power can go into raising the density (dn/dt) as well as raising the temperature.
Furthermore, the distribution function in the 1 keV range tends to be micro-unstable,
and micro-instability rf-induced endloss and micro-unstable rf emission further limit the
net power absorbed. Finally, the absorption itself reduces the electric field strength at

resonance, so that the 100 V/cm vacuum field represents an upper bound.

3.3.5 Hot Electron Diffusion in a Parabolic Well

Analytic progress can be made with the fully relativistic multiple-l form for Ap (Eq. 3.17)
if one chooses a parabolic B field as was done in the preceding calculation. In this case,
the particle motion in z is sinusoidal, z(t) = z,sin{wst), where z;, is the bounce point.
This allows one to perform the integral in Eq. 3.16 {or the wave/particle relative phase

X1, with the result

{
xi = wt — lw.t + Zw_cg sin 2wyt — kyzp sin wyt — I, (3.35)
Wh
where
1 2
Wo = well + =(=)?
We = weoll + 2( L) ]

is the average cvclotron frequency with we = eBo/yme. The cos x; term then introduces

two additional Bessel function expansions:

l
cosxr = Z Jm(if—: )J,,(k“zb) cos(wt — lwet + (2m — njwyt — Io). (3.36)

Since (Ji-1 — Ji41)sin@ varies little in the integral in Eq. 3.17, it can be replaced by
average values and the integral over x; may be performed. giving the equation for the

cumulative kick in p at time t for an X-mode field:

1 ant . 1" ant
Ap = ;ﬁ 003" (Joor = Jies) I (cos ™) T Hsinlgy ), (3.37)
imn /

mc le‘n

lmn

where

Qmn = w — lw; + (2m — n)w,
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is the frequency corresponding to the I,m,n bounce resonance which incorporates the
effect of cumulative bounces on the wave/particle phase. One can see that 7.4, in this
framework is a sum over three Bessel functions and terms which oscillate at (.. The
dominant contributions arise from [, m,n values for which §,,, is small; these are the
bounce resonances, where successive bounces interfere constructively.

The diffusion coeflicient is found by computing {(Ap)?/2t), where the angles signify
an average over initial gyrophases ¢, and setting t equal to the average time it takes for
the wave and particle to de-correlate. The average over ¢, gives

(dpap) = (S)s

2
0} 0~ | (S o Tt
Imn

1 — cos Qmnt \°
+(ZJmJn~—~—-—~—~——‘;2‘f‘ )} (3.38)

In section 3.3.4 the correlation time was assumed to be less than the time between
resonance crossings. However, in the present case the concept of a well-defined ‘kick’
loses meaning, since electrons may experience a number of resonances in the course of a
bounce, and these resonances may be fairly broad. Fig. 3.1 shows a plot of Eq. 3.38 over
a large number of bounce times; one can readily see that the diffusion strength depends
strongly on the correlation time. By setting t = 7,/4, one recovers the single-resonance
diffusion coefficient; this is plotted in Fig. 3.2. For comparison, D,, calculated with the
Monte Carlo code MCPAT (Rognlien, 1983b) with artificially imposed randomization of
¢ at each bounce is shown as well. Both the analytic and Monte Carlo D values have
been averaged over a range of 6 in order to wash out the detailed bounce resonance
structure of Eq. 3.38. The Monte Carlo calculation uses electron guiding-center orbits in
the actual Constance mirror field; it is apparent that the parabolic field approximation
reproduces the single-resonance diffusion coeflicient reasonably well.
The question at this point is: What determines the correlation time for the wave/particle

phase? A number of eztrinsic factors can play a role: collisions, rf noise, drifts, etc. But

for lower energies, the wave/particle phase is intrinsically stochastic: the rf wave itself
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Figure 3.1: (ApAp) in the case of a parabolic mirror field and Constance parameters.

causes the phase to vary randomly from bounce to bounce. The maximum energy for
which intrinsic stochasticity exists is found from the technique of iterative mapping the-
ory, which is the subject of the next section. The section following that will discuss

extrinsic stochasticity and the role it plays in the experiment.

3.4 Mapping Theory

For the range of electric fields present in the Constance experiment (€ < 100 V/cm), it
will turn out that the maximum energy for intrinsically stochastic motion is fairly low. I
will, therefore, once again restrict myself to the problem of fundamental X-mode heating
of non-relativistic electrons.

The mapping approach (Lieberman and Lichtenberg, 1983) follows the orbit of a single
particle over many bounces. retaining the relative phase \ explicitly. Nonrelativistic

electrons receive kicks at a constant B value; thus, v) at resonance is a constant and the
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Figure 3.2: The single-resonance diffusion coefficient for X-mode heating and Constance
parameters, calculated analytically and with the Monte-Carlo code MCPAT for an electric
field of 10 V/cm.
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Vin

Figure 3.3: Momentum diagram for calculating the kicks in v, and x in the impulse
approximation.

trajectory is given by kicks in v, at resonance. The orbit integral gives the effective time
that the electron spends in resonance, 7., such that the kick that the electron receives
is

ef

. L
Avy = oy Tel1 SOSX: (3.39)

One can go further and include the approximate nonlinear modification to the kick
(Lieberman and Lichtenberg, 1973) by employing an impulse approzimation: one uses
the 7.;; which is calculated from the linear orbit integral to compute the amplitude
Av, = (e, /2m)7.ss, but assumes that the kick comes in an instantaneous impulse so
that the actual kick may be computed from the momentum diagram in Fig. 3.3. One sees
that the impulse produces a kick in v; such that the subsequent perpendicular velocity

at resonance v, is related to the previous one by

Viner = Y03, + Av% + 2v,Avy cosxn. (3.40)

In the limit Av; < v, the linear kick (Eq. 3.39) is recovered. The chief advantage of
using the nonlinear kick is computational: it prevents vy from attaining negative values
(Avy /vy becomes large for small v, ); for large v, the nonlinear correction is small.

The kick in x has two parts: an impulsive part which, from Fig. 3.3, is given by

. [Avisinxn
Ayx; = arcsin (-—L—‘L SrX ) , (3.41)
Uintt
and a part which is given by the advance in the relative phase between bounces,
tngy
AXb = / dt(w - wc(t) - k”v“(t)). . (342)

”n
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For a parabolic well with kj = 0 this is given by

Axp = St
Xb Vingt 2 \/ﬁ

(3.43)

One then arrives at a mapping in v; and x which relates the values at one resonance

crossing to the values at the next resonance crossing given by Eq. 3.40 and

Xn+1 = Xn + AXi + Axp. (3.44)

Since nonrelativistic electrons receive kicks in v, at a constant B value, their turn-
ing points approach the resonant B location as they get heated. Because of this, it is
appropriate to use the Airy function form for 7.5 (Case 2). Evaluating 7.;¢ for turning
point-resonant electrons in a parabolic mirror, the velocity kick amplitude becomes

ef ..2/3((&7 R*"l)rl/:s

AUJ_ = —-n-—;L-‘iTAi(O)UJ_ -L—i—‘ﬁz—" (345)

Fig. 3.4 shows the result of advancing this map for 100 electrons with £, = 60 V/cm
which all start out with mv?/2 = 100 eV and have starting x values equally spaced
between 0 and 360 degrees. One can denote two regions: 1) a low energy stochastic
‘sea’ where electrons cover all of phase space; 2) a higher energy region, beginning at
muv? /2 = 12 keV, where where electrons are trapped in small regions (‘islands’) of phase
space, inaccessible regions arise, and diffusion is restricted. Diffusion may still take place
between the islands on a fast time scale up to an energy of around 50 keV; above that
energy, however, the islands cover almost 360 degrees in x and the diffusion is severely
restricted.

Chirikov (1979) developed a general method for determining the stochastic boundary
of a two-parameter map such as this. Following Smith et al. (1980). the linear map may

be written in the form

Vipey = Uin + (:'(l!.i.n) sin Xn (346)

Xnt1 = Xn+ D(ving). (3.47)
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Figure 3.4: Orbits in (v, x) coordinates for 32 electrons which start out with mv? /2 =
100 eV at resonance. Each orbit was run for 30,000 resonance crossings.
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Linearizing about a velocity v;. by defining

oD
In = (U_Ln - U_i_o)a'vl-';
oD
K = Clvi)—, .
(0150 (3.49)
the map can be rewritten in the ‘standard’ form:
I.,, = I+ Ksiny,
Xn+1 = Xn + Ingr. (3.49)

Chirikov analyzed this map and found that motion in (I, x) is stable if |K| < 1. For the

case of turning point-resonant electrons,

K| = L2 Ai(0) L0

- (R— 1) a3
2m )

Fife Vle (3.50)

The stability condition |K| < 1 then leads to an upper limit on the perpendicular energy
muv? /2 at resonance for which heating is stochastic. For L = 30 ¢cm, R = 1.25, and

w/2m = 10.5 GHz, this energy is
E., = EY* keV (£, in V/cm). (3.51)

For a 60 V/cm electric field at resonance, this is an energy of 20 keV — much lower than
the average electron energy in Constance.

At energies above E,, regions in (v, x) space appear in which electrons begin to
experience regular, small-amplitude oscillations in energy and the diffusion strength is
diminished. The experiment, however, exhibits strong diffusion up to very high electron
energies — clearly, something is missing in the mapping treatment outlined above. The
final section of this chapter describes some of the mechanisms which allow electrons to
be strongly diffused at 500 keV temperatures with the low electric field strengths present

in the experiment.
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3.5 Stochasticity Mechanisms

The question of stochasticity in ECRH has received a lot of attention in the last 20 years,
mostly at the theoretical level (Lichtenberg and Lieberman, 1983, Rognlien, 1983b, Co-
hen et al., 1983, Smith et al., 1980, and many others), but also in connection with some
experiments (Wyeth et al., 1975, Turner et al, 1977). In a nutshell, no experiment
has clearly exhibited strong super-adiabatic effects such as a limiting of heating at en-
ergies above E,, although weaker effects, such as the enhancement of heating with two
frequencies, have been seen (Quon et al., 1982).

A number of mechanisms are present in experiments that can effect the super-adiabatic
boundary found in the previous section. Probably the most studied effect is that of gy-
rophase diffusion caused by collisions or non-conservation of p; this will be treated in
the first subsection below. Another effect is that of the electron drift motion, discussed
in 3.5.2. Multiple resonances can raise the stochastic boundary somewhat, and this is
discussed in 3.5.3. Finally, the rf field at resonance may have randomness associated with
it, due to wall reflections, variations in ray trajectories due to density fluctuations, and,

of course, micro-instability; this is discussed in 3.5.4.

3.5.1 Gyrophase Diffusion

The effect that pitch angle collisions have on ECRH arises from a two-fold process: an
electron suffers a collision which changes its midplane pitch angle, which, in turn, changes
its bounce period so that the change in x between resonance crossings Ax (Eq. 3.43) is
altered. Cohen et al. (1983) found that there is an important cumulative effect over many
bounces. This is simply because a collision at an early time changes 7, for all snbsequent
times, and there is therefore a contribution to Ay that is linear in time. In addition.
additional collisions occur at a rate which is proportional to ¢!/2. The total effect over

many bounces then has a t*/2 dependence. The result for a parabolic mirror field is

(A¢)?) = -2—% (S—ui]—e - 1) (1 - -s-%-é)zu,wgots, (3.52)
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where v, is the collison rate. Choosing 8 = 63° for resonant electrons in Constance with

By = 3.0 kG, Eq. 3.52 may be written in the ‘handy-dandy’ form

(A)Y) =352 (—f;)z (3.53)

where the density n is in cm™3 a,nc'i E isin eV.

Rognlien (1983b) investigated the eflects of gyrophase diffusion and found that it
ensures stochastic rf diffusion if ((A¢)?) > 1/l in a time n, /2. This corresponds to an
energy of 6 keV for [ = 1 with n = 5 x 10"cm™2, an energy which is well inside the
intrinsically stochastic range E < E, for electric fields typical of the experiment. This
does not mean that collisions have no effect at higher energies; on the contrary, they
insure that diffusion takes place, but on a slower time scale. For a 50 keV electron ¢
will be randomized according to the above criterion in 4 bounce periods. This means
that D"/ will be reduced by roughly a factor of 8, since the correlation time At is about
87,/2. One observable consequence of this would be a decrease in the heating rate as the
electron temperature rises above E,.

Another form of gyrophase diffusion arises from pitch angle changes due to non-
conservation of u. Ignoring geometrical factors of order unity, the change in 6 in a

bounce time (Chirikov, 1979, Cohen et al., 1978a) is roughly

Af ~ —I;e‘L/P. (3.54)

For the case of Constance, this effect is comparable to collisions only when p/L becomes
larger than 1/10, corresponding to an energy of around 2 MeV, well above the range of

interest. For relevant energies, non-conservation of y is small compared to collisions.
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3.5.2 Drift Motion

Until now, I have assumed that each resonance crossing is at the same spatial position.
The electron drift motion, however, causes the electron to be on a different field line at

each resonance, and this produces an rf phase shift of
. Axa = k- VAL, (3.55)

where V is the guiding-center drift velocity. On first glance, this term seems to be
important — Axy can be an appreciable fraction of 27 on a bounce time. However, if
one includes Eq. 3.55 in the mapping equations for the simple situation of an electron
drifting in the direction of k, one finds that the scale length of B must be on the order of
a gyroradius to have an effect on E,! The effect is small because the change in x due to
drifts is not random, but varies in an even less sensitive manner than the change due to
the bounce motion. Smith et al. (1980) also found that the effect of drifts is negligibly
small in the case of ion heating; in fact, the eflect turns out to be independent of mass.

The Constance geometry is much more complicated than the simple slab model that
was used to arrive at the result above. However, the effect is so small in the simple model

that it seems doubtful that it is significant in the experiment.

3.5.3 Multiple Resonances

It was observed in the SM-1 experiment (Quon et al., 1982) that two-frequency ECRH,
with Aw/w ~ 0.5%, produced three times higher hot electron diamagnetism than single-
frequency ECRH at the same total power. Since the hot electron temperature was the
same in both cases (370 keV'), it seems that the enhancement was due to heating of the
source electrons; in other words. v._., was three times higher with two-frequency rf. This
result has been analyzed on the theoretical side by a number of people (Rognlien, 1983b,
Lichtenberg et al., 1986), and they concluded that the stochastic barrier E, can be raised
by a factor of two or so if Aw is on the order of the bounce frequency. The reason that
such a frequency separation is desirable is that it spans neighboring bounce resonances

and prevents the electron from becoming super-adiabatically trapped in a single bounce
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resonance. The interpretation of the experimental result, then, is that the hot electron
diffusion was unaffected, but that the source for the hot electrons was enhanced by
stronger low energy heating due to the larger E, value.

The experimental results presented here were obtained with single-frequency heating.
This doesn’t mean, however, that multiple-resonance effects are not present, because
high energy electrons can experiente resonance with more than one [ value. In addition,
spatially separate resonances can arise for a single | value with nonzero ky; the effect
that this has on D has been studied by Rognlien (1983b). The bottom line, however, is
that multiple resonances are not expected to have a large effect on the diffusion of hot

electrons.

3.5.4 rf Incoherence

The mapping approach assumes that the rf wave phase at time t is equal to wt; that is,
that it is completely determined for all time from the moment the transmitter is turned
on. This, of course, is unrealistic: any rf source has some bandwidth, and this will lead
to phase incoherence over some time 7., which is fairly long (~ 1 ps) in the case of the
Constance transmitter. Other mechanisms exist, however, which can add incoherence to
the rf wave: wall reflections, which produce cavity fields, and density fluctuations are
two examples that 1 will consider. In steadyv-state, of course, for many conditions, the
plasma emits a broad spectrum of microinstability emission which can reach significant
power levels. This emission is included in the measurement of cavity rf power.

Wall reflections produce incoherence because two waves that reach the same point
along optical paths differing in length by Az arrive with a phase difference kAz. For
f = 10.5 GHz, this says that waves following optical paths only 1/2 cm apart will have a
phase difference of 1 radian. It is therefore clear that cavity fields, which are measured to
have a strength of around 10 V/cm in the cavity experiments, are effectively incoherent
and will produce stochastic heating. Power in these fields is not large enough to account
for the heating seen in the experiments. but these fields can act as a randomizing agent

to reduce super-adiabatic effects on the direct field diffusion.
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An estimate of this effect can be made if one assumes that a kick in v, from a cavity
field has a similar effect on ¢ as a collisional scattering event (the direct change in ¢ from
a cavity field interaction is very small). The relative kick in a half bounce time from

collisions is given by

A 1/2
( ‘UJ_) T (.Z‘;_) , (3.56)
Vi /eoll 4 \279
and the relative kick from a cavity field of strength €., is given by
A’U_L> e€ean
~ s 3.57
(52)  ~ Ty, (3:57)

For mv? /2 = 30 keV and €., = 10 V/cm these two effects have the same magnitude,
and cavity fields are therefore expected to have a randomizing effect of the same strength
as collisions. Furthermore, the ratio of the two scales very weakly with energy (~ E'/®).

Density fluctuations produce variations in the wave phase at a point in the plasma
due to the fact that the index of refraction depends on the line integrated density along
the path; this is the principle of the microwave interferometer. One can get an estimate
of this effect by looking at the unmagnetized plasma index of refraction, for which the
phase change due to the plasma is given by

3.18 x 10°
A = 228X —(—}~/ndl. (3.58)

2we

The interferometer signal indicates that a fluctuation level of Anl ~ 4 x 10! cm™~2 exists
in the plasma, for which the expected phase change is on the order of 0.3 radians —
probably not enough to induce stochasticity even if the fluctuations are as fast as the
electron bounce frequency (~ 100 MHz) (no fluctuation data has been taken with the

required high frequency response).

None of the randomizing mechanisms mentioned in this section is clearly strong
enough to fully randomize the wave/particle interaction up to 500 keV energies, but
all are present in the experiment. and more careful analysis may reveal that one or more
is sufficient. The results presented in the next chapter give no clear indication that

super-adiabaticity reduces diffusion in the experiment.
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3.6 Summary

Much more detail is available to the theorist than is available to the experimentalist —
in an experiment, one can measure diffusion only by measuring a current and a gradient,
and inferring the diffusion strength. In the Constance experiment there are five main
measurements that can be made: 1) rf detectors can give an indication of the electric field
E in the plasma, 2) endloss detectors measure the endloss current distribution dJ/dE,
3) x-ray spectra are a measure of the pitch-angle averaged distribution function, and
give a characteristic temperature T}, 4) interferometer and diamagnetic measurements
determine the line density and stored energy in the plasma, and 5) imaging diagnostics
such as the CCD camera reveal the spatial structure of electron production. One cannot
directly measure the absorbed power P, or the hot electron source rate v,_,, and loss
rates v, and vy,. These must be inferred from the other measurements. Nevertﬁeless, the
experiment offers a rich variety of behavior, and it will be apparent from the measure-
ments what roles collisons, applied rf, and micro-instability rf play in the velocity-space

diffusion of electrons in Constance.
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Chapter 4

Experimental Results

The experiments reported in this work are aimed at determining the factors that play a

role in the velocity-space diffusion equation,

o _v.p.
5 =V D Vf+5(p), (4.1)

and evaluating their overall eflect on hot electron heating and confinement. However,
in this, as in any experiment, one cannot directly measure the source function S(p),
the diffusion tensor D, or even the distribution function f(p). Instead, one can only
measure a variety of moments of f(p), some of which also incorporate a spatial integral.
The main diagnostics which have been used are described in Chapter 2; however, it
is worthwhile noting exactly how each diagnostic relates to Eq. 4.1. This discussion is
given in Section 4.1. Section 4.2 describes how the plasma may be controlled. Section 4.3
discusses the particle and power balance equations, and identifies the terms which can
be measured and how they relate to the diffusion equation. The source term is discussed
in Section 4.4, where cold electron heating is analyzed.

Finally, the main results of this work are presented in Sections 4.5 and 4.6. The former
contains the results which bear on the diffusion tensor D, and the latter uses these and

other results to understand the heating and confinement of hot electrons in Constance.
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4.1 Diagnostics

The most important diagnostics in this thesis are hard x-ray spectroscopy, scintillator
probes, the microwave interferometer, diamagnetic loop, and rf detectors. With the
exception of rf detectors, all of these diagnostics can be related to the distribution function
f.

The moment of f which gives the x-ray spectra is quite complicated due to the
complexity of the relativistic x-ray cross-section; it is shown in Appendix A. However, to
a fair degree of accuracy, the x-ray intensity spectrum reflects the pitch-angle integrated
distribution function in energy, although greatly smoothed-out by the x-ray integral.
Thus, x-ray spectra are sensitive only to the average energy dependence of f and not to
detail. I generally use the hard x-ray spectra to measure the hot electron temperature,
and sometimes to determine the deviation of f from a Maxwellian. When considering
x-ray spectra one must also remember that the spectrum is a sum of all of the emission
across the viewing chord; for this reason, the derived temperature may suddenly change
if the x-ray target profile suddenly changes across the chord. This often occurs when
the applied rf is turned off: the cold electrons and the ions which match their density
suddenly leave, the impurity profile may change, and generally the derived temperature
rises. Fig. 4.1 displays an experimental x-ray spectrum and the theoretical fit using
the detector response algorithm described in Appendix A. The data is best fit to a
spectrum for a ‘mirror’ distribution f(E) = p’ exp(—FE/T). The best-fit Maxwellian has
a temperature of 450 keV. I use the temperature derived from a Maxwellian fit throughout
this dissertation, both because it is a more familiar parameterization of the distribution
function, and because a single-parameter fit considerably speeds up the analysis.

The moment of f that gives the hot electron endloss, which is measured with a
scintillator probe, is derived in Chapter 2, and is basically the integral along the loss-

cone boundary of the velocity space flux

I=-D.Vf. (4.2)
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Figure 4.1: An x-ray spectrum taken in the first 50 ms following the rf turnoff. The curve
is the calculated spectrum for a mirror distribution with s = 2 and T = 290 keV.
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Endloss is therefore sensitive to both the diffusion tensor D and the gradient of f at the
loss-cone boundary; it is insensitive to the bulk properties of f. The x-ray measurements
and the hot electron endloss measurements, therefore, play complementary roles. In
fact, endloss is the closest one can get to directly measuring a velocity-space current.
Furthermore, the scintillator probe has a very small opening and intersects a very small
flux tube; it very closely approximates a measurement of endloss on a single field line, a
feature which adds simplicity to the analysis since the diffusion paths in velocity-space
are field line-dependent.

The microwave interferometer measures a line-integrated density, given by the zeroth
moment of f. It has a dependence on T}, however, due to the fact that hot electrons
have a larger effective mass which reduces their contribution to the plasma frequency by
an amount (1/v). The microwave interferometer is used to measure the cold electron
line density n.l and, by using the T}, value derived from the x-ray spectra to evaluate the
relativistic correction, the hot electron line density nyl. The method is shown in Fig. 4.2:
the decay of the total nl after the rf is turned off is extrapolated back to the rf turnoff
time; this uncorrected nl value is then corrected using T}, to give nyl, and the difference
between the extrapolated nl value and the value before rf turnoff is n_l.

The diamagnetic loop measures the integrated magnetic flux which passes through it
due to diamagnetic currents resulting from pressure balance perpendicular to the mag-
netic field. It is complicated due to the fact that the mutual inductance between plasma
currents and the loop has a strong geometric dependence. The plasma pressure profile
and loop response is the subject of Xing Chen’s thesis work, and I will use his results to
determine the perpendicular stored energy W, in the plasma from the integrated loop
voltage. The standard case with By = 3.0 kG has a conversion of 117} = 2.41/,,,. where
W, is in Joules and Ve is in Volts.

The tf detectors are quite simple: the rf power entering a waveguide is measured by
a diode. The maximum level of microinstability tf (MRF) seen in the experiment is 200

mW in the waveguide.
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Figure 4.2: The technique used to measure n.l and nl. In this case, n.l = 2.6 x10!? ¢m—?
and n,l = 6.3 x 10*? cm™2? with T, = 310 keV.
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4.2 Control of Plasma Parameters

The experimentalist has very few ‘knobs’ to vary in controlling the plasma in a simple
experiment like Constance. There are three main ones: applied rf power, magnetic field
strength, and neutral gas pressure. The mirror ratio is inherent in the fixed baseball
magnet and cannot be varied.

The applied rf power is launched in either X- or O-mode orientation. For the cavity
measurements, O-mode launch was used (for historical reasons), but there is a significant
level of unpolarized cavity fields present (around 8 V/cm as compared to direct fields
of around 60 V/cm for P,y = 2 kW}). In the absorber experiments the cavity fields are
reduced (to around 3 V/cm for P,y = 2 kW), and both X- and O-mode launches were
used, although X-mode was used more extensively since it produces much better heating
in most parameter regimes. Both cavity and absorber configurations have MRF present
in the appropriate regimes. The rf power is generally varied from 1 to 5 kW, although
higher powers have been used on a limited basis (waveguide arcs begin to be a problem
above 5 kW).

The midplane magnetic field may be varied from 1.9 kG, when the fundamental
nonrelativistic resonance is at the mirror peak on the central field line, to 3.75 kG, when
it is at the midplane on the central field line. The absorber experiments are restricted
to fields at and above 3.0 kG, which is the standard field for the bulk of the data; lower
fields produced a large amount of outgassing from the absorber due to plasma striking
it inside the center chamber of the machine. The cavity experiments have run the full
range of fields. For the standard case of 3.0 kG the plasma has a diameter of about 20
cm and a length of about 30 cm.

The hydrogen gas pressure is measured by an ionization gauge on a tube connected to
the center chamber, and can be varied from around 2 x 10~" Torr, where the gas barely
breaks down, to the 1074 Torr range where the gas is weakly ionized and no hot electrons
are produced. The experiments presented here are limited to pressures below 5 x 107°

Torr, and mostly lie in the 5 x 1077-2 x 1078 Torr range. The effect that varying gas
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pressure has on the plasma is not obvious, but extremely important. In fact, gas pressure
is generally the most sensitive ‘knob’ on the experiment. The next section will describe

the effect that gas pressure (or neutral density) has in a very simple model.

4.3 Particle and Power Balance Equations

In the course of describing the expérimental results, I will often refer to the cold and hot
electron power balance equations. The division of the electrons into cold and hot com-
ponents is natural, because the two components have different confinement mechanisms:
electrostatic confinement due to the ambipolar potential for cold electrons (Pastukhov,
1974, Cohen et al., 1978b), and magnetic confinement for the hot electrons. The con-
nection region in energy is the warm electron region, a low-density, strongly rf-driven
portion of the distribution that is whistler unstable (Garner 1986, Garner et al., 1987) in
strong heating regimes. Since the warm electrons do not comprise appreciable density,
as I will show later, I will not separate them into a third component, but, will consider
them to be an anisotropic rf-driven tail on the cold population. Fig. 4.3 represents a
mode] distribution function consisting of a 100 eV cold Maxwellian component with a 1
keV warm tail, and a 400 keV hot electron component.

Given the two-component breakdown of the electrons, the particle balance equations

may be written:

dn.

;:; = NgNe(OV) — Nelpe — Nelean (4.3)
dn

dth NeVesh ™ Mhlph, (4'4)

where (ov) is the average ionization rate for cold and hot electron impact jonization of

molecular hydrogen with density nq,

(ov) = “lov) + M lou). (4.5)

n. Ne

The hot electron source rate v._, represents the diffusion of cold electrons up to high

energies and is a loss term for the colds; however, v, < v, and this loss is negligible
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Figure 4.3: Contours of a model electron distribution function for Constance.

compared to endloss. This does not mean that the cold electrons are not strongly rf-
diffused, it only means that a small fraction of them make it up to the 100 keV energies
characteristic of the hot population. In fact, in strong heating regimes the cold electrons
are strongly diffused, but they are rapidly cooled along rf characteristics and diffused into
the loss cone in the warm tail region due to the microinstability. Since the cold electrons
are at essentially zero energy compared to the hots, the source term S(p) in Eq. 4.1 may

be written
S(p) = ncve—n8’(p). (4.6)
This is a simple formulation which insures that the particle and power balance equations

for the hots are recovered by taking moments of Eq. 4.1.

The power balance équations for the two components are:

d3 . ‘.  org v 3 7
_‘_i_t_z_ncTc = Phy. + Gne = none{ov)25.9 el — §ncTcyEC - P, (4.7)
aw K ‘
5 = P, — Qre — nonn{ova)25.9 eV — Wugy. (4.8)
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The drag heating Q. and ionization loss terms can be significant for the colds, since in
weak heating regimes they absorb little rf power (PS,, « P4 .); both are negligible for
the hots and will be ignored from now on. The power loss due to MRF is represented
by P, and is associated with the cold electron power balance according to my practice
of lumping the cold population and the warm tail together; the MRF-induced endloss is
included in the endloss rates.

In the absence of microinstability, the cold electron endloss rates are given by the

Pastukhov formulae for loss of Maxwellian electrons in a mirror with a confining potential

¢:

I 2R ot L [T - ¢
Yo = M0 R+ 1) In(4R 5 2) <P ¢/T)¢/o Lt s % (4.9)

2 2R 2 T = _, [ T¢
1/0:—/_;;(2}2 1) (AR 1 2) exp(—¢/T) [g + 5/0 e 5\/1 + —;S—d.f} ,(4.10)

where 14 is the collisional scattering rate, given for cold-cold collisions by

VEc

vo = 3.9 x 1070, T2 .. (4.11)

Here n. is in cm™ and 7. is in eV. In the future, I will abbreviate Eqs. 4.9 and 4.10 with

the notation

Vpe = VOHP(¢/TC)
vee = wollg(e/T.).

The microinstability, of course, results in loss at keV energies which is not describable by
the Pastukhov formulae; however, a large fraction (over 50%) of the particle Inss ocrurs
at low energies (E < 200 eV) for which electrostatic confinement applies.

It is very difficult to write expressions for the cold and hot endloss rates, as well as the
hot electron source rate v._.j, due to the complexity of the microinstability and rf diffusion
and the non-Maxwellian character of the electron distribution function. However, an

investigation of an idealized situation, that of a strictly cold electron plasma confined by
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the electrostatic potential, gives insight into the variation of the cold component with
applied power, gas pressure, and magnetic field. This description is pursued in the next
section, in which the role of the cold electrons as the source function for the hots is

discussed.

4.4 Cold Electron Heating

The dependence of cold electron density and temperature on applied power and gas
pressure can be roughly determined by retaining the dominant terms in the particle
and power balance equations. Antonsen and Manheimer (1978) derived expressions for
the absorption of a Maxwellian plasma with perpendicular rf launch. The transmission
coefficient for X-mode launch, in the limit of low parallel wavenumber (/Vy <« 1) and low

density (w, € w,) is
2

Tx =1.8x1076L, fTN3Ze, (4.12)
w,

P
where the perpendicular magnetic scale length L is in cm, fis in GHz, and T is in eV.

The absorption is then given by

Py =Prs (1= 7T}, (4.13)

Since I'x < 1 for cold electrons, due to the low T, P, 1s given simply by P,¢I'x. Using

this for Pg,,, and retaining only ionization source and endloss, Egs. 4.3 and 4.7 become

T3 L,(¢/T.) o« nenglov,) (4.14)
n2T7 (¢ T) o Pr;%f. (4.15)

The dependence of n, and T, on P, and 1y may be found by combining the two cquations.

giving the expected scalings

— (4.16)

1/3
T. (P’f) ;E’—’—- (4.17)
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Figure 4.4: The rate for electron impact ionization of molecular hydrogen, averaged over
a Maxwellian distribution of temperature T. From Janev RK, Langer %ND Evans K Jr.,
and Post DE, Princeton Plasma Physics Lab report PPPL- TM- 368 1985)

There is still an implicit T,-dependence in (ov.); however, {ov.) (shown in Fig. 4.4)
is fairly flat around 100 eV, which is the estimated! value of T, at low gas pressure.
Furthermore, T, has a weak dependence on P,;. If the ratio ¢/7, does not vary much in
a power scan at low pressure, one would expect a density scaling n.! \/'E,.f Fig. 4.5
indicates that this is indeed the case in the experiment.

The dependences on gas pressure are somewhat more complicated. Eq. 4.17 indicates
that T.(cv.) has an inverse dependence on ny, for fixed P,.; and ¢/T.. Since (ov.) falls
rapidly with decreasing T, for T, < 100 eV’. the density dependence is not clear. In fact.
the data shown in Fig. 4.6 indic#tes that the variation of T, and ¢/T, overpower the

1/2

factor of ny, ' in Eq. 4.16, and cold electron densitv increases with pressure for X-mode

launch. This, combined =ith the fact that ¢ is observed to decrease with gas pressure,

" 1There is no dlagnostlc on Constance which determines T in the confining region, although it may
be measured with Langmuir probes on the outside or inferred from ELA measurements.

66



Q L Y
i} o 5x 1077 Torr
& 2 x 1078 Torr
3k
=) 2+ A
3 a
=
X
7 -
081 o]
0.6+
i ] 1
1

Figure 4.5: Cold electron line density vs. applied power in scans with X-mode launch

and absorber. By = 3.0 kG.

2 3
P, (kW)

67

D

~1




4 T T T T 1T 77T TI T T T ¥ T T 1T
x 5 ki X-Mode
B + 2 l(N X*Mode X)( % h
o 5 kW 0-Mode X x y
3 X X ]
= X
Nv X
.E: 2""' [0} + ™
= +O b
: ot
e 0L  x M Op o
~ L 0 x * % -
S 0 x #* ©
Lt
4t *
[ + —
D 3 1 A § WO B T 1 lj 1. i A 5 1 i it
1077 1078 107°
P, (Torr)
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implies that T, strongly decreases with increasing gas pressure, a result that has very
important ramifications for the microinstability and hot electron fueling.

The X-mode absorption rate for a distribution of turning-point resonant electrons,
which is an idealized model for the strongly-driven warm tail, was calculated in Chapter
3 (Eq. 3.34). One of the main features of that result is the fact that the absorption exhibits
a dependence on the mirror ratio R at resonance: PS,, o (R—1)"2/3, This occurs simply
because a turning-point resonant electron spends more time in resonance (7.4, increases)
as the resonance moves towards the mirror minimum. It is exactly this effect that results
in strong heating along the ‘baseball seam’ traced out by the intersection of the resonant
B surface and the outermost nonrelativistically resonant drift surface shown in Fig. 2.6
in Chapter 2. The slab model which was used to obtain Eq. 4.12 ignores the effects of
the variation of B along a field line that result in the R-dependence noted above, and
only takes into account the variation of B perpendicular to a field line to account for the
time that the rf wave spends in the resonance zone as it transverses the plasma along
an oblique ray path. This type of treatment is inadequate for an understanding of the
spatial dependence of absorbed power in the Constance geometry: the perpendicular
scale length of B varies little on the resonant B surface, and the slab model therefore
would predict fairly uniform absorption on the egg-shaped resonant B surface. In fact,
this errant outlook was prevalent in the Constance group for years, and wasn’t changed
until video camera pictures revealed the baseball-seamn shape of the plasma. This is a
striking example of a situation where rf diffusion has radical consequences which are
outside the scope of commonly-used heating models.

The above considerations give insight into the By-dependence of cold electron heating:
as By is increased, the baseball-seam plasma shrinks and finally vanishes at 3, = 3.75
kG. Fig. 4.7 shows that the line density actually increases with By for X-mode launch up
to very high fields. Since the power density P,; scales as 1/r® for a characteristic radius
of the plasma r, and line density is expected to follow the scaling n./ x r‘v/ﬁj;, one would

2

expect nl to scale as r~1/2 in a magnetic field scan, a factor of 2 increase from By = 3.0

kG to B;g = 3.6 kG. The data is in reasonable agreement with this rough estimate.
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Figure 4.7: Line density vs. magnetic field in a scan in which applied power and gas
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Up to this point, I have restricted the discussion to plasmas heated by X-mode launch.
O-mode absorption is much lower for cold electrons, due to the low value of Jy(kyp) at
these energies. The slab model formula (Antonsen and Manheimer, 1978) for O-mode

transmission is, in the low-density, low- N} limit,

wz
To=6.4x 10‘7LJ_fT;§. (4.18)

[

For typical Constance cold electron parameters, O-mode absorption is less than one-
tenth of X-mode absorption. This means that if 10% of the power is in the X-mode
polarization at resonance, it will heat more than the remaining 90% O-mode component.
An examination of the field-line plot and rf ray trajectories (Fig. 2.2 in Chapter 2)
indicates that up to 20% of the power reaches resonance in the X-mode polarization
for By = 3.0 kG due to the bending of field lines. This should be contrasted with the
By, = 3.6 kG case, in which less than 4% is in X-mode component. One then expects
that the heating will decrease in a magnetic field scan with O-mode launch if residual
X-mode provides the main heating. The data shown in Fig. 4.7 bears this out, where
n.l is seen to fall as By increases above 3.2 kG for O-mode launch. The n.l values in a
pressure scan with O-mode launch (Fig. 4.6) are similar to values obtained in an X-mode
scan at lower power, lending further support to the conclusion that O-mode launch heats
cold electrons primarily by means of partial X-mode polarization at resonance.

In conclusion, the experimental results for cold electron heating are in reasonable
agreement with the standard X-mode heating model as regards the scaling of cold electron
density with rf power, gas pressure, and magnetic field, with the exception that the spatial
deposition exhibits a more detailed structure resulting from the effect of mirrar geometry
on the rf diffusion strength.

The cold electron heating results summarized in this section are important for hot
electron heating in three ways: 1) the cold electron density affects ray propagation and
absorption due to its contribution te . 2) the strength of cold electron heating de-

termines the strength of MRF, and, most importantly, 3) the strength of cold electron
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heating determines the source rate v._j for the hot electrons. Many of the results for
hot electron heating and confinement, presented in the rest of this chapter, will therefore

be intimately connected with the results presented in this section.

4.5 The Diffusion Tensor

It is now time to see what can be determined from the experiment concerning the factors
that enter into the velocity-space diffusion tensor. I have chosen to break these factors
into six categories: collisions (4.5.1), electric field strength and frequency (4.5.3), loss
of adiabaticity (4.5.2), super-adiabaticity (4.5.4), diffusion paths(4.5.5), and the effect of
the cavity electric fields (4.5.6). The results presented on these topics are the main results
of this work, as they concern the general properties of ECH velocity-space diffusion. The
results on heating and confinement presented in the final section of this chapter should
be looked upon as the manifestation in Constance of the results presented in this section,
which are of much more general importance. The ramifications for other devices will be

discussed in Chapter 5.

4.5.1 Collisions

Before presenting results concerning the more complicated problem of rf diffusion, it is
worthwhile to first examine whether the collisional processes in the experiment are well-
described by the standard model presented in Section 3.2. This is useful for two reasons:
1) it tests a theory which is commonly accepted yet still not well-studied in experiments,
and 2) it establishes and tests the methods used in the study of the rf diffusion problem.

The bulk measure of collisionality is the decay of the diamagnetic loop, x-ray, and
interferometer signals in the afterglow after the rf is shut off, combined with the }-cal
measure of endloss power with the scintillator probe. These signals are shown in Fig. 4.8.
The hot endloss spectrum gives more detailed information which can be used to help
interpret the bulk measurements.

The first thing to notice is that the interferometer signal decays much more quickly

than the diamagnetic loop. This is to be expected: lower energy electrons scatter more

72



100 T

S. PROBE (pA)

X-RAY (keps)

—poas
-
——

102

i1 b1 i1

DML (V)

Fomm—sy
o
ey
=

[,
(o)
w
1

i i1 1t

nl (cm™?)

1012 I | ] | 1 | et

0.0 .5 1.0 1.5 2.0
TIME (s)

Figure 4.8: Interferometer, diamagnetic loop, x-ray, and scintillator probe signals for a
shot in which the rf is turned off at ¢t = 1.5 s. The measured decay times are 88 ms for
the interferometer and 220 ms for the diamagnetic loop.
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Figure 4.9: The endloss power spectrum during the steady-state and collisonal decay as
measured by the scintillator probe. The inverse slope of the steady-state spectrum has a
value of 420 keV, as opposed to 160 keV for the decay spectrum.
quickly than higher energy electrons, and contribute less to W, but more to w? due to
their lower relativistic mass. This implies that the endloss spectrum should exhibit a
large amount of lower energies, and this is indeed seen to be the case in Fig. 4.9.

In fact, the experiment generally reproduces the expected dependence of the decay

time on plasma parameters. Fig. 4.10 displays the measured diamagnetic loop decay time

versus the calculated from 7.y = 1/v With vy given by

Veort = 7.7 % 1078772 (log R)™ (2nn A + 2np, An). (4.19)

The data was taken in a gas pressure scan. The electron-electron and electron-ion
Coulomb logarithms are the same for hot electrons (A, ~ 24), and the electron-neutral
Coulomb logarithm Ag is 5.5: it is considerably smaller because the maximum impact
parameter for electron-neutral collisions is on the order of the Bohr radius rather than

the Debye length. The factor of 2 in front of ny, is to account for ions as well as electrons,
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and the factor of 2 in front of n H, is to account for the fact that molecular hydrogen
has roughly twice the scattering cross-section of atomic hydrogen. It is not necessary to
have a great deal of accuracy in the neutral scattering term, because it is generally small.
One can see from Fig. 4.10 that this formula, which is the standard formula for colli-
sional loss in a mirror, models the measured decay rates reasonably well. The variation
of Ty, produces the dominant effect on 7., in a pressure scan such as this. The fact that
Eq. 4.19 reproduces the diamagnetic loop decay rate, and not the interferometer decay
rate, indicates that the interferometer is too insensitive to high energy electrons to be
a good indicator of overall density with the collisionally-hardened distributions preseﬁt
in the afterglow. The fact that the x-ray count rate decays like the diamagnetic loop
supports this assertion.

One can measure the total endloss power using the scintillator probe, and check that
it agrees with the diamagnetic loop decay. In practice, it is an extremely time-consuming
task to obtain full endloss profiles by radially scanning the scintillator probe, and theyv
are only available for a selected set of parameters. Nevertheless, as Fig. 4.11 shows,
there is some correlation between the decay power and the scintillator probe signal on
the central field line in a pressure scan; as both the endloss and density profiles vary in
a pressure scan, close correlation cannot be expected.

Another result of the stronger scattering of lower energy electrons is the fact that the
average electron energy increases with time in the decay. This can be seen in Fig. 4,12,
where the evolution of (E) derived from the x-ray spectra is compared to a Fokker-
Planck calculation using the SMOKE code (Matsuda and Stewart, 1986). The effect is
weaker in the simulation, and this, combined with the fact that the collisional endloss
spectrum {Fig. 4.9) has a characteristic energy which is much lower than the hat electron
temperature, indicates that 3f /06 is larger than expected at lower energies; the cause for
this discrepancy has not been resolved, although it probably lies in the detailed structure
of f that is produced by rf diffusion during the heating phase.

Although rf diffusion tends to play a dominant role in resonant regions in velocity-

space, collisions still play a very important role in filling in the non-resonant regions. A
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cold electron, for instance, experiences no resonance if it reflects inside of the resonant
mirror ratio, and can scatter to larger pitch angles. This also means that even in strong rf
diffusion regimes, the distribution function requires a significant fraction of a scattering
time to reach equilibrium, because the equilibrium is determined only by collisions in
large portions of velocity space. This is generally true in the experiment, where the onset
of steady-state occurs at least tenths of a second after the rf is turned on.

In conclusion, collisional processes as measured in the experiment are consistent with
the standard theory, and play an important role as the diffusion mechanism for non-

resonant electrons.

4.5.2 Loss of Adiabaticity

Before going on to discuss the experimental investigation of rf diffusion, I want to briefly
discuss one other diffusion mechanism, that of p-diffusion due to loss of adiabaticity.
A paper by Uckan (1982) states that the maximum temperature obtained in a number
of ECH mirror devices tends to satisfy the criterion p/L ~ 0.06, and she attributes
this to degraded confinement at high energies due to loss of adiabaticity. On the other
hand, the theory developed by Chirikov (1979) and Cohen et al. (1978a) indicates that
this value of p/L is too low to have a strong effect. In fact, as was pointed out in
Chapter 3, collisonal diffusion is expected to be stronger. More importantly, the steady-
state temperature achieved in a power scan in Constance varies from 300 to 450 keV at
constant scale length L. One can rule out the possibility that there is a variation in the
scale length due to plasma diamagnetism, because 3 is constant in such a power scan.
Since there is no correlation between the steady-state temperature achieved and p/L, one
can conclude that p-diffusion does not play a major role in the confinement of electrans
in the experiment. In fact, as Section 4.6.3 will show, the hot electron temperature is

limited by the endloss induced by rf diffusion.
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Figure 4.13: A typical frequency spectrum of whistler MRF. Data from R.C. Garner,
Ph.D. dissertation, MIT, 1986, reprinted as MIT Plasma Fusion Center Report PFC/RR-
86-23.

4.5.3 Electric Field Strength and Frequency

There are two forms of GHz frequency rf in Constance: the applied rf, and microinstability
rf (MRF). The applied rf has a bandwidth of 1 MHz about the 10.5 GHz frequency, and
can be considered monochromatic. The MRF, however, is quite broad-band and covers
the frequency range 7-11 GHz, as indicated in Fig. 4.13.

The tf fields present in the experiment are measured by waveguides with attenua-
tor/filter/diode combinations as described in Chapter 2. If applied rf waves experienced
no refraction as they transversed the plasma, the 10.5 GHz power measured at the waveg-
uide opbosite the launching horn would give a measurement of rf absorption. An absorp-
tive plasma, however, is a refractive plasma, and this measurement can only be expected
to give a qualitative measure of the ficlds inside the plasma, being more accurate in

low-absorption cases. The microinstability, on the other hand, produces emission which
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Figure 4.14: Whistler MRF vs. gas pressure.

is isotropic (Garner, 1986), probably due more to the field line geometry than any in-
trinsic property of the instability. In addition, the 10.5 GHz cavity fields have large-scale
spatial uniformity, although they exhibit small-scale nodal structure across distances on
the order of a wavelength (3 cm). I will therefore consider the measurements of time-
averaged cavity and MRF fields to be representative of the corresponding average field
levels inside the plasma, but will treat the measurements of ‘unabsorbed’ rf power using
the waveguide opposite the launching horn with some caution.

The whistler microinstability results from the anisotropy of the warm tail in velocity
space when strong rf diffusion pulls the distribution function aleng rf characteristics
(Garner, 1986). For this reason. the instability is sensitive to variations in cold electron
heating, which, in turn, is particularly sensitive to gas pressure. The result is a very
strong dependence of MRF on gas pressure, as shown in Fig. 4.14. The most notable
aspect is a sharp threshold pressure around 2 x 107¢ Torr, where the instability emission

rapidly drops to zero. Apparently there is some critical change in the cold electron
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Figure 4.15: MRF vs. applied power, for two values of gas pressure.

population at this pressure, but why it occurs so suddenly remains a mystery. The
threshold is slightly power-dependent, so that the emission is strongly power-dependent
if the pressure is held constant in the threshold range (Fig. 4.15). On the other hand,
the emission is not sensitive to power at low gas pressure (5 x 10”7 Torr).

Given that the microinstability is an indicator of cold electron heating, one might
suppose that the cold plasma absorption would peak where the MRF peaks in a pressure
scan. The 10.5 GHz power measured by the waveguide opposite the launching horn
is shown in Fig. 4.16 for the same scan as Fig. 4.14. Although one should take these
‘unabsorbed’ rf numbers with a large grain of salt for the reasons mentioned ahove. thev
lend support to the claim that MRF is a symptom of strong cold electron absorption,
and that cold electron absorption, in turn, has a large effect on the field strength.

There are two ways to have applied rf without MRF in the experiment: one is simply

to run at gas pressures above 2 x 107° Torr, and the other is to employ the technique

of ‘second pulse’ experiments. The latter scheme is shown in Fig. 4.17: both the rf and
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Figure 4.16: Unfiltered rf power (almost entirely composed of applied rf) vs. gas pressure

at the waveguide located directly opposite the rf launching horn. The vacuum level is
4800 mW.
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gas feed are turned off after steady-state has been reached, and the plasma is allowed to
decay while the gas is pumped away; when the gas reaches a sufficiently low level such
that cold plasma cannot be produced, the rf is re-applied, and the resulting diffusion
on the hot electron component may be observed. With the cold electrons absent, the
second pulse rf levels are similar to the vacuum level. These are the cleanest experiments
for observing rf diffusion of the hot electrons, and will be discussed in detail. A big
disadvantage of the second pulse experiments is that they require the gas pumping time
to be less than the hot electron decay time; this, unfortunately, is not the case in the
absorber experiments, where the loading of gas on the absorber prevents the gas level
from reaching a sufficiently low level in a short enough time. All of the second pulse
experiments have been conducted with cavity heating.

The second pulse experiments remove the microinstability because they remove the
cold electrons; with cold electrons present, MRF is always present at pressures below
2 x 107° Torr, where the strongest heating is observed. It plays an important role in
velocity-space diffusion, and its eflect on heating and confinement will be discussed in

later sections.

4.5.4 Super-Adiabaticity

Before going on to discuss some of the experimental aspects of rf diffusion, a very impor-
tant question must first be addressed: does the phenomenon of super-adiabaticity exist
in a real device? At worst, super-adiabaticity would invalidate the diffusion description;
at best, it would slow diffusion down to a time scale corresponding to the dominant
randomizing mechanism in the system (e.g. collisions). To answer this problem, I have
investigated three aspects of super-adiabaticity that are predicted to be present: 1).a
decrease in the heating rate as T}, exceeds the barrier energy E,. 2) a large ‘warm’ com-
ponent with T,, ~ E,, and 3) reduced diffusion of hot electrons with E > E,.

Heating rate. The hard x-rav spectra can be used to measure T}, only when there
are a statistically significant number of counts in the energy range 100-1500 keV. This

occurs for T, > 50 keV, which is already above the barrier energy E, ~ 30 keV. A high
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Figure 4.18: Ty as a function of time in the early portion of the discharge, as measured
with the HPGe x-ray detector. Py = 2 kW, By = 3.2 kG, pg, = 5 x 10”7 Torr.

purity germanium (HPGe) x-rayv detector (see Appendix A) was therefore used to measure
the heating rate dT},/dt at the very beginning of the discharge. This data is shown in
Fig. 4.18. The heating follows a constant value of dT},/dt = 1000 keV /s throughout the
early phase of the discharge, with no significant decrease observed; furthermore, the same
rate is observed with hard x-ray measurements to continue up to temperatures in excess
of 300 keV near the onset of steady-state.

Warm component. The spectra obtained with the HPGe detector do not reveal
any significant component other than the hot electron component. The possibility still
remains that a very low energy warm component of significant density may exist; this,
however, has been ruled out by measurements with a Si(Li) soft x-ray detector. A
composite spectrum produced by joining spectra from all three detectors for identical
plasma conditions is shown in Fig. .19, The spectra are from an early time in the shot,

when the relative contribution from warm electrons would be higher than in steady-state.
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Figure 4.19: Composite spectrum taken with the Si(Li), HPGe, and Nal(Tl) detectors
at a time early in the shot. The solid smooth line is the spectrum for a single mirror
distribution component with s = 1 and T = 60 keV, and the dotted line is the calculated
detector response.
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The spectrum extends down to 1 keV in energy and exhibits two large K, lines due to
argon and titanium impurities, and is consistent with a calculated x-ray spectrum due
to hot electrons alone. Because hot electrons produce a large amount of x-rays at low
energies, these data cannot rule out the existence of a warm electron component at low
density n,, < 0.2n,. This, in fact, is presumed to exist and is referred to as the warm
‘tail’ on the cold distribution. However, a large density component due to sharply reduced
heating at T ~ F, is not seen in the experiment.

High energy diffusion. The best means for examining the diffusion of high energy
electrons is in the second pulse experiments, because only the applied rf is present and
the situation approaches the model used in the rf Fokker-Planck code SMOKE. Fig. 4.17
indicates that the loss of hot electrons is strongly enhanced during the second pulse, as
seen both in the increased decay rate of the diamagnetic loop signal, and the increased
- endloss seen with the scintillator probe. Figs. 4.20 and 4.21 display the results of the
simulation for two cases: one in which the rf field strength is set to be equal to the
cavity field level (15 V/cm) and has a uniform profile, and one in which the full applied
field (100 V/cm) is used with a narrow profile. Both cases use the fully stochastic rf
diffusion tensor. If super-adiabaticity were playing its expected role in the experiment,
the diffusion due to the coherent direct field would be sharply reduced, and the incoherent
cavity fields would provide most of the diffusion. One can see, however, that the strong
second pulse decay is not present in the cavity field simulation and that, in fact, the full
direct field is required to produce a decay similar to the experiment. Further evidence of
full diffusion is shown in Fig. 4.22, where the decay rate and endloss signal are plotted
as a function of second pulse power in a scan where the first (heating) pulse was kept at
a fixed power. The fact that both quantities scale linearly with second pulse power gives
additional support to the conclusion that the diffusion is fully stochastic.

Given that no effects of super-adiabaticity are seen in the experiment, it remains to be
determined whether it is an altogether errant notion. or whether there are randomizing
mechanisms in the experiment that negate its effect. Three randomizing mechanisms are

leading candidates: MRF, cavity fields, and collisions.
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of a second pulse experiment using the SMOKE code. In this case a narrow rf profile
with & = 100 V/cm was used.
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Microinstability rf. When present, MRF may be expected to play a strong ran-
domizing role, since the field strengths are significant (~ 1 V/cm) and the emission is
incoherent. However, as was shown in Section 4.5.3, the microinstability is absent in
the presence of high gas pressure (above 2 x 10~® Torr). If MRF were the dominant
phase randomizing mechanism, the steady-state hot electron temperature would be ex-
pected to be lower in its absence; this is not the case in the experiment, where 500 keV
temperatures have been attained in micro-stable regimes.

Cavity fields. Because wall-reflected rf is incoherent, it can be expected to produce
stochastic diffusion and possibly randomize the particle phase sufficiently to result in
stochastic diffusion by the coherent applied rf, as discussed in Section 3.5.4 of Chapter 3.
This has been experimentally tested in the absorber experiments — the microwave ab-
sorber reduces the cavity field level to less than 3 V/cm, as compared to 8 V/cm in the
corresponding cavity situation (P.y = 2 kW). As Fig. 4.23 shows, lower temperatures as
well as lower heating rates are obtained in the absorber experiments. It will be argued
in Section 4.5.6 that the higher diffusion levels in the cavity heating case are due to

the broad spatial rf profile associated with cavity fields, although the experimental data
do not rule out the _possibility that cavity fields play a role in reducing super-adiabatic
effects.

Collisions. It is difficult to directly determine whether collisions play a randomizing
role in the experiment because they cannot be removed. Experiments have been per-
formed in high Z gases, such as argon, with no significant increase in T}, although the
higher collisionality is evident in the x-ray spectrum (there is a deficit of lower energy

photons due to the collisional ‘hole’ in the distribution).

4.5.5 Diffusion Paths

Given that the electrons experience strong rf diffusion, it is interesting to ask what effect
the diffusion path structure has on the distribution function. Fig. 4.24 shows the diffusion
paths in momentum space for the central field line at the standard magnetic field. The

paths cover the region extending from the loss cone boundary at 8 = 45° to 6 ~ 60°. In
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Figure 4.23: Time evolution of hot electron temperature for the cases of cavity heating
and heating in the presence of microwave absorber. F.y = 2.0 kW, By = 3.0 kG,

pr, = 5 %X 1077 Torr. The rf is turned off at t = 1.5 s.
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Figure 4.24: RF diffusion paths in momentum space, for a field line with By, = 3.0 kG
and harmonics up to [ = 4, with k; = 0.5 cm™'. The paths are shown only in regions
where the electrons are resonant.
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Figure 4.25: The density product profile obtained with hard x-ray measurements. Py =1
kW, By = 3.2 kG, pg, = 1 x 107® Torr.

‘the presence of strong rf diffusion, therefore, one expects poor confinement of electrons
with pitch angles in this region since it is strongly connected to the loss cone along the
diffusion paths. In the non-relativistic case, the upper boundary is at the turning point
resonance given by sin’6 = 1/R,; this leads to the ‘effective loss cone’ boundary along
the turning point resonance which has been quoted by many authors (e.g. Bernstein and
Baxter, 1981). It is interesting that in the relativistic case, the resonant region spans a
similar range of pitch angles.

The poor confinement in the resonant region results in a density (or plasmn pressure)
axial profile which falls to zero well inside the mirror peak. This has been seen in the
experiment in a number of ways: Fig. 4.25 shows the axial profile of the chord-integrated

electron-target density product

[ di(ne X nz2?)
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Figure 4.26: The axial pressure profile determined by Xing Chen using magnetic mea-
surements.
obtained by scanning a hard x-ray detector axially in the y = 0 plane. Fig. 4.26 displays
the axial pressure profile on the central field line determined by Xing Chen using magnetic
measurements. Both profiles reveal that the electrons are confined within z = 20 cm, well
inside the mirror peak at z = 40 cm. This result was mystifying for a long time, because
there seemed to be no reason why the hot electrons, which have relativistic resonances
at all magnetic fields, would be confined inside the position traditionally associated with
the non-relativistic resonance. The relativistic diffusion paths shown in Fig. 4.24 provide
the answer. |

More quantitative support can be found in rf Fokker-Planck simulations. Fig. 1.27
shows an initially Maxwellian electron distribution function after it has been diffused
by | = 1-4 harmonic resonances, and the corresponding axial pressure profile. It is
clear that the poor confinement in the resonant region results in an axial pressure profile

which is quite similar to the experimentally measured one. Furthermore, it is essential
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Figure 4.27: Contours of the electron distribution function and the associated axial
pressure profile calculated by the SMOKE code in the presence of [ = 1.2, 3,4 rf diffusion.
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that the higher harmonics be included. Fig. 4.28 shows a similar simulation with only the
fundamental resonance included — in this case, only a small chunk is removed from the
distribution at low energies near the loss cone. Of course, a 500 keV distribution cannot
bé formed in the presence of only the [ = 1 resonance in the first place, but this result
serves as a reminder of the importance of high harmonic diffusion.

The structure of the rf diffusion paths at the higher harmonics plays another impor-
tant role — the strong diffusion into the loss cone at high energies limits the hot electron
temperature that can be attained. I will defer the discussion of the experimental and
simulation results on this topic to Section 4.6.3, where the various effects governing T
will be presented in a single discussion.

Another aspect of rf diffusion paths is their dependence on magnetic field. As the
field is lowered, the ECH resonance moves closer to the mirror peak, and the diffusion
paths therefore move closer to the loss cone in velocity space. It is reasonable to think,
therefore, that rf-induced endloss will be enhanced relative to collisional endloss as By
is decreased. This is, in fact, seen to be the case in the second pulse data® shown in
Fig. 4.29. It is difficult to model this effect, because all plasma parameters change when
the magnetic field is varied, and it is difficult to determine the relative contributions of
the change in the diffusion paths and the change in the distribution function.

It is clear that the structure of rf diffusion in velocity space has basic observable
consequences in an experiment. In fact, one of the great advantages of a mirror device
is the linkage between spatial and velocity space coordinates, and the ability to directly
measure velocity-space currents, that allows for the observation of such effects. Other
devices such as bumpy tori and stellarators have related effects on confinement due to rf

diffusion; these will be discussed in Chapter 5.

?The scintillator probe used here is of a different design than the one used for the rest of the data
in this thesis, and has not been calibrated, although it is known to detect only electrons with energies
above at least 200 keV.
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4.5.6 Cavity Fields

Another important factor in velocity-space diffusion is the electric field spatial profile,
since it determines which portions of velocity space have resonances. Although the
launched electric field profile has not been varied in the experiments (it undoubtably
is an interesting ‘knob’ potentially available), the level of cavity fields has been varied,
and they are the dominant fields outside of the launched rf beam.

As I’ve already mentioned, the cavity field levels have been found to be an important
factor in heating: the presence of absorber reduces the heating rate from 1000 keV/s to
around 400 keV /s, and the steady-state T}, from 450 keV to 250 keV for the parameters of
Fig. 4.23. The only difference between the two cases is the cavity electric field strength:
approximately 8 V/cm for the cavity case, 3 V/cm for the absorber case. The direct
(first-pass) field strength is around 60 V/cm, so one sees that the small fraction of cavity
field energy (around 8% for the cavity case, 1% for the absorber case, accounting for the
larger volume taken up by the cavity fields) has a large effect on the evolution of the hot
distribution.

There are two possible explanations for the observed enhancement of heating with
higher cavity field levels: one is that the random cavity fields aid diffusion by reducing
super-adiabatic effects, which was discussed earlier, and the other is that the wide cav-
ity of profile aids overall heating by introducing resonances in portions of velocity space
that are not resonant with the direct fields. Given the other experimental evidence that
super-adiabatic effects are not present, and the theoretical prediction that the random-
izing effect of cavity fields is not significantly greater than collisions (Section 3.5.4), it is
worthwhile to investigate the second explanation in some detail.

The first observation to make is that the direct field profile is localized well inside of
the mirror peak (between z = 0 and z = —20 cm on the central field line), and therefore
electrons will become detuned as their energyv increases. This occurs for E ~ 250 keV on
the central field line at By = 3.0 kG. The effect that this has on heating can be seen in

SMOKE simulations: Fig. 4.30 shows the time evolution of (E) for the cases of a 1 V/cm
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Figure 4.30: Time evolution of average electron energy from SMOKE simulations: a) 3
V/cm uniform field, b) 1 V/cm uniform field. In both cases a narrow rf profile with a
peak field of 20 V/cm is included.
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uniform profile and a 3 V/cm uniform profile, both having an additional Gaussian profile
with a width of 14 cm and 20 V/cm peak field (simulations with 260V /cm peak field do
not exhibit heating, apparently due to extremely rapid diffusion into the loss cone). The
case with the larger uniform profile has significantly stronger heating (the density is the
same in the two cases). It is clear from power balance considerations, however, that the
direct field does provide the bulk of the heating in the experiment, since a small fraction
of power goes into cavity fields. Nevertheless, it is easy to imagine that a broad profile
of low-level cavity fields is important in diffusing the electrons through the ‘gaps’ that
would be present in their absence, and therefore allowing electrons to reach the higher
harmonic direct field resonant regions.

Another effect of cavity fields is to broaden the kj spectrum. The direct rf has a
narrow range of kj values on any given field line, due to the narrow beam, whereas the
cavity fields have k vectors with all orientations. This increases the portion of velocity-
space that is resonant with the cavity fields, and further enhances the effect discussed
above. The Fokker-Planck code is not suited to a simulation of this effect, because it
assumes a single k vector for the wave.

In conclusion, I believe that the observed enhancement in the hot electron heating
in the cavity experiments is due to the added diffusion caused by the broad cavity field
profile, and not due to a reduction of super-adiabatic effects. Although the data is
certainly not conclusive, this assertion is supported by three facts: 1) other aspects of
super-adiabaticity have not been observed, 2) cavity fields are not theoretically predicted
to have a strong effect on super-adiabaticity, and 3) a broad rf field profile is theoretically

required for diffusion up to 400 keV temperatures.

The results presented in this section show that: 1) collisional diffusion obeys the
standard theory, 2) the electric field strength is dependent on cold electron absorption,
3) breaking of y is not significant, 4) super-adiabaticity plavs no observable role, 5) the
diffusion path structure results in axially limited confinement, and 6) cavity fields play

an important role in the diffusion process. The remaining task is to see how all of these
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factors come together in the heating and confinement of hot electrons, and this is done

in the next and final section of this chapter.

4.6 Hot Electron Heating and Confinement

In the previous sections, I have discussed the the factors that enter into the velocity-space
diffusion coefficient D and the hot electron source n.v._,. These can be varied in the
experiment by means of the three ‘knobs’: applied power, gas pressure, and magnetic
field. This section, then, presents the results on hot electron heating and confinement,
and connects them with the ideas developed previously. It is divided into five parts: 4.6.1
discusses heating rates and the approach to steady-state; 4.6.2 deals with the equilibrium
stored energy; 4.6.3 discusses the equilibrium hot electron temperature; 4.6.4 presents

endloss results; and 4.6.5 discusses the absorbed power fraction.

4.6.1 Heating Rates

There are two ways of defining the heating rate, either dW, /dt or dT},/dt, and these can
be quite different in the experiment; both are well-defined, however, because both W and
Tr tend to have a linear rise at early times. The reason the two differ is that dW  /dt
includes the hot electron density buildup and is therefore sensitive to the particle source,
whereas d7}/dt is sensitive to the details of hot electron diffusion and tends to be more
dependent on electric field. Figs. 4.31 and 4.32 show the two rates for power scans at
fixed gas pressure; one sees that both are apprcximately linear functions of P.;. This
isn’t surprising, since one generally expects a linear dependence on power since D,; has
a simple £2 dependence.

The more surprising result occurs in a gas pressure scan, where the cold electron
heating varies strongly (Section 4.4). Figs. 4.33 and 4.34 show the corresponding data
(there are much fewer points for dT,/dt since up to 20 shots are required for a single
point for good x-ray statistics).  The two rates exhibit markedly different behavior,
with dT},/dt largest at low pressures and dW, /dt peaking at an intermediate pressure.

The reason lies in the competition between cold absorption and diffusion strength: at
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Figure 4.31: Initial heating rate dW, /dt in a power scan. By = 3.0 kG, pg, = 2 x 107
Torr.
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Figure 4.32: Heating rate dT}/dt in a power scan. By = 3.0 kG, Py, = 5 x 1077 Torr.

low pressures the cold absorption is low and the electric field is correspondingly high,
producing strong hot electron diffusion; at higher pressures the cold absorption is higher,
providing a strong source, at lower electric fields. Thus the hot electron density buildup
is much stronger at the intermediate pressure, and this results on an overall increase in
dW . /dt. Many of the experimental results can be understood in terms of this competition

between electric field strength and source strength.

4.6.2 Stored Energy

One of the most notable aspects of confinement in Constance is the fact that increasing
the applied rf power does not increase the stored energy, only the rate at which equi-
librium is reached. Fig. 4.35 displays the steady-state stored energy W, as determined
by the diamagnetic loop for the same power scan as the data shown in Fig. 4.31. This
is the maximum stored energy obtained in Constance. The fact that dW, /dt increases

with applied power indicates that rf diffusion is indeed strengthening; the fact that the
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Figure 4.33: Heating rate dW,/dt in a gas pressure scan. By = 3.0 kG, Py = 5 kW
(cavity X-mode).
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Figure 4.34: Heating rate d7}/dt for various gas pressures. By = 3.0 kG, P.f = 2 kW
(cavity O-mode).
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Figure 4.36: Hot electron endloss power density on the central field line vs. applied power.

stored energy remains nearly constant indicates that the global energy loss rate is pro-
portional to power. Confirmation of this is given in Fig. 4.36, where the endloss power
density measured by the scintillator probe is seen to strongly increase with rf power. This
brings us to the most important result of strong rf diffusion on electron confinement in
a mirror: since both heating and loss are results of the rf diffusion process, strong loss
always accompanies strong heating. You can’t win — the harder you drive electrons up in
energy along diffusion paths, the harder you drive them into the loss cone along diffusion
paths. In fact, this result isn’t special to mirrors, but is true for any device which has
an enhanced loss region in velocity space which is connected by rf diffusion paths te the
confined distribution.

The level at which 1V, saturates is a function of magnetic field and gas pressure,
and is governed by cold electron absorption, because the cold electrons are the fueling
source for the hot electrons. Fig. 1.37 shows the steady-state diamagnetic loop signal

in a pressure scan. The peak stored energy occurs at roughly the same pressure as the
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Figure 4.37: Steady-state diamagnetic loop signal in a pressure scan. F,; = 5 kW,
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peak MRF emission (Fig. 4.14 shows the MRF power for the same scan). Since the
microinstability is an indicator of the strength of the cold heating, this is indirect but
strong evidence that the largest stored energy is obtained when the hot electron source
NeV,-.p 1§ maximized; this is also supported by the fact that the peak in W, is due to hot
electron density, not temperature. One could argue that the MRF itself is heating the hot
electrons, and that is why the two peak at the same place; this seems unlikely when one
looks at the plot of dW, /dt for the same scan shown in Fig. 4.33 — the heating rate has
a much ‘gentler dependence and does not fall rapidly at the microinstability threshold.
Of course, neither does W, itself, but the argument concerns the source rate, not MRF
per se — I believe that directly above the microinstability threshold the cold electrons
still provide a strong source to the hots.

The whole story isn’t in the source strength, though. One could have a weak source
strength with even weaker losses resulting in a large stored energy. This doesn’t happen,
however — with weak cold absorption, the electric fields are large and the rf diffusion
becomes stronger, resulting in stronger rf-induced losses. The data confirming this is
shown in Fig. 4.38 where the endloss power density on the central field line is plotted
for the same gas pressure scan. One can see that at low pressures the endloss power is
much higher, corresponding to the larger electric fields implied by Fig. 4.16. Thus, their
are two reasons why the stored energy is maximized when the cold electron absorption is
strong: because the source strength is strong, and because the electric fields are reduced.

In summary, this section has shown that rf-induced loss places a limit on the stored
energy achieved in the experiment, and that the maximum stored energy results when

the cold electron absorption is maximized.

4.6.3 Hot Electron Temperature

In contrast to the stored energy, T} does not peak in a pressure scan when the cold
absorption is maximized; rather, it peaks when the electric field and therefore the rf
diffusion strength is maximized. Fig. 4.39 shows the hot electron temperature for the

same gas pressure scan as was shown in Fig. 4.37; the behavior is markedly different,
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Figure 4.38: Hot electron endloss power density on the central field line in a gas pressure
scan.
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Figure 4.39: Steady-state hot electron temperature in a gas pressure scan.

with T}, smallest at intermediate pressure where £2 is lowest and rf-induced endloss is

also lowest (Fig. 4.38).

In fact, the effects of rf diffusion on T} can be quite surprising. Fig. 4.40 shows that
the hot electron temperature can actually decrease with increasing applied power! The
scintillator probe confirms that there is, in fact, a degradation in confinement at high
energies: Fig. 4.41 shows the ratio of the signals from two channels with different foil
thicknesses, for the same scan, and one sees that the loss of high energy electrons is
stronger relative to the loss of lower energy electrons as P, is increased (i.e. the endloss
gets hotter). The SMOKE code produces a similar effect on the hot electron temperature:
the simulation shown in Fig. 4.20 shows that the rf diffusion induced by the second pulse

decreases the average electron energy.
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Figure 4.40: Hot electron temperature vs. applied power.
4.6.4 Hot Electron Loss

The best measure of the total power going into the hot electrons is the measure of the
total endloss power, since they are equal in steady-state (neglecting the very small loss
channels of synchrotron and bremsstrahlung radiation, electron impact ionization, and
cold electron drag). In practice, it is extremely difficult to measure the endloss for all of
the field lines in Constance, due to the complex geometry and inaccessability to portions
of the machine. I have performed measurements of the endloss profile along a very limited
set of field lines, those that are in the plane y = 0, at one end of the machine (z = 70
cm). An assumption is required, therefore, to apply these measurements to the rest of
the plasma to obtain an estimate of the total endloss power.

My assumption in analyzing the endloss profiles is that the endloss power density
is constant on a drift surface. Since electrons drift azimuthally on the time scale of

microseconds, the distribution function must be constant on a drift surface. This doesn’t
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Figure 4.41: The ratio of signals from two scintillator probe channels with entrance foils
that have range energies of 30 and 300 keV in an rf power scan.
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mean, however, that the endloss is constant on a drift surface, since loss can be arbitrarily
localized (an analogy is a lake of constant depth with a waterfall at one end). In fact, one
expects the endloss not to be constant on a drift surface, since the electric field profile
isn’t. But there seems to be no better guiding assumption to go on. In light of all this,
one should regard the results for total endloss power with some skepticism, even though,
in my opinion, they are the best that can be obtained with the given data set.

The hot electron endloss is measured with the scintillator probe, which measures
power dénsity jE. The average energy E is independent of position on the field line, but

the current density j varies with magnetic field to satisfy particle flux conservation:

B(r')

ir') = B

j(r). (4.20)

The total endloss current is therefore given by

Lo = / 5 r, )’ )B(r) .dA’, (4.21)

where a drift surface is labeled by the magnetic flux ¢ that it encloses, and I have
written the equation to explicitly show that the current measured at a position (z,0, z) is
mapped to another position (z',y',2') according to ¢(z,0,z) = ¢(z',y’, 2'). The reasons
for mapping to a new location are twofold: 1) it is generally useful to map endloss
measurements back to the midplane (2’ = 0), since different diagnostics measure endloss
at different z locations, and 2) it is much more convenient to perform the integration
at the midplane, because analytic formulae for the magnetic geometry are available at
that location. The integration is actually simpler than it looks: since a differential flux

element d¢ = B(r’) - dA/, the integral may be written in 1-d form as

Lo = [ 1200):2) 44, (4.22)

B(a(¢). z) da’

and the job is reduced to a simple two-step process: 1) transforming the measured

z locations to the midplane z’ locations, and 2) performing a 1-d integration of the
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transformed signal with the weighting function

1 d¢

In actuality, B(z,z) = 0.78B, for all of the measured field lines, slightly simplifying
the task. The function d¢/dz’ was obtained by computing ¢(z') for a set of points,
performing a spline interpolation and using numerical derivatives; the mapping z(¢) —
z'(¢) was obtained by running the field line code EFFI (Sackett, 1978) for 50 field lines
and employing a spline interpolation. Near the axis, ¢ = Byrwr??, so that w(z') = Bp2nz’
vanishes at ' = 0. Since the profiles actually cover positive and negative values of z, 1
weight each side with half of the total weighting.

The transformed, unweighted profile and the transformed, weighted profile at the
midplane are shown in Figs. 4.42 and 4.43. The profile was measured at z = 70 cm.
There are a number of important points to make about the endloss profile: 1) it is not
symmetric, clearly violating the assumption that the endloss is constant on a drift surface,
2) it peaks at a midplane location of 2’ ~ 12 cm, which is inside of the outermost non-
relativistically resonant drift surface at 2’ = 17 cm (called the ‘tangent’ surface because
it is tangent to the |B| = 3.75 kG resonance), and 3) there are a significant amount of
endloss outside of the tangent drift surface. This last point may be a little surprising,
since one would expect the source for the hot electrons to be very weak outside of the
tangent surface; however, the electric field strength is also strong on the outside since
there is no shielding, so the weak source is complemented by strong diffusion. This is
analogous, of course, to the previous result that the endloss is largest at lower pressures
when the field strength is high, even though the density isn’t at its maximum. Another
way of stating it is that the energy confinement is poor on the outermost field lines. This
is supported by other measurements (Smatlak et al., 1987) that show that the plasma
pressure is very low outside of the tangent surface.

Another issue is the amount of endloss produced by MRF. It is generally difficult to
separate the MRF-induced endloss from the applied rf-induced endloss because the MRF
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Figure 4.42: A hot electron endloss power density profile transformed to the midplane.
Curve 1 is an average over 0.1 s before rf turnoff and curve 2 is an average over 0.1 s
afterward. The error bars represent fluctuations due to MRF.
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P,. Mode B, pu, P% P, dWe /dt
45 X/Abs 3.0 2x10°° 540+40% 120+40% 375+10%

45 X/Cav 3.0 2x10"% 760 90 370
45 X/Abs 36 2x10"% 110 50 -

20 X/Abs 3.0 5x10°7 90 60 130
20 X/Cav 3.0 5x10°7 300 55 150
20 O/Abs 3.0 5x1077 20 20 100

Table 4.1: Summary of hot electron power loss measurements. Py, is in kW, all other
powers are in Watts. Error estimates indicate instrumental error.

tends to be produced continuously. Certainly, as Fig. 4.38 shows, there is no drastic
drop in endloss as the gas pressure is increased above the MRF threshold. At low gas
pressures the MRF tends to come in discrete 10 us bursts at intervals of around 1 ms.
Fig. 4.44 shows the scintillator probe signal and the MRF emission digitized on a fast
time scale. Analysis of low pressure shots such as this show that the MRF-induced hot
endloss accounts for 10-25% of the total. Since the low pressure regime produces the
strongest total endloss, this most likely represents the strongest MRF-induced endloss
power in the experiment.

The integral under the weighted endloss profile gives an estimate of the total endloss
power, although I must emphasize that it is an estimate given the assumptions made in
the analysis. Nevertheless, it is worthwhile looking at the result in the context of other
measurements to get an estimate of the power absorbed by the hot electrons. This is

done in the next section.

4.6.5 Power Absorption

There are at present only two measurements of total electron power loss: the integrated
scintillator probe endloss profile. and the diama,gnetic loop decay (the calibration of the
scintillator probe is described in Appendix B). The results for a number of conditions
are shown in Table 4.6.5, where the powers from the scintillator probe are given for the
steady-state phase (P2%) as well as the first 0.1 s of the decay (Pg.), and the loop decay
power dW¢/dt is given for the same portion of the decay. The endloss decay power is a

factor of 2-5 lower than the diamagnetic loop decay power. Although there are errors
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Figure 4.44: Hot electron endloss and an MRF burst for a shot at low gas pressure. The
unfiltered rf diode signal is zero between bursts (a positive offset was added).

122



involved in the calibration of the scintillator probe, it is doubtful that they can fully
account for the discrepancy; it is much more likely, and completely reasonable, that the
discrepancy is due to non-uniformity of endloss on a drift surface, or asymmetry in the loss
bétween the two ends. The fact that the discrepancy varies with plasma conditions also
supports this; a systematic error would result in a fixed ratio between the two numbers.
On the other hand, the diamagnetic loop decay is also sensitive to pitch-angle relaxation
(decreasing W, with increasing W) which occurs in the decay. The end result is that
the true decay power is probably somewhat less than dW¢9/dt, but not nearly as much
as indicated by the endloss measurement.

If one goes with the diamagnetic loop endloss power as the true value, one can get
the total endloss power in steady-state by assuming that the endloss profile has the same
structure on a drift surface during the steady-state phase as during the decay phase.
This is not a particularly good assumption, since the steady-state loss is determined
by the rf fields which certainly vary on a drift surface. Nevertheless, there is a clear
qualitative difference between the absorber and cavity experiments, with this method
giving an estimate of P,, = 1.8 kW, or 0.4P,,, in the former case and 3.1 kW, or
0.7P,,, in the latter case for the data shown in the top two rows of Table 4.6.5. The
stored energy (W, = 120 J) and decay power are the same for the two cases, indicating
that the stronger diffusion produced in the cavity experiments, which is also seen in the
buildup phase as discussed in Section 4.5.6, only results in stronger endloss. The energy
confinement times, given by W, /P,,, are 7g = 70 ms for the absorber case and 40 ms
for the cavity case.

Of course, not all of the total power comes out in endloss; another loss channel is the
whistler rf emission. Since the MRF is only measured at the location of the waveguide. it
is difficult to estimate the total MRF power. If one assumes that the emission is isotropic,
and the results of Rich Garner (1986) indicate that it is, one can get an estimate by
multiplying the waveguide power by a factor which takes into account the solid angle
that it subtends; this factor is roughly 10,000. For the absorber case given in the top
row of Table 4.6.5, the total emission is estimated to be 800 W, but one should keep
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in mind that this could easily be off by at least a factor of two. The MRF power is
approximately the same in the cavity case, in agreement with the notion that the cavity
fields aid diffusion of hot electrons but have no effect on the cold electrons.

Including the whistler rf emission, then, the total absorption estimate is 60% for the
absorber case and 90% for the cavity case at the optimum parameters of P, s =5 kW,

By = 3.0 kG, and py, = 2 x 107 Torr.

The main results on heating and confinement presented in this chapter can be sum-
marized in a single statement: rf diffusion strongly limits confinement of hot electrons
in a micro-unstable, ECRH mirror plasma. This has been seen in practically all the
results, and produces effects like the shortened axial pressure profile, the strong endloss
at low gas pressures, the turnover of T, with increasing rf power, and, most importantly,
the fixed stored energy limit. These effects are not unique to mirror plasmas, or even
to electron heating, and should be considered in any rf-heated device, whether it be a
tokamak or a bumpy torus, with ECRH or ICRH. The following chapter summarizes the
results of this work, discusses their application to other devices, and points to remaining

questions that warrant further study.
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Chapter 5

Conclusions

The results presented in this dissertation may be summarized as follows:

Endloss produced by rf diffusion is the dominant loss mechanism for hot electrons
in strongly-heated plasma regimes, resulting in an energy confinement time of 40 ms in
the case of cavity heating with 4.5 kW of incident power, as compared with the collisonal
scattering time of 350 ms. Since both heating and rf-induced endloss are manifestations
of rf diffusion, they follow one another — the stronger the heating, the stronger the loss.
This results in the observed confinement limit in the device: above 2 kW, increased rf
power merely results in a more rapid attainment of equilibrium at a fixed stored energy.
Rf-induced loss increases relative to collisions with increasing hot electron energy; a
significant portion is due to second and third harmonic resonances, just as significant
heating results from higher harmonics.

The hot electron temperature is not limited by loss of adiabaticity, as has been
proposed, but is actually limited to values for which velocity-space diffusion due to p-
breaking is comparable to or less than that due to collisions. The results indicate that,
in fact, the dominant diffusion mechanism is rf diffusion, and it governs the equilibrinum
temperature in most regimes. In fact, the experiment shows that 7}, can actually decrease
with increasing rf power in strong rf regimes, due to the strong rf-induced loss of high
energy electrons. In this situation, the endloss continues to increase in energy. verifving
that the T, degradation is due to poorer confinement, rather than to any anomalous

degradation of diffusion to high energies.
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Single-pass absorption is limited to less than 60%. In the presence of cavity fields,
total absorption of up to 90% is observed, and the improved heating is attributed to the
effect of the broad spatial rf profile of cavity fields, although the possibility that otherwise
unseen super-adiabatic effects are playing a role cannot be ruled out. The confinement
limit still remains, however: in the cavity case, the loss is correspondingly larger, and the
resulting stored energy is no different from the stored energy obtained in the absorber
case.

Super-adiabatic effects are not clearly evident in the experiments performed in

this research. The observations leading to this conclusion are:

e There is no observed decrease in the heating rate as the electron population is
. heated from low temperatures (10 keV), at which super-adiabatic effects are not
expected to play a role, to the high temperatures reached in steady-state (400 keV)

which are well above the theoretical barrier to strong diffusion.

e No ‘warm’ component (T ~ 1 keV) of significant density is observed. Although it
is known that the strongly rf-driven, magnetically-confined electrons in this energy
range are whistler micro-unstable, there appears to be no strong barrier which

prevents them from being rapidly heated to high energies.

¢ Strong endloss observed in ‘second-pulse’ experiments, in which the cold plasma is
removed to observe the effect of rf diffusion on the hot electron compenent alone,
can be reproduced by an rf Fokker-Planck code only when the fully stochastic rf

diffusion tensor is used.

If super-adiabaticity exists, then a randomizing mechanism is acting to reduce or elim-
inate its effect. The leading possibility is the effect of cavity fields, although the data
do not conclusively show them to be playing such a role. It can certainly be concluded,
however, that super-adiabatic effects do not place a severe limit on diffusion.
Collisional loss processes are consistent with the standard theoretical model.

Whistler microinstability plays two key roles in strong rf regimes:
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o It can be a large power loss channel, producing rf emission of up to 20% of the total

applied power.
e It can produce a significant portion (up to 25%) of rf-induced hot electron endloss.

Furthermore, the whistler microinstability is inherent to regimes of strong hot electron
production, because the very source for the hot electrons is the cold electrons which have
been rf-diffused up in energy. The stronger the heating of the cold electrons, the stronger
the source for the hot electrons, and the stronger the microinstability. In fact, the maxi-
mum hot electron density tends to occur at the conditions for which the microinstability
is maximum.

Cold electron absorption exhibits the generic features of a simple slab model
but differs in that the spatial deposition is strongly dependent on the mirror ratio at
resonance, an effect which is absent in the slab model but is a natural result of cyclotron
resonance in a mirror field. In fact, the cold electrons are heated most strongly near
the intersection of the resonant |B| surface and the surface of field-line minima; this
intersection traces out a curve which reproduces the baseball-seam shape of the magnet.
Since the cold electrons are the source for the hots, the hot electron density and endloss

peak on field lines for which cold electron heating is strongest.

The effect that rf diffusion has on confinement is clearly very strong in a mirror plasma.
Related effects occur in other devices, such as bumpy tori and tokamaks. Since these
devices have closed field lines, losses are enhanced by rf diffusion through its interaction
with radial transport: particles are diffused into regions of velocity space which have
poor confinement, and they are then lost if spatial transport out of the plasma proceeds
faster than diffusion back into more well-confined regions of velocity space.

Of the two devices mentioned, this effect is worse for bumpy tori. In the EBT ex-
periment (Batchelor et al., 1987), high energy electrons, with energies well above the
ambipolar potential ¢, have predominantly magnetic drifts and are weakly coupled to

the colder bulk electrons, just as in the case of hot electrons in Constance. These electrons
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are poorly confined if they are located near the trapped/passing boundary in velocity
space, equivalent to the loss cone in a single mirror. Rf diffusion degrades their confine-
ment in much the same way as it degrades confinement of hot electrons in Constance.
Particle balance in EBT is dominated by the ‘warm’ electrons whose drifts are strongly
affected by the spatial structure of ¢. When the magnetic drift cancels the B x V¢ drift,
the neoclassical step size can exceed the size of the plasma: the direct loss of this class of
electrons accounts for 60% of the particle loss and 80% of the energy loss, and rf diffusion
is the mechanism which fuels the lossy region in velocity-space.

Electron transport in tokamaks is well above neoclassical levels, and it is doubtful
that rf diffusion into regions with poor neoclassical confinement has a significant effect in
ECH experiments. The enhanced transport of ripple-trapped ions due to ICH has been
theoretically investigated (Chen et al., 1987) and may be significant at high energies,
but it does not appear to be a strong effect in present-day devices. However, if strongly-
heated anisotropic distributions are produced in future high power ICH experiments, rf
diffusion can be expected to play a role in the enhancement of transport.

There are a number of problems related to rf velocity-space diffusion that this thesis
leaves unanswered. Most outstanding is the question of whether the stronger diffusion
produced in the cavity experiments is due to a broadened rf profile or due to a reduction
of super-adiabatic effects. An important theoretical issue is that of cold electron heating:
it has never been treated in a self-consistent fashion which incorporates the effects of mi-
croinstability rf emission and rf-induced endloss on ambipolar potential formation, and
the rate v, at which cold electrons fuel the hot population has never been modeled.
Finally, the rf Fokker-Planck simulations presented here have not quantitatively repro-
duced the observed hot electron parameters — a calculation of hot electron heating that
incorporates cavity rf fields, including the broad-band microinstability spectrum, and
takes into account the anisotropic distribution of warm electrons is required to generate
heating rates, endloss powers. and eciuilihrium temperatures than can be compared with

the observations.

128



Appendix A

X-Ray Spectroscopy

In this appendix, I summarize the calculation of plasma bremsstrahlung spectra and
the response of the x-ray detectors which is used to compare the experimental spectra
to chosen electron distribution functions. In the first section, the calculation of the
pure spectrum is described; in the second section, the method of calculating the response
function for the Nal(T1) and Ge detectors is described; and in the third section, I describe
the technique which is used in making the comparison between the experimental spectra

and the theoretical detector-modified spectra.

A.1 Plasma Bremsstrahlung

A hot electron in a plasma produces bremsstrahlung x-rays due to Coulomb collisions
with atoms, ions, and electrons. Bremsstrahlung from electron-atom collisions is identi-
cal to that from electron-ion (e-i) collisions for x-rays which are well above the ioniza-
tion potential of the atom, as is the case here, where Aw/¢ion > 100. The relativistic
Born approximation cross-section for e-i bremsstrahlung is the Bethe-Heitler cross-section

(Heitler, 1954):

dx Z2a§£{%_2EOEp2+2P«2)+M2(f_€+f§_ﬂ_fe_0)+

dw 137 po |3 P°p} ps 1°  pop
4 2
L 8 EoL +k (E2E? + p2p®) +
3 pop pip? ’
’k (ELE 2 EoFE 2 2kELE
L H ( 0 :'Poeo_ 0 +PE+ 202 )}}, (A.1)
2pop Po P P°rs
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where natural units (A = ¢ = 1) are used, Z is the ion charge, a is the Bohr radius, u
is the electron mass, po, Ey are the initial electron momentum and energy (including p),
p, E are the final momentum and energy, k = w = Ey — E is the momentum and energy

of the emitted photon, and L, €, and € are given by:

[ = 1o PotPop—Eck

p5 — pop — Eok
B EoE + pop — u®
= 2In ok , (A.2)
Eo + po
€ = In——
° Eq — po
= oot (A.3)
7}
€ = 2lnE+p. (A4)
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The total cross-section (integrated over emission angle) has been used because the angle
dependence of the spectrum is weak for a mirror plasma (England and Haste, 1973),
and the inclusion of an angular calculation would considerably increase the CPU time
required for the calculation. This cross-section has much simpler forms for the non-
relativistic and super-relativistic cases, but since the Constance hot electrons are in an
intermediate range (T ~ 500 keV), the full cross-section has been used.

A correction to the Born approximation, due to Sommerfeld, may be included (Heitler,
1954). This correction is in the form of a simple function S(Ey, E) which multiplies the

form for dx/dw shown above, and is given by

£ 1 —e b
E{, 1 —e-2m¢’

S(Eo, E) = (:\.5)

where & = 1/(137vp) and & = 1/(137v). S deviates from unity for large &, (low energy
incident electrons) or large £ (hard photons. where most of the electron’s energy is given to
the photon). I have included the Sommerfeld correction in general, although it produces

a noticable effect on the x-ray spectrum only for photon energies below 1 keV or so.
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The power emitted by an electron in the range dw is given by

d
n,-vo——&dw,

dw

and the spectral power per unit volume emitted by electrons with a distribution function

f(Ey) is given by

dl oo dx 1
o = /p _ dBgnancve X dmpoE /0 X f(Eo, M),
oo d 1
- /“ dEn.nivo 2> 4npo B /0 A f(E +w, ), (A.6)

where the integration over pitch-angle A = cos6 is shown explicitly and f(E, ) is nor-

malized so that

o 1
d® = dE4npE | dAf(p,\) = 1. .
[ &pse) = [ dB4mpE [ drf(p,0) =1 (A7)
Finally, the intensity spectrum incident upon a detector is
dI s SUr) dI
w5 (A8)

where (}(r) is the solid angle spanned by the detector as seen from the point r, and

dI/dwd?r is a function of r if f is. For a Maxwellian distribution,
f(E +w) = exp(~w/T) exp(—E/T)

, and the spectrum has primarily an exp(—w/T') dependence, deviating at low energies
w < T/2 (see Figure A.1). In actual fact, the x-ray pulse height spectrum corresponds

to the photon number spectrum
dN.  1dI
do  wdw'
but it is an easy matter to convert the experimental number spectrum to an intensity
spectrum.
The Born cross-section for e-e hremsstrahlung is an exceedingly complicated function,

and the calculation of the spectrum is laborious (Swanson, 1967). However, the e-e

spectrum differs from the e-i spectrum mostly in magnitude, but not in shape: Figure A.1
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Figure A.l: Bremsstrahlung spectra for a Maxwellian electron distribution. Data from
Maxon, Phys. Rev. A 5, 1630 (1972).
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shows the e-i and total (e-i + e-e) bremsstrahlung spectra for a Maxwellian electron
distribution and Z = 1,n; = n.. One sees that the total spectrum has roughly twice
the intensity of the e-i spectrum, but a similar shape. In addition, 3" Z?n, > n, in the
eiperimenttwhere the targets n, are neutral H atoms, protons, and Ar and Ti impurities,
so that the e-i bremsstrahlung is enhanced relative to e-e. Because of these two facts, e-e
bremsstrahlung is not expected to affect the shape of the spectrum, and I have neglected

it in the calculation of x-ray spectra.

A.2 Detector Response

A.2.1 NaI(Tl) Detector

A thallium-doped sodium iodide, or Nal(Tl), x-ray detector is a scintillation detector:
an x-ray entering a Nal(TI) crystal scatters and slows down, giving up its energy to the
crystal in the form of scintillation photons, due to the process of photo-excitation. The
x-ray may also undergo Compton scattering and electron-positron pair production. The
scintillation photons are collected by a photo-multiplier tube, and the pulse is recorded
by a pulse-height analysis system.

The attenuation coefficients for the three processes are shown in Figure A.2. Compton
scattering can lead to the recording of an energy lower than that of the photon because a
photon may scatter and carry some energy out of the crystal. In addition, the probability
that the photon may transverse the crystal without an interaction becomes large if the

1

attenuation length u~* is comparable or larger than the crystal dimensions. All of this

may be summarized by a detector response function
Rlw,w") = n(w)/ D(w,w')g{w',w"dw', (\.9)
0

for which the detector-modified spectrum is given by

Al o~ dl
:/ dor’” Rlw,”). (A.10)
4]

dw'
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Figure A.2: X-ray attenuation coeflicients for Nal(Tl). Data from Hubbell, J.H. Nat.
Bur. Stds. NSRDS-NBS 29 (1969).
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In Eq. A.9, 77(w) is the probability that the photon has at least one interaction, D(w, w’)dw’
is the probability that an interaction deposits an energy between w’ and o’ + du’, and
g(w' ,w")dw" is the probability that the deposition of energy w’ is recorded between w”
and " + dw”.

The function g(w’,w") is a normal distribution arising from the imperfect resolution

of the photomultiplier tube:

(A.11)

The resolution is r(w’) = W(w')/w’, where W = 20+/21In2 is the full width at half
maximum. The resolution is measured to be rgg; = 7% for the standard «’ = 661 keV
Cs'®" photon. A statistical argument would predict a dependence on energy r o w'"1/2,
However, experiments (Berger and Seltzer, 1972) show that r varies as w'~'/2, so that o
may be writtén

61 1/3 ’
6 ) 5 ’ (A.12)

O'(UJ ) = Tegs61 (:'— %,--—.2 11'12‘
Berger and Seltzer (1972) used a Monte-Carlo technique to determine D(w,«'), which

has the form:

D(w,w') = Clw,w)+ Po(w)b(w ~ w') + P (w)(w — o' — mc?) +
+Py(w)b(w — w' — 2mc?) + Pa(w)§(w’ — wy). (A.13)

C is the partial absorption continuum, Fy is the photopeak fraction, P, and P, are
single- and double-annihilation peak fractions, and P; is the iodine K-shell fluorescence
peak fraction, with wy = 29 keV’; these are plotted in Figure A.3 (I have included rata
for P; at low energies from Fioratti and Piermattei, 1971). I have used spline fits to
the tabulations of C and P, which were calculated for a 3" x 3" detector with a broad
parallel beam of incident radiation. similar to the experimental situation. The overall
response to a flat input spectrum with a value of unity is shown in Fig. A.4. The low

energy excess is due to partial absorption of high energy photons.
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Figure A.3: The coefficients in the expression for D(w,w’). Data from Berger, MJ and
Seltzer, SM (1972) NIM 104, 317 and Fioratti, MP and Piermattei, SR (1971) NIM 96,
605.
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Figure A.4: The Nal(T1) detector response to a flat input spectrum including attenuation
due to 88” of air and 0.020” of aluminum between the plasma and the detector.
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Figure A.5: Cs'®" pulse-height distribution (solid curve) and calculated detector response
(dotted curve). The source was placed directly in front of the detector.

As a means of comparison, Fig. A.5 shows a pulse-height distribution for a Cs'®"
source placed directly on the 3” x 3" Nal(Tl) detector and the corresponding calculated
detector response with w = 661 keV. The experimental spectrum has a larger low-energy
portion due to back-scattering. This effect is dependent upon the structure surrounding

the detector and has not been included in the response function.

A.2.2 Germanium Detector

The germanium x-ray detector is a solid-state detector: a high voltage applied across
a slab of high purity germanium produces a region depleted of conducting electron-
hole pairs; a photon entering the depletion region liberates electron-hole pairs into the
conduction band, producing current which is integrated, and the resulting pulse is sent
to a pulse-height analysis system. The pliofo-excitation cross-section is much larger than

that for Compton scattering for the lower photon energies measured with the Ge detector
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Figure A.6: Photo-peak total efficiency and Be window attenuation for the Ge detector.
The depletion depth is assumed to be 10 mm and there is 0.038” of Be window (0.015”
vacuum window + 0.023” detector entrance window). The feature at 10.36 keV is the

Ge K, edge.
(1 < w < 150 keV), so the detector response is simpler than that of the Nal(T1) detector.
I have used an analytic fit to the overall efficiency n{w) for Ge provided by Frederick

Seguin of American Science and Technology, Inc., who loaned us the detector (w in keV):

n{w) = 0.026w° (0 <w<2.5)

1 —4.4e™%/*% (2,5 < w < 10.36)
1 — e w/i0 (10.36 < w < 75)
= g (w-78)/98 (75 < w < 300).

(A.14)

I

This fit is plotted in Figure A.6. Since the Ge detector is of fairly high resolution, I
have not employed a photo-peak response calculation as for the Nal(Tl) detector, but
have éimply multiplied the pure spectra by the efficiency to obtain the detector-modified

theoretical spectra.
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A.2.3 Si(Li) Detector

The Si(Li) detector is a solid-state detector similar to the Ge detector. The actual
device differs slightly in that an optical pulse is used to reset the semiconductor after a
certain amount of charge has been liberated. These reset pulses appear as large spikes
in the output, but may be discriminated against by means of a logic pulse supplied by
the preamp. Having high resolution, the Si(Li) detector response is dominated by the |
absorption efficiency. For the range of energies studied with this detector, 1-12 keV, the
response is flat and only the attenuation of the thin (90 ug/cm?) Al window was used. It
was found that the detector response had an anomolously sharp degredation in response
below 1 keV; this is still not understood, but may be due to contaminants on the surface

of the detector.

A.3 X-Ray Spectrum Comparison Method

The method of fitting x-ray spectra is simple: the detector-modified spectrum for a
chosen distribution function is compared to the raw data using the x? goodness-of-fit
criterion, where the data points (VN counts per channel) are weighted by the expected
standard deviation v/N. The count rate is usually sufficient for a statistically significant
steady-state temperature to be determined for a single shot if 10 spectra are summed
(usually the spectra in the afterglow). For time-resolved analysis, up to 20 identical shots
are summed.

Figure A.7 summarizes this, displaying a pure theoretical spectrum and its detector-
modified counterpart, and an experimental intensity distribution formed by summing 20

shots.
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Figure A.7: An experimental intensity spectrum and theoretical spectra for a Maxwellian
electron distribution with T = 377 keV.
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Appendix B

Scintillator Probe Response

Most of the scintillator probe data reported here has been taken with a probe which has
an array of five cylindrical NE102 plastic scintillators (4 mm diameter, 8 mm length)
optically linked to fiber optic guides which are in turn attached to 3/8” photo-multiplier
tubes (PMTs). The PMT currents are measured either with logarithmic current-to-
voltage converters (Analog Devices 759P) or a linear current-to-voltage converter using
an op amp (Analog Devices 50J) if fast (10 MHz) response is desired. The openings to
the scintillators have entrance windows made of foils of various thicknesses and lengths.
The response of the probes is a combination of: 1) the PMT gain at the wavelength of
the scintillator emission (420 nm) and the given high voltage bias, 2) the electron energy-
to-light conversion efficiency of the scintillator, 3) the transmission of the entrance foil,
and 4) the optical coupling between the scintillator and fiber optic and between the fiber
optic and PMT.

B.1 Photomultiplier Gain

The PMTs are designed for scintillation counting and have the optimum response at
the scintillator wavelength; a typical current gain is 10° at a bias voltage of 1250 V,
with a photocathode quantum efficiency of 25% (Hamamatsu tube #R1635). They are
relatively calibrated in situ by rotating the probe away from the plasma and exposing it
to the uniform background of x-rays emitted from the endwall. The resulting signals are

identical in shape, and their ratio gives the relative PMT gain of each channel.
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Figure B.1: Photomultiplier tube current vs. bias voltage, normalized to current at 500
V. The best fit power law curve is given by I/Ise0 = (V/500)%2.

The gain of the PMT is strongly dependent on bias voltage, and this is taken advan-
tage of in the experiments: since the endloss power varies by over an order of magnitude
for the range of plasma parameters studied, the PMT bias is often adjusted so that the
lowest energy (largest current) channel in the array has a peak current of 10-50 pA,
which allows for fast logarithmic amp response while keeping the PMT current well be-
low the saturation level. The calibration and experimental data is always scaled back to
the standard PMT bias of 500 V. Fig. B.1 displays the PMT current normalized to the
current at a bias of 500 V, obtained by running identical plasma shots for different bias
voltages. The data corresponds to the tube in the lowest energy channel, which is the
one used for most of the data presented in this dissertation. The data is fit with a power

law relation

I ‘ - S, 6.3
e 40%, B.1
Troo (500 ) + 407 (B.1)

where the error estimate corresponds to the mean deviation of the data from the curve.
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Figure B.2: NE102 scintillator light efficiency.

B.2 Scintillator Light Response

The light conversion efficiency of NE102 plastic scintillator is a constant for electron en-
ergies above 125 keV (Brannen and Olde, 1962), and has the value of 65% of the light
output of anthracene (Nuclear Enterprises, 1980), or 3.0%; that is, 3% of an electron’s
energy is converted into light in the scintillator. Electrons with incident energies below
125 keV produce less light because they can backscatter away from the scintillator; mea-
surements made with electron sources which are surrounded by scintillator show that the
response is constant down to energies of 10 keV for that geometry. T have made a fit to
the results of Brannen and Olde which gives the light response of NE102 for all electron
energies:

S(W) = 0.03(W — 29.6-+ 29.6e~"/°7), (B.2)

where W is the electron energy in keV'. The light efficiency S(1V')/W’ is plotted in Fig. B.2.
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B.3 Foil Transmission

Kobetich and Katz (1969) have presented an empirical algorithm for calculating the en-
ergy deposited by electrons as they slow down in materials which matches experimental
data very well. The algorithm is based on two empirical formulae: one for the character-
istic range r in the material to which electrons can penetrate, and one for the fraction

n(t) which are transmitted beyond a thickness ¢, given by

n = exp{—(gt/r)}, (B.3)
r = Auw[l - B/(1+ Cw)), (B.4)

where

p = 1.8(log;e Z)"" + 0.31,

g = 0.00592°% + 1.1,

A = 0.81Z79% 40.18 MeV g/cm?,
B = 0.21Z7%%5 4 0.78,

C = 112°%40.21 MeV™'.

Z is the atomic number of the material (for mixed materials, Z is the average value
weighted over the mass fractions), and w is the incident electron energy. (Note that foil
thicknesses are given in the units of g/cm?, which eliminates the appearance of the mass
density.) The residual energy W (r,t) that an electron has after penetrating the thickness
t is approximated by the energy required for it to travel the residual distance r — ¢, that
is, W(r,t) = w(r — t). The energy remaining in a beam after traversing a thickness f is
then nW, and the stopping power E(t) (energy deposited per unit length) is given by

the formulae

t/r<09: E(t) = d(nW)/dt, (B.5)
t/r>09: E(t) = E(0.97){n(t)/n(0.97)}*. (B.6)
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The second (thick-target) formula is designed to take account of the electrons which
straggle beyond the range r, and provides improved agreement with experiment.

For the purpose of determining the effect of entrance foils on incoming electrons, the
quantities 7 and W are needed; since the scintillator response depends on electron energy
W, these are needed separately, rather than in the form of the total energy nW. For
t/r < 0.9 I have used the formula W(t) = w(r — t); for t/r > 0.9 I have integrated
Eq. B.6 in the region 0.9r < t’ < t to get the additional loss in total energy A(nW), and
then have found W using

W(t) = [n(0.9r)W(0.97) + A(nW)]/n(t).

In practice, the channels with very thick foils have a larger sensitivity to target x-rays,
produced by the electrons impinging upon the foils, than to the small number of electrons
that make it through. I have therefore focused on the three thinnest foil channels in the

data analysis, which have range energies below 200 keV.

B.4 Overall Response

The overall efficiency of the entire probe has been determined with a 30 kV electron
beam in a test stand. The calibration was performed by Paul Stek. Since all except
the thinnest foil used in the multi-channel probe are opaque to 30 keV electrons, the
test stand was only used to calibrate a probe with a single layer of aluminized mylar foil
without TiO; reflective paint on the front surface of the scintillator, and one with only
reflective paint on the front surface. The probes in the experiment all have reflective
paint on the front surfaces to provide extra light shielding and ruggedness.

Fig. B.3 shows the result of the calibration, expressed in PMT current per unit in-
cident power density as a function of beam energy (the power density is found by mul-
tiplying the beam voltage by the current density measured with a Faraday cup). In
addition, calculated response curves for o 7 = 6.1 foil. corresponding to mylar, and a

Z = 38 foil, corresponding to Ti0,, are shown. The fit to the Z = 6.1 curve is excellent,
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Figure B.3: Scintillator probe response as a function of electron beam energy in the
calibration facility. The curves were calculated using the foil response algorithm.
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Figure B.4: The calculated response for four of the foils in the five-channel probe used
in the experiment, using the cafibrated response of the test probe at a 500 V bias.
and the best-fit thickness of 2.85 x 10~ g/cm? is in agreement with the value for the
thickness supplied by the manufacturer {Kimberly-Clarke). This indicates that the dead
layer of the scintillator is quite thin (less than 5 x 107® g/em?). This data was used to
determine the overall response of the probe. The fit for the reflective paint case, with a
best-fit thickness of 1.35 x 1072 g/cm?, is poor, which probably reflects that the paint
layer is not uniform. The data is bracketed by curves with thicknesses of 1.0 x 10~2 and
1.5 x 1073 g/cm?, and a 50% variation of paint thickness is completely reasonable. A
weight measurement indicated an average thickness of approximately 1.9 ¥ 1072 g/emZ,
in reasonable agreement with the fitted value considering the crudeness of the weigh-
ing technique. The uncertainty in the paint thickness has no effect on the response at
energies above 100 keV.

Fig. B.4 shows the calculated response of the test PMT for four of the foils used in

the multi-channel probe. The lowest energy channel has only paint; the other channels -
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have aluminum foils. The range energies for these channels are 27, 95, 200, and 405 keV.
The signal from the fifth channel, with a range energy of 660 keV, was dominated by
x-ray response and was not used.

The response of the five-channel probe is found by multiplying the test probe response
by the ratio of the entrance areas of the five-channel probe and the test probe and the
ratio of the PMT gains. The result, the conversion from PMT current to endloss power
density, ranges from 8.4 mW /cm? per pA at 50 keV to 5.2 mW/cm? per pA at 500 keV
for the lowest energy channel. Since half of the decay power detected by the lowest
energy channel is between 100 and 200 keV, I have chosen to use the response at 150
keV, multiplied by a factor of 1.1 to account for the additional power below the 27 keV
range energy, estimated from extrapolation of the decay spectrum shown in Fig. 4.9. The
resulting conversion is 7.2+ 2.8 mW /cm? per pA at a PMT bias of 500 V. The estimated
error of 40% is mostly due to the uncertainty in the PMT gain conversion.

Although not needed to interpret the experimental data, the optical efficiency of the
probe has been computed by comparing the calibration data with the response of a 3/8”

138 source, which emits 712 keV

scintillator placed directly on a PMT and exposed to a C
electrons. The overall optical transmission of the probe is about 2%, not unreasonable
considering the 30% transmission of the fiber optic and the rather poor coupling of the

scintillator to the fiber optic which was necessitated by vacuum requirements.
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