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Abstract

The DIII–D phase contrast imaging (PCI) diagnostic has been upgraded and used to
measure turbulence in the outer plasma region (0.7 < r/a < 1). These upgrades ex-
tended its operational range to high frequencies (10 kHz - 10 MHz), short wavelength
(2 - 30 cm−1), and improved the signal-to-noise ratio by 10X, as well as provided a
novel rotating mask to measure turbulence as a function of propagation angle about
the PCI chord. Turbulent fluctuations that propagate perpendicular to the magnetic
field direction can be localized by making use of the variation of the magnetic field
component perpendicular to the viewing chord as a function of chord height.

Long wavelength (|k| . 12 cm−1) turbulence is shown to be a branch in frequency
and wave-number space, and is localized to within the instrumental width of the
last closed flux surface (LCFS) (r/a & 0.9). Three classes of turbulence with finite
(and theoretically unexpected) k|| have been identified: (i) modes that are localized in
wave-number and mask angle (the high-k and medium-k modes), (ii) a broad (in mask
angle) background turbulence, and (iii) a low-k “wing” that smears the main branch
structure. These modes are seen to propagate at angles as large as k||/k ∼ 0.1− 0.4.

ECH heating is observed to increase the spectral power density in the high-k mode
(−24 < k < −18 cm−1), and the parallel wave-numbers are measured to be as large
as k||/k ∼ 0.15. The applied heating is shown to increase the electron temperature
gradient drive (inverse scale-length, 1/LTe) and decrease the ion temperature and
density gradient drives (1/LT i and 1/Ln). Using a basic temperature gradient driven
drift-wave model in slab geometry, it is shown that finite (and relatively high) k||
modes could interact resonantly with ions through the ion cyclotron Doppler reso-
nance terms ζ±1i = (ω∓Ωi)/(k||vti) ∼ 1. These m 6= 0 terms in the dispersion relation
are not included in the derivation of the gyrokinetic equations.
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Title: Professor of Physics
Director, Plasma Science and Fusion Center
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Chapter 1

Introduction

1.1 Fusion Energy

Fusion is the process that powers our Sun. It is the nuclear reaction by which light-

weight atoms combine into heavier atoms, and release energy in the process because

the product rest mass is lower than the reactants. The most attractive reaction for

magnetically confined fusion as a source of energy is

2
1D + 3

1T → 4
2He + 1

0n, (1.1)

where D and T are the 1st and 2nd isotopes of hydrogen: deuterium and tritium.

The D-T cross-section is fairly large (due to the isotope neutrons) and since they

are hydrogen isotopes, the nuclei are only singly-charged, making the electrostatic

repulsion minimum. The D-T reaction can generally occur at temperatures of 5-10

keV, meaning that the deuterium and tritium are in an ionized plasma state. This

process releases a helium nuclei (or alpha particle) with 3.5 MeV of kinetic energy and

a neutron with 14.1 MeV of kinetic energy. The alpha particle is charged and therefore

cannot escape the magnetic confinement; it will collisionally damp on slower particles

further heating the plasma fuel. The neutron is uncharged and will therefore escape

the magnetic confinement where its energy can be captured and used to generate

electricity.
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Nuclear fusion has the advantages of being safe, sustainable, and environmentally

attractive. The potential for catastrophic accident is less than in fission reactors be-

cause the risk of a runaway reaction is dramatically reduced. The helium product of

the reaction is not radioactive and although the high energy neutrons will activate

the structural materials, the resulting material half-lives tend to be on the order of

50-100 years instead of thousands of years as with the fission reaction. The tech-

nological overlap of fusion energy with nuclear weapons production is small relative

to the technologies employed in fission reactors, and the dangers of nuclear weapons

proliferation would therefore be significantly reduced. Finally, the fusion reaction

produces no greenhouse gas byproducts making it an attractive alternative to fossil

fuels on the basis of providing a carbon-free energy source to combat global climate

change.

1.2 DIII–D Tokamak

A “tokamak” is a toroidal device used for confining hot plasma in a toroidally sym-

metric helical magnetic field. The term comes from a Russian acronym roughly

meaning “toroidal chamber with magnetic coils”. The magnetic field used to confine

the plasma is dominated by the large toroidal field generated by the tan colored coils

depicted in Fig. 1-1, however a smaller poloidal field generated by inducing current

in the plasma itself is necessary for the equilibrium to be stable. In most modern

devices, the plasma current is generated through transformer action by the ohmic

coils which cannot provide steady-state operation. Therefore, various forms of RF

current drive systems are being studied on many devices.

Tokamak performance is often specified through the Lawson Criterion [1] which

defines the conditions needed for a plasma to reach ignition, where the self-heating

of the plasma by the fusion reaction products is balanced against all losses, and

therefore the plasma temperature is maintained without the need for applied power

input. This criterion for achieving ignition is stated as a threshold value of the

plasma triple product, namely density, temperature, and confinement time. For the
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Figure 1-1: Artist depiction of the DIII–D tokamak showing the toroidal field coils
colored in tan. Ohmic transformer coils loop toroidally around the inner wall, and
many plasma shaping coils are also shown.

D-T reaction, ignition is achieved when

neTiτE ≥ 1021 keV s/m3. (1.2)

Over the last 40 years, tokamak performance has improved by nearly a factor of 107

and the first device to achieve a burning plasma (Q > 10) is planned to be ITER [2].

It is scheduled for first operation in 2018 and will provide the first facility that can be

used to study a dominantly self-heated burning plasma regime. While not a condition

for success, attempting to reach the igition threshold is planned for ITER.

The DIII–D National Fusion Facility, located at General Atomics in San Diego,

CA, has made remarkable contributions to the world fusion program for more than

20 years. Particularly important contributions have been in the understanding of

the role of cross-section shaping in plasma confinement and stability, determining the

effectiveness of the poloidal divertor in exhausting heat and plasma impurities, identi-
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fying and understanding modes of enhanced energy confinement, and developing the

tools needed to manage the plasma profiles [3]. The DIII–D program now focuses on

using the these results to develop scenarios for next step tokamaks and advanced reac-

tor designs. The DIII–D program also includes the development of the GYRO code,

providing some of the most rigorous computational simulations to study turbulence

driven effects on confinement and transport [4]. Improving the predictive capacity

of turbulence simulations is a major thrust of both the theoretical and experimen-

tal communities - this can only be achieved through validation of their performance

against experimental measurement [5].

1.3 Challenge of Anomalous Transport

Universally, tokamak experiments show particle and energy transport that is large

compared to that predicted by collisional theories [6]. This so-called anomalous

transport is generally thought to arise from turbulent processes generated by micro-

instabilities [7] and is considered to be the main factor limiting confinement of heat

and particles in tokamak devices. Understanding the fundamental physics that govern

these instabilities is therefore a major focus of the international fusion community. By

understanding the mechanisms and relevance of turbulence driven transport processes,

models with predictive capability can be used to study and improve confinement and

ultimately to help design the next generation of reactor relevant devices.

Most modern turbulence theories focus on the drift-wave family of instabilities

as the key mechanisms by which turbulence can drive transport; these include the

Ion Temperature Gradient (ITG) mode (k⊥ρsi ∼ 0.1), the Trapped Electron Mode

(TEM) (k⊥ρsi . 1), and the Electron Temperature Gradient (ETG) mode (k⊥ρsi >

1). Here k⊥ is the component of the fluctuating wave-vector perpendicular to the

local magnetic field, ρsi = cs/ωci is the ion sound gyro-radius and cs is the plasma

sound speed. In the plasma core, simulations and measurements of long wavelength

(ITG/TEM) turbulence generally agree that this mode can drive ion thermal and

particle transport [8,9]. However, agreement between measurements and simulations
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generally disagree closer to plasma edge r/a & 0.75 [10, 11].

There is still controversy over the importance of short wavelength (ETG) modes

[12]. Some simulations of short wavelength turbulence show substantial electron ther-

mal transport due to ETG modes, while other simulations show essentially none. The

simulations differ in computational technique (e.g. continuum vs. particle in cell) as

well as physics effects included (e.g. adiabatic ions vs. kinetic ions) [13]. These

electron scale simulations are computationally expensive and are in various stages of

maturity; however, there has been little rigorous comparison to experimental measure-

ments. Confinement losses through the electron channel will be especially important

in reactor-relevant plasmas due to strong thermal coupling between electrons and ions,

and because fusion energy will be transferred from fast alpha particles to electrons.

Modern simulations must be validated and bench-marked against experimental mea-

surements before they can confidently be used to study and predict transport levels

to ultimately control electron transport and improve device confinement.

The drift-wave family of modes studied in modern turbulence theories assume a

mode propagating nearly perpendicular to the local magnetic field. A small but fi-

nite parallel wave-number is needed for field continuity on non-rational flux surfaces

and allows us to estimate the size to be k||/kθ ∼ 10−4. This assumption of near

perpendicular propagation is built into the gyrokinetic theory from the start of the

derivation when the gyrokinetic ordering is imposed, setting an upper limit on the

parallel wave-number of k||/kθ ∼ 10−2. Such an assumption is generally agreed upon

as valid throughout the community, and therefore the concept of short-wavelength

turbulence with a significant wave-vector component along the magnetic field is gen-

erally thought to be irrelevant to transport. However, in this thesis research we find

the existence of large parallel wave-number modes (k||/kθ ∼ 0.1 − 0.4), which begs

the question of whether the gyrokinetic theory is complete. Throughout the thesis,

we will refer to such large parallel wave-numbers as “finite parallel wave-number”

or “finite k||”, while we refer to the small parallel wave-number drift-wave modes as

“propagating near perpendicular” or “k|| ∼ 0”.
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1.4 DIII–D Phase Contrast Imaging Diagnostic

Phase Contrast Imaging is a diagnostic technique that measures electron density

fluctuations by probing the plasma using an infrared laser. It produces a measurement

proportional to the fluctuating density amplitude in both time and space (across the

PCI chord as detector elements map to individual chords). This 2-D measurement

domain can be Fourier analyzed to obtain the spectral power density of fluctuations

in both frequency and wave-number. The PCI is a complementary diagnostic to

the DIII–D set of turbulence measurements including reflectometry [14], far infrared

(FIR) scattering [15], beam emission spectroscopy (BES) [16], and the microwave

backscattering [17]. Reflectometry can probe measurements of scales 0 − 5 cm−1,

and BES from 0 − 5 cm−1 - too small to be in the ETG range of spatial scales.

While the microwave scattering diagnostics (FIR and backscattering) can operate to

a higher wave-number, they provide only single wave-number measurements in three

regions [18, 19] k = 0 − 2 cm−1, 7 − 12 cm−1, 35 − 40 cm−1. In contrast, the PCI

provides continuous measurements over the wave-number region, with a resolution

proportional to the number of detector elements, and the range set by adjusting the

imaging optics.

1.4.1 Enhanced Operational Regime

The work described in this thesis is focused toward a comparison between experi-

mental measurements and the simulation of short-wavelength turbulence. Upgrades

to the diagnostic sensitivity, operational range, and measurement capacity have been

designed, fabricated, and implemented as part of this work. The upper limits of the

PCI operational range have been extended from 1 MHz and 8 cm−1 to 10 MHz and

40 cm−1 through new high speed digitizers, and a re-designed optical layout. In ad-

dition, the diagnostic sensitivity has been improved by nearly 10X through numerous

improvements to the system conditioning and data transfer electronics.

A new capacity of the DIII–D PCI has also been designed, fabricated, and im-

plemented that takes advantage of the vertical variation of radial magnetic field to
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make measurements as a function of propagation angle about the PCI chord. In the

case of drift-wave turbulence propagating near perpendicular to the local magnetic

field, this technique provides the capacity to make localized measurements along the

PCI chord. This technique utilizes a motor driven rotating mask system to allow the

localization of turbulence for k & 10 cm−1. The design, procurement, installation,

and calibration of this system was a major part of this thesis research. With this lo-

calization technique, the DIII–D PCI is now able to simultaneously measure density

turbulence amplitude as a function of frequency, wave-number, and plasma location.

If there are significant fluctuations with finite k||, the rotating mask has the ability

to make the first measurements of this phenomenon.

1.5 Thesis Outline

This thesis is divided into seven chapters.

Chapter 1, “Introduction”, provides an overview of the basic concepts of fusion

energy, and the tokamak devices used to magnetically confine the hot plasma. For

motivation, the reader is introduced to the current state of limited understanding of

the mechanisms of turbulence induced transport in tokamak devices and the relevance

of such research to next step devices. Finally, phase contrast imaging (PCI), the

experimental technique used for the studies in this thesis is briefly introduced.

Chapter 2, “Diagnostic Principle”, provides an understanding of the PCI measure-

ment and localization technique by developing a simple framework for a mathemat-

ically rigorous treatment of the laser-plasma scattering interaction relevant for PCI

measurements. Analysis of the rotating mask technique reveals how it can be used to

measure turbulence as a function of propagation angle about the PCI chord. Finally,

we explain the assumptions necessary to interpret propagation angle measurements

as measurements localized along the PCI chord.

Chapter 3, “PCI Implementation on DIII–D”, describes the PCI hardware, opti-

cal system, upgrades, absolute calibration, and calibration and plasma tests of the

masking system. These upgrades were implemented to increase the diagnostic fre-
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quency and wave-number range as well as the system signal-to-noise ratio. Many

of the diagnostic improvements were performed as original work for this thesis in-

cluding optical analysis and design for larger scattering angles and rotating mask

placement, circuit analysis, design and prototyping of the variable gain amplifiers

and filters, contracting for rotating mask development and PCB fabrication, cylindri-

cal lens technique and implementation, and the analysis and implementation of the

fiber optic data transfer system now providing a low noise solution of transferring

data from the DIII–D machine hall to the digitizers. Calibrations using ultrasonic

waves in air confirm that this new capability provides measurements in the range

2 < k < 30 cm−1, 10 kHz < f < 10 MHz, and analysis of magnetic field mappings

generally result in a radial range of 0.7 < r/a < 1. Experimental determination of the

mask response function show excellent agreement with the theoretical expectations.

Chapter 4, “Spectral Measurements of Turbulence with Upgraded PCI”, provides

the reader with an introduction to the spectral measurements made with the PCI

diagnostic. Power spectra estimates exhibit features that are ubiquitous across many

plasma conditions with the largest amplitude turbulence structure being a branch in

wave-number (generally limited to k . 15) and frequency space with roughly constant

phase velocity that decays monotonically with increasing frequency. This main branch

feature is due to turbulence propagating near perpendicular to the magnetic field, and

is localized to (within the diagnostic sensitivity) the last closed flux surface (LCFS)

of the plasma.

Chapter 5, “Finite Parallel Wave-number Turbulence”, presents data showing

three classes of turbulence that propagate at angles too large to be interpreted as

modes propagating near perpendicular to the local magnetic field. These modes are

seen to propagate at large angles corresponding to k||/k ∼ 0.1− 0.4.

Chapter 6, “Interpretation of Finite k|| Modes”, provides a brief review of gyroki-

netic theory showing that modes with finite parallel wave-number are ordered out

of the gyrokinetic equations. Plasma profile changes are presented to show that the

electron temperature gradient is potentially a driver for at least one of the classes

of finite k|| turbulence measured. Finally, a basic slab model drift-wave theory of
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temperature gradient driven turbulence is revisited to show a potentially important

mechanism for which these modes can become unstable.

Chapter 7, “Conclusions and Future Work”, provides a thesis summary, conclud-

ing remarks, and suggestions for future studies related to the work in this thesis.
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Chapter 2

PCI Technique

2.1 Diagnostic Principle

In fields such as biology, crystallography, turbulence studies, and others, it is often the

case that one seeks to study an object that diffracts and scatters the probing beam but

does not absorb significant power. Such an object is called a phase object because the

object alters only the phase of the probe beam and not its amplitude. Many methods

of detection are sensitive only to the intensity of radiation and therefore phase objects

have been historically difficult to study. Early techniques to diagnose such objects

include the schlieren, dark field, shadowgraph, and interferometric techniques [20].

The Phase Contrast technique was developed in the 1930s by Dutch physicist Frits

Zernike for which he received the Nobel Prize in 1953 [21, 22]. His Phase Contrast

Microscope was initially applied to cells and small organisms, and had the advantage

of producing an intensity pattern that is proportional to the phase pattern introduced

by the object. Phase Contrast Imaging (PCI), was first applied to the study of plasma

physics at Yeshiva University [23] in the “observation of macroscopic moving tenuous

objects, such as jets, shock waves, and plasmas.” The technique was later applied to

fusion plasmas on the TCA Tokamak to study density fluctuations with wavelengths

above 3 mm using a CO2 laser probe beam [24]. The Phase Contrast technique has

been successfully deployed on a number of fusion plasma devices including the DIII–D

Tokamak at General Atomics [25, 26], the Heliotron-E device at Kyoto University
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[27,28], the TEXT-U tokamak at the University of Texas at Austin [29], the Alcator C-

Mod tokamak at MIT [30–32], and the Large Helical Device at the National Institute

for Fusion Science in Toki, Japan [33, 34].

As applied to the study of plasmas, PCI is a form of internal reference beam

interferometry that measures phase variations in the incident laser that are introduced

by the probed medium. Unlike traditional interferometry, the reference beam does

not traverse a separate leg. In PCI, the incident laser is chosen of suitable wavelength

so that the scattering is far forward or equivalently Raman-Nath [35]. In such a small-

angle scattering regime, if the phase object fluctuation is small then its effect on the

incident beam can be expressed in terms of scattered and unscattered beams. The

entire beam is sent through the plasma; the reference is the component of the beam

unscattered by the fluctuating media while the signal beam is generated through the

interaction of the incident laser and the fluctuating plasma.
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Figure 2-1: Depiction of PCI technique showing π/2 phase shift introduced by re-
flecting the unscattered beam off the phase plate groove

The unscattered reference beam is then phase shifted 90◦. Finally, the signal and

reference beams are combined through imaging optics and interfered on the detector.
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With this technique, variations in the index of refraction of the probed medium are

then converted to intensity variations at the imaging plane. Figure 2-1 depicts the

phase contrast technique.

The following sections 2.1.1 and 2.1.3 detail the mathematical basis of PCI in terms

of the laser-plasma scattering process and the PCI system response. The following

analysis uses assumptions to simplify and illuminate the relevant physics. Table 2.1

lists the DIII–D PCI diagnostic parameter ranges that are used in the following

sections to characterize operation.

Table 2.1: Typical DIII–D PCI diagnostic parameters assumed for derivation of PCI
operation

Laser
Type CO2 gas
Power 20 W

Wavelength (λ0) 10.6 µm
Wave-number (k0 = 2π/λ0) ∼ 6× 105 m−1

Angular Frequency (ω0) 1.8× 1014 rad/sec
Typical DIII–D Plasma Parameters

Plasma minor radius (a) ∼ 1 m
Density (n0) 1− 5× 1019 m−3

Magnetic Field (B0) 1 - 2 T
Electron Temperature (Te) 0.4 - 2 keV

Electron Thermal Velocity (vte) ∼ 1× 107 (m/s)
Electron Cyclotron Frequency (Ωe) ∼ 2× 1011 rad/sec

Plasma Frequency (ωpe) ∼ 1.8× 1011 rad/sec
Fluctuation Amplitude (ñ/n0) ∼ 0.01− 1.0
Fluctuation Wave-number (k) 1 - 30 cm−1

Fluctuation Frequency (f) 50 kHz - 1 MHz

2.1.1 Laser Plasma Interaction

The Phase Contrast Imaging technique uses an electromagnetic probe beam (often an

infrared laser) to diagnose the fluctuations of the plasma electron density. Like many

scattering techniques, the probe beam has the advantage of being completely non-

perturbative and can penetrate into any region of the plasma. This section presents

the formalism used to compute the interaction of the infrared probe beam with the
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plasma.

We consider a plane wave source of electromagnetic radiation incident upon a

quasi-neutral plasma with background magnetic field ~B = B0ẑ. The incident wave

electric field is of the form

~E = ~E0e
i(~k0·~r−ω0t), (2.1)

where ~E0 describes the incident electric field polarization, ~k0 and ω0 are the wave-

vector and frequency of the incident beam respectively. The plasma is treated as

an electrically charged macroscopic fluid in which current can flow but is otherwise

governed by Maxwell’s equations and an appropriate dielectric tensor. The cold

plasma assumption is justified because the electromagnetic wave propagates at a

phase velocity near the speed of light c in the plasma and vte/c ≪ 1. Because the

frequency of the incident radiation is large compared to the characteristic frequencies

of the plasma (ω0 ≫ ωpe,Ωe), only the electron response is of importance as the

ion contribution is negligible. The simplest approach starts with the wave electric

field acting on a single electron - the field causes the electron to accelerate and we

can calculate the induced current in the plasma. The current and incident electric

field together specify the plasma conductivity, from which the dielectric tensor can be

computed and the plasma index of refraction obtained. This procedure is well known

and worked out in many texts [36, 37]. The single electron equation of motion is

me~̇v = −e( ~E + ~v × ~B0), (2.2)

where v is the electron velocity response to the incident wave electric field ~E. Assum-

ing a harmonic response for v like that of Eq. 2.1, the above can be solved by Fourier

analysis

vx =
−ie
ω0me

1

1− Ω2
e/ω

2
0

(

Ex − i
Ωe

ω0
Ey

)

,

vy =
−ie
ω0me

1

1− Ω2
e/ω

2
0

(

Ey + i
Ωe

ω0
Ex

)

,

vz =
−ie
ω0me

Ez,

(2.3)
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where Ωe = eB0/me is the electron cyclotron frequency. The current is simply ~j =

−ene~v = ←→σ · ~E and the dielectric tensor is ←→ǫ =
(

1 + 1
ω0ǫ0

←→σ
)

. Thus the dielectric

tensor can be written

←→ǫ =











1− ω2
pe

ω2
0−Ω2

e

iω2
peΩe

ω0(ω2
0−Ω2

e)
0

−iω2
peΩe

ω0(ω2
0−Ω2

e)
1− ω2

pe

ω2
0−Ω2

e
0

0 0 1− ω2
pe

ω2
0











. (2.4)

In the limit that (ω0 ≫ ωpe and ω0 ≫ Ωe) as is justified in Table 2.1, the dielectric

tensor is diagonal and the plasma can be considered unmagnetized and therefore

homogenous with

ǫ = 1−
ω2
pe

ω2
0

, (2.5)

and the index of refraction is simply N =
√
ǫ or

N =

√

1−
w2
pe

w2
0

≃
(

1−
w2
pe

2w2
0

)

=

(

1− neq
2

2meǫ0w2
0

)

, (2.6)

where q is the electron charge and me is electron mass. The plasma responds by very

slightly modifying the phase velocity of the incident beam in a manner proportional

to the electron density. This response is the basis for many kinds of diagnostics that

use high frequency electromagnetic waves to probe the plasma.

To proceed in describing the interaction of the probe laser beam incident upon

a plasma with a fluctuating index of refraction, the author notes the similarity with

early work by Raman and Nath in which they were concerned with scattering of light

by high frequency waves in a fluid medium [35, 38]. It should also be noted that

the interaction of the PCI probe beam with the fluctuating plasma has great degree

of similarity with the field of Acousto-Optics devices [39]. To the knowledge of the

author, this approach has not previously been used to describe the Phase Contrast

Technique and yields an easy to follow yet highly illustrative and complete analysis.

We consider a Gaussian laser beam with wave-vector k0, frequency ω0, and 1/e
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width w0 propagating in the z-direction incident upon a plasma supporting plane-

wave like density fluctuation structures. The plasma considered is as above, and

we seek a solution to the scattering of the incident laser by a plane-wave density

fluctuation ne(x, z, t) = n0 + ñ cos(kx−ωt)e−πz2

L2 , where n0 is the background electron

density, and the fluctuation is limited in spatial extent by a Gaussian envelope with

effective width L. The fluctuation is, for now, assumed to be perpendicular to the

incident beam, however we will relax this assumption in Sec. 2.1.2. This system is

depicted in Fig. 2-2. Physically, L is the effective distance over which the amplitude

Plasma

ŷ

x̂

ẑw0

(k0z − ω0t) θ

P

−x sin(θ)

(kx− ωt)

L√
π

Figure 2-2: Scattering Diagram showing incident laser upon a plasma of effective
length L supporting a plane wave Gaussian envelope density fluctuation, and the point
P at a large distance away showing the geometrical phase difference xl = −x sin θ

of the plane-wave plasma fluctuation is significant. The response of the PCI will be

shown to be linear, so a generalized plasma density fluctuation can be decomposed

into a set of Fourier harmonics and treated as independent density waves of the form

of Eq. 2.7.
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The single Fourier mode density fluctuation causes a fluctuating index of refraction

N =µ0 + µ̃ cos(kx− ωt)e−πz2

L2 (2.7)

µ0 =1− ωpe
2

2ω2
0

(2.8)

µ̃ =− ωpe
2

2ω2
0

ñ

n0

, (2.9)

where ωpe is the plasma frequency due to the background electron density (i.e. in the

absence of the density fluctuation), and µ̃ is the amplitude of the fluctuation in index

of refraction. Initially, consider the plasma fluctuation to propagate perpendicular

to the incident beam. The phase shift acquired by the incident laser as it exits the

plasma due to the plasma fluctuation is then simply

Φ(x, t) = k0

∫

dz(N − 1) = µ̃k0L cos(kx− ωt), (2.10)

where we have chosen to ignore the constant phase shift of the background plasma as

this does not cause scattering of the incident beam. The incident laser electric field

is considered a plane wave with Gaussian envelope (Gaussian beam at its waist). By

using a scalar diffraction approach, the electric field at point P is then just given by the

far field diffraction integral over the exiting beam aperture including the geometrical

phase contribution −x sin θ, and the phase shift given by Eq. 2.10.

~EP =

∫ ∞

−∞
dx~E0e

−iω0te
− x2

w2
0 eik0lxeiµ̃k0L cos(kx−ωt). (2.11)

Here we have chosen to leave out the eik0z term because we are propagating the

electric field at the exit of the plasma, i.e. evaluating the field at z = L. We ignore

the constant phase term eik0L. The scattered beam propagation direction will be

determined from the angle θ in the far field. Using the Jacobi-Anger [40] expansion

in terms of Bessel functions of the first kind Jn

eia cosψ =
∞
∑

n=−∞
inJn(a)e

inψ, (2.12)
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equation 2.11 can be written

~EP = ~E0e
−iω0t

∫ ∞

−∞
dxe

− x2

w2
0 eik0lx

∞
∑

n=−∞
inJn(a)e

inψ, (2.13)

where a = µ̃k0L and ψ = (kx − ωt). The above equation produces scattered beams

with amplitudes given by Jn(a). Note that in the limit a→ 0, which implies µ̃→ 0,

the density fluctuation in the plasma ceases to exist. In this limit only the J0 term

is non-zero, and the incident laser propagates without any scattering. When a is

non-zero, the amplitude of the J0 beam is reduced, and this gives rise to the presence

of the scattered beams for n = ±1,±2... ±∞. Rearranging Eq. 2.13 and separating

the x-dependence in ψ, we have

~EP =
∞
∑

n=−∞
inJn(a) ~E0e

−i(ω0+nω)t

∫ ∞

−∞
dxe

− x2

w2
0 ei(k0l+nk)x. (2.14)

We can now see the asymmetry for positive and negative n in the sum over the

Bessel functions. The terms n < 0 cause a down-shift in frequency while the terms n >

0 cause an up-shift in frequency. The n = 0 term is the “unscattered” beam, although

its amplitude is reduced as power is coupled from the original beam into the scattered

n 6= 0 beams. Because the electric field at point P has been computed by using a

scalar diffraction approach, the small shift in the vector direction of the scattered

beams is not included in this derivation. The integral is now easily performed as it is

simply the Fourier Transform of a Gaussian,

~EP =

∞
∑

n=−∞
inJn(a) ~E0e

−i(ω0+nω)t
√
πw0e

− 1
4
(k0l+nk)2w2

0. (2.15)

The nature of the scattered beams is hidden in the Gaussian term e−
1
4
(k0l+nk)2w2

0 .

The Gaussian term peaks when its argument is 0, therefore the peak of each scattered

beam is given by k0l + nk = 0, again where n < 0 corresponds to the down-shifted

beams and the n > 0 corresponds to the up-shifted beams. These peaks correspond
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to beams scattered at the angles

sin θ =
nk

k0
. (2.16)

This is the Raman-Nath scattering response. Additionally, we can see that each

beam expands as a Gaussian beam, centered about its peak scattering angle. The

1/e response of the Gaussian term is given by 1
4
(k0l + nk)2w2

0 = 1 or

sin θ =
nk

k0
− 2

k0w0
. (2.17)

The 1/e response is shifted from the peak angular response by ∆θ ≃ 2
k0w0

. This is

simply the expansion angle of a Gaussian laser as it expands from its waist as will be

shown in Appendix A.2.

To summarize, an incident laser with wave-vector k0, frequency ω0, and a Gaussian

beam profile is scattered into Gaussian expanding beams shifted in frequency by

nω, and propagating at angles sin θ = nk
k0

. Considering the propagation angle, we

see that the magnitude of the wave-vector of each scattered beam remains k0, and

the x-component is nk. Therefore the z-component of the scattered field is kzn =
√

k2
0 − (nk)2 ≃ k0

(

1− (nk)2

2k2
0

)

. The scattered wave-vector can thus be written

~kn = k0

(

1− (nk)2

2k2
0

)

ẑ + nkx̂. (2.18)

We can now write the full scattered field with explicit wave-vector dependence.

The Gaussian envelope width expands as w(s) = w0

√

1 +
(

2s
k0w2

0

)2

, where s is the

distance perpendicular to each scattered beam. This gaussian expansion is dropped

for simplicity at this point leaving the scattered electric field

~E(x, z, t) =
∞
∑

n=−∞
inJn(a) ~E0e

i[~kn·~x−(ω0+nω)t]. (2.19)

The “unscattered” beam is the n = 0 term. It is a continuation of the incident beam,

reduced in amplitude due to the coupling of energy to higher order scattered beams.
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The phase between the ±n modes appears to be out of phase due to the in term.

However, using the identity J−n = (−1)nJn we can re-write the three components as

follows

~Eunscattered = J0(a) ~E0e
i[k0z−ω0t], (2.20)

~Eup-shifted =
∞
∑

n=1

inJn(a) ~E0e
i[kz

nz+nkx−(ω0+nω)t], (2.21)

~Edown-shifted =
∞
∑

n=1

inJn(a) ~E0e
i[kz

nz−nkx−(ω0−nω)t]. (2.22)

2.1.2 A Word About Non-Perpendicular Fluctuations

We consider the scattering response to a fluctuation propagating at an angle β from

perpendicular to the incident laser. To do this, we will simply rotate the Gaussian

profile and wave-vector of the fluctuation in the plasma, again following the approach

of Raman and Nath. The index of refraction (Eq. 2.7) is now angled relative to the

incident beam and can be written

N = µ0 + µ̃ cos(kx cos β + kz sin β − ωt)e−
π(z cos β−x sin β)2

L2 , (2.23)

where µ0 and µ̃ are previously defined in Eq. 2.8 and Eq. 2.9. We must now perform

the integral along the beampath to compute the phase shift acquired by the incident

beam after it passes though the density fluctuation of effective width L. Applying

this index of refraction perturbation to Eq. 2.10 we get

Φ(x, t) = k0µ̃ cos(kx cos β − ωt)
∫ ∞

−∞
dz cos(kz sin β)e

−π(z−x tan β)2

(L sec β)2

− k0µ̃ sin(kx cos β − ωt)
∫ ∞

−∞
dz sin(kz sin β)e

−π(z−x tan β)2

(L sec β)2 .

(2.24)
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Making the substitution u = z−x tan β and noting that x is constant over the integral,

Eq. 2.24 can be written

Φ(x, t) = k0µ̃ cos(kx cos β − ωt) cos(kx sin β tanβ)

∫ ∞

−∞
du cos(ku sin β)e

− πu2

(L sec β)2

− k0µ̃ cos(kx cos β − ωt) sin(kx sin β tan β)

∫ ∞

−∞
du sin(ku sin β)e

− πu2

(L sec β)2

− k0µ̃ sin(kx cos β − ωt) cos(kx sin β tan β)

∫ ∞

−∞
du sin(ku sin β)e

− πu2

(L sec β)2

− k0µ̃ sin(kx cos β − ωt) sin(kx sin β tan β)

∫ ∞

−∞
du cos(ku sin β)e

− πu2

(L sec β)2 .

(2.25)

The integrands that vary as sin(u)e−u
2
are odd, and therefore those integrals are zero.

The integrands that vary as cos(u)e−u
2

can be recognized as being equivalent to the

Fourier Transform of the Gaussian term. Therefore the Eq. 2.25 reduces to

Φ(x, t) = µ̃k0L cos(kx sec β − ωt) sec βe−
(kL tan β)2

4π . (2.26)

Therefore, the phase shift introduced by a plane-wave fluctuation with limited spatial

extent L propagating at an angle β from perpendicular to the incident beam reduces

the induced phase shift by sec β times a Gaussian. The wave-number of the measured

response is increased to the apparent wave-number k sec β. Comparing Eq. 2.26 with

Eq. 2.10 we can see that the scattering analysis will proceed equivalently as before

with the apparent wave-vector k → k sec β and the Bessel function argument

a′ = a sec(β)e−
(kL tan β)2

4π , (2.27)

where a = µ̃k0L is the original argument of the Bessel functions, and β is the angle

of the fluctuation from perpendicular to the incident beam. When kL > 2
√
π the

sec β term is nearly unity over the angular range of importance. In this case, the PCI
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response peaks at β = 0 and decreases with a 1/e width in β given by

βe = tan−1

(

2
√
π

kL

)

. (2.28)

Comparing this result to that of Raman and Nath [35, 38], we can generalize

the angular response of the scattering process. In their paper, they assumed the

fluctuation in the optical medium was a plane-wave with uniform amplitude over

the width of the column L. The scattering response as a function of angle with

the incident beam was determined to be a′ = a sec β sin(t)/t. We can recognize

the sin(t)/t as the Fourier Transform of the rectangular envelope they assumed. In

fact, by repeating the analysis with arbitrary envelope function G(z), we see that

the response will be modified by a′ = a sec(β)F [G] where F denotes the Fourier

Transform of the envelope function G. Thus, the choice of the envelope function is

not particularly important, and the result is that the angular response of the PCI

to modes propagating at finite angles from perpendicular is directly related to the

effective width L over which the amplitude of mode is significant. As the width

decreases, the response increases to higher angles from perpendicular.

For PCI in a typical sized tokamak, the scale of kL is bounded by practical

considerations. The wave-numbers of the modes of interest are given in Table 2.1,

and we can consider the effective width of the envelope function to be no larger than

the size of the plasma and no smaller than the wavelength of the mode. Therefore,

kL should be in the range of 2π < kL < 3000. Table 2.2 lists the width βe of

the PCI angular response for several values of the scale of the fluctuation width

kL. From Table 2.2 we can see that for fluctuations with effective width greater

than approximately 10 times their wavelength (L > 10λ), the scattered beam power

decreases by almost an order of magnitude within a few degrees from propagating

perpendicular to the incident beam. This thesis will consider plasma turbulence

in this regime where the PCI technique is described as responsive only to modes

propagating perpendicular to the probe beam.
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Table 2.2: Angle from perpendicular to the incident beam at which the fluctuation
response falls to 1/e

Angular Response vs. Fluctuation Scale
kL βe (deg)
6 30.5
25 8.1
100 2.0
500 0.4
1000 0.2
3000 0.07

2.1.3 PCI System Response

The response of the Phase Contrast Imaging technique as applied to measuring plasma

density fluctuations can be evaluated with only limited knowledge of the details of the

imaging system used. The PCI uses optical components to create an imaging system,

and a particular optic known as the phase plate. The phase plate spatially filters the

scattered beams such that it only retards the phase of the n = 0 unscattered beam

by π/2 relative to the scattered beams. An array of photodiode detector elements is

placed at the image location of the optical system where, due to the spatial filtering

of the phase plate, the signal intensity is proportional to the line-integrated plasma

density (see Fig. 2-1). Because of the nature of such an imaging diagnostic, the

system response only depends on the overall magnification (M) of the imaging system,

assuming optical abberations are negligible and no clipping of the scattered radiation

occurs.

Using the parameter estimates in Table 2.1, an upper limit on the amplitude of

fluctuation of index of refraction of a single plane wave is µ̃ ∼ 5 × 10−7. This is

an extremely high estimate because it assumes fluctuation levels as measured at the

edge of the plasma and assumes that the plasma fluctuation is a single plane wave.

The fluctuation amplitude (ñ/n0) is really a statistical quantity of the fully developed

turbulence which is composed of many modes. Therefore, the amplitude of a single

mode would be markedly smaller, and a resonable upper limit of the argument of the

Bessel Functions is a ∼ 2 × 10−2 ≪ 1. The coupling from unscattered 0th beam to
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the scattered beams is therefore weak, and the Bessel functions can be expanded in

the small argument limit giving Jn(a) ≃ 1
n!

(

a
2

)n
. Keeping only terms to order O(a),

the beams that contribute to the PCI response are n = −1, 0, 1, and the total electric

field in the object plane is

~Eobj(x, z, t) = ~E0e
i[k0z−ω0t]

[

1 + i
a

2

(

e
i
h

− k2

2k0
z+kx−ωt

i

+ e
i
h

− k2

2k0
z−kx+ωt

i

)]

. (2.29)

After propagating through the PCI imaging system, the field in the region of the

image plane will be modified only by the overall magnification in that the scattered

beams will propagate through the system as geometrical rays and the wave-vector

of the scattered beams modified as in Eq. A.7. In essence, the wave-vector of the

scattered beams is rotated by the system magnification, understanding that M < 0

means the image is “upside down” relative to the object. In the image plane, the

scattered beam wave-vectors are then

~k±n = k0

(

1− (nk)2

2M2k2
0

)

ẑ ± nk

M
x̂. (2.30)

Therefore, the field near the image plane (z = 0) in the absence of the phase plate is

~Eimg(x, z, t) = ~E0e
iψ0

[

1 + i
a

2

(

eiψM e−iζ + e−iψM e−iζ
)

+O(a2)
]

, (2.31)

where ψ0 = (k0z−ω0t), ψM = ( k
M
x−ωt), and ζ = k2

2M2k0
z. The intensity of this field

is

Iimg(x, z, t) = |E0|2
[

1− 2a cos(ψM) sin(ζ) +O(a2)
]

. (2.32)

We can now see the need and purpose of the phase plate. At the precise image

plane, ζ = 0 and the response is O(a2). When placed in the conjugate plane of the

imaging system, the phase plate spatially filters the unscattered beam by requiring it

to traverse an increased path of λ/4 (see Fig. 2-1), and thus retards the phase of the

unscattered beam by π/2. The total electric field at the image plane is then

~EPCI
img (x, z, t) = ~E0e

iψ0

[

i+ i
a

2

(

eiψM e−iζ + e−iψM e−iζ
)

+O(a2)
]

, (2.33)
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and the corresponding intensity profile is

IPCI
img (x, z, t) = |E0|2

[

1 + 2a cos(ψM) cos(ζ) +O(a2)
]

. (2.34)

The intensity at the image plane (defined by z = 0, ζ = 0) is now directly pro-

portional to the original density fluctuation in the plasma. This is the PCI operating

under perfect conditions. Two factors that can alter the system response in the real

world laboratory are the imperfect placement of the detector array such that they are

not located exactly at the system image plane (ζ 6= 0), and that the phase plate fab-

rication process is difficult and the phase plate groove isn’t always exactly λ/8 deep

(this will be discussed further in Sec. 3.1.2). A deviation of the phase plate groove

depth will retard the phase of the unscattered by ie−iδ, where δ is the deviation in

phase from π/2. This definition implies that for δ < 0, the phase plate groove is too

deep, and conversely for δ > 0, the phase plate groove is too shallow. This mixes

the responses of the PCI with and without the phase plate; after a little algebra the

system response can be written as

IPCI

img (x, z, t) = |E0|2
[

1 + 2a cos(ψM ) cos(ζ + δ) +O(a2)
]

. (2.35)

The analysis of PCI operation presented in Sec. 2.1.1 and Sec. 2.1.3 makes assump-

tions that the scattering process is in the Raman-Nath regime, i.e. that the effective

length scale L of the fluctuation is small, and that k/k0 ≪ 1. The Klein-Cook Pa-

rameter [41] (Q = k2L
µ0k0

) is used to demarcate the Raman-Nath (Q ≪ 1) from the

Bragg regime (Q≫ 1). For density waves with kL ∼ 60 or L ∼ 10λ, the Klein Cook

parameter is between 0.01− 0.3 for fluctuation wave-numbers in the range specified

in Table 2.1. This is a resonable estimate considering the plasma magnetic shear and

that much of the PCI signal comes from the plasma edge (as will be discussed in

Chapter 4). Additionally, this analysis ignores effects due to the finite propagation

time of the laser through the plasma (i.e. the retarded time does not factor into our

integrals). This is a valid assumption when the laser transit time L/c is small com-

pared to fluctuation time scale 1/f , a good approximation for plasma turbulence but
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not for RF waves. Under these conditions, Eq. 2.35 gives the PCI system response

including defocusing effects (the Talbot Effect), and the effect of imperfect fabrica-

tion of the phase plate groove depth. We see that the imaged intensity is directly

proportional to the plasma density fluctuation integrated along the beampath. The

scattering process is linear, therefore an arbitrary density structure can be broken into

a set of Fourier modes, each resulting in a response via Eq. 2.35. Each density mode

would result in a Fourier mode in the imaged intensity, making the total intensity

structure proportional to the original density structure in the plasma. In this sense,

the PCI truly is an imaging diagnostic. Moving off the image plane (or equivalently,

fluctuations generated off the object plane) causes the n = 1 and n = −1 modes to

interfere with one another. This suggests a solution when the PCI is used to view

extremely high wave-numbers; if the n = −1 beam is blocked, the destructive inter-

ference is removed. However, this solution has the side-effect of degrading the system

response by a factor of 2. Blocking one of the scattered beams to remove interference

caused by defocusing has been verified using ultrasonic waves in air during system

calibration.

2.2 Measurement of Turbulence Propagation Di-

rection

The DIII–D Phase Contrast Imaging diagnostic is accurately described as being sen-

sitive primarily to modes propagating perpendicular to the probe beam. This was

described in Sec. 2.1.1 by showing that the system response decreases rapidly for

fluctuations propagating at an angle offset from perpendicular to the probe beam. In

this section we will assume this to be the case - i.e. that the PCI measures modes

propagating in the x − y plane in Fig. 2-2. Here we will be concerned with what

angle in the x − y plane the mode propagates (i.e. what angle about the PCI chord

the mode propagates). Using a simple rotating mask, it is possible to spatially filter

the scattered beam so as to isolate the propagation direction of the turbulence being
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measured. Section 2.2.1 will describe the 3-D nature of the scattering geometry and

how this leads to a spatial separation of modes propagating at different angles in

the conjugate planes of the imaging system. Section 2.2.2 will show that for modes

propagating near perpendicular to magnetic field (k|| ∼ 0), this propagation direction

corresponds to the location along the probe beam at which the mode is propagating,

and thus filtering in propagating direction leads to localization along the PCI chord.

2.2.1 Technique

The scattering of the PCI probe laser beam from turbulent plasma fluctuations is, in

general, a 3-dimensional process. When PCI is used in a toroidal fusion device it is

generally implemented in one of two orientations, vertical injection or tangential in-

jection. For practical reasons, including the limited availability of port space, vertical

injection is most common (e.g. both the DIII–D and Alcator C-Mod PCI diagnostics

use this orientation). In both orientations, the 3-D nature of the scattering can be

used to gain a more detailed diagnosis of the plasma. In a tangentially injected PCI,

the scattering angle perpendicular to the probe beam shows where in (kr, kθ) space

the turbulence is propagating. This information can most easily be gained from a 2-D

detector array, or it can be gained from a rotating mask and rotating 1-D detector

array. In a vertically injected PCI, the propagating angle around the probe beam

shows where in (kφ, k⊥) space the turbulence is propagating, where φ̂ is the toroidal

direction and ⊥ refers to perpendicular to the PCI chord while still in the poloidal

plane (kR).

Since our PCI diagnostic is implemented in the vertical orientation, we now con-

sider only this geometry and the segment of wave-vector space it diagnoses. In this

orientation, the propagation angle (α ∈ [−π/2, π/2]) is measured from the direction

perpendicular to the chord in the poloidal plane. Therefore, at α = 0, k > 0 is a mode

propagating perpendicular to the probe beam in poloidal plane towards the outboard

midplane, while α = 0, k < 0 is a mode propagating towards the inboard midplane.

Since we are only interested in small angles |α| < π/2, we elect to choose the some-

what odd notation of both positive and negative wave-vectors (positive defined as
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propagating towards the outboard direction R̂, and negative defined as propagating

towards the inboard direction −R̂) and propagation angle defined over the domain

−π/2 < α < π/2 (as opposed to a cylindrical system).

Figure 2-3 depicts the 3-D nature of the scattering process. Here we focus on a ver-

tically injected PCI and consider modes propagating at different angles about the PCI

chord. The figure shows both positive (k > 0) and negative (k < 0) wave-numbers in

solid and dashed lines respectively for values of α that span the appropriate range.

The scattered beams are shown with exaggerated scattering angles for clarity. Each

wave-vector produces ±1st order scattered beams, and the direction of propagation is

determined at detection because the signal intensity at the detector array is propor-

tional to the density in the plasma as shown in Eq. 2.35.

The filtering is accomplished by a rotating mask placed at a conjugate plane in

the PCI imaging system where the scattered beams focus to their smallest size and

the distance from the unscattered beam to the focused spot (∆) is proportional to

fluctuation wave-number. This distance and the spot 1/e half width (w0) (see Fig. 2-

1) are given by

∆ =
kf

k0

and w0 =
2f

k0w
, (2.36)

where k and k0 are the fluctuation and probe beam wave-numbers, f is the focal

length of the first focusing optic, and w is the 1/e radius of the incident beam electric

field in the plasma. The spots are focused in the plane made by the optical axis

and the scattered beam, and therefore each spot focuses at the same angle α as the

scattered beam. The scattered beams shown in Fig. 2-3 therefore focus to a minimum

spot size in the conjugate plane at the angle equal to the value of the propagating

direction α.

Figure 2-4 plots scattered beams (evaluated for k = 30 cm−1) for the same propa-

gation angles as was plotted in Fig. 2-3 in the first conjugate plane (where the phase

plate is located) of the DIII–D PCI imaging system. In the left plot, the spots are

shown focused on the phase plate, where the gold bar represents the phase plate
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Figure 2-3: Diagram representing the PCI laser beam scattering off a set of possible
fluctuations at the plasma midplane. Each arrow at the midplane represents the wave-
vector of a different plasma fluctuation, and each colored line shows that path of the
upshifted scattered radiation as a function of propagation angle α. Solid line wave-
vectors all correspond to k > 0 as measured by the PCI while the dashed wave-vectors
correspond to k < 0.
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Figure 2-4: Diagram showing the scattered beams as focused at the phase plate (1st
conjugate plane). a) Focused spots from example fluctuations propagating at the
same angles (α) as shown in Fig. 2-3. b) The rotating mask (angle γ) with a thin slit
selectively passes only modes propagating at specific propagation angles.

groove of width d. The phase plate is oriented so that perpendicular to the groove

corresponds to a mode propagating in the poloidal plane (α = 0). On the right plot,

a mask with slit of width ℓ is depicted as blocking all scattered beams except for that

at α = −40◦. The mask is made of a metal plate with a slit cut across its diameter.

In this way the mask filters the scattered beams providing a measurement that is

limited in the mode propagation angle.

In practice, the mask is mounted on a rotation stage and rotated during the ex-

periment. It is assumed that the turbulence is stationary and fully developed, and

that the mask rotates slowly compared to turbulence time scales while fast compared

to changes in the plasma parameters. Under these conditions, a single mask sweep

provides measurements as a function of propagation angle, and each sweep is a mea-

surement in time modified by the evolving plasma conditions. If we consider turbulent

modes as in Sec. 2.1.1, i.e. modes that propagate as plane waves with a envelope that
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localizes the mode to a finite spatial location, then the measurements with a rotating

mask produce the turbulence spectra

S(γ, k) =

∫

dz

∫

dα S(α, z, k)M(γ − α, k), (2.37)

where k is the wave-number of the mode as measured with the PCI, z is the height

along the beampath, α is the propagation angle of turbulence as previously defined, γ

is the angle of the rotating mask, andM is the “mask response function” or rotating

mask transfer function. The mask response function can be understood as the system

response to a single plane wave mode in the plasma. In this formulation, it represents

the actual response of the system, including all physical effects such as diffraction

of the beam through the narrow mask slit. Details of the model and experimental

verification of M will be discussed further in Sec. 3.5.3, however the basic form is a

peak at α = γ falling to zero in both directions with a width proportional to 1/k.

The PCI signal collected with a rotating mask is the normal chord-integrated signal

along the beampath convolved against the mask response function. This convolution

can be thought of as a filter in ~k-space that selects modes propagating at an angle α

from the poloidal plane.

In essence, the rotating mask system measures turbulence of different portions of

wave-vector space. While it is fairly easy to imagine the rotating mask wave-vector

selection in terms of a coordinate system (kR, kφ, kZ), it is somewhat mind-numbing

to imagine this selection of wave-vectors in the more meaningful (kr, k||, k⊥) space.

The first coordinate system refers to a cylindrical system, where R̂ is the direction

towards the outboard side of the torus, Ẑ is the vertical direction, and φ̂ is the toroidal

direction. The second coordinate system is locally orthogonal, where r̂ is normal to

the flux surface, || is parallel to the local magnetic field, and ⊥ is perpendicular to the

local magnetic field while still in the flux surface. In general, (||,⊥) do not correspond

to the toroidal coordinate directions (φ̂, θ̂) but are rotated in the flux surface due to

the pitch of the magnetic field. In the limit q →∞, the poloidal field is zero, || → φ̂

and ⊥→ θ̂.
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Consider a PCI chord, near vertically injected in the poloidal plane, and rotated

toward the inboard side at the top of the chord by an angle β0. Such a chord is used

in the DIII–D PCI Phase I Geometry, and depicted in Figs. 2-3 and 3-1. Consider

the angle β as in Sec. 2.1.1 to be the angle from perpendicular of the fluctuation

wave-vector relative to the incident beam. This creates a set of two spherical angles

from which we can define any wave-vector in the plasma in terms of the cylindrical

system (kR, kφ, kZ)

~k = k cos(β + β0) cos(α) R̂

+ k sin(α) φ̂

+ k sin(β + β0) cos(α) Ẑ,

(2.38)

where (α, β) ∈ [−π/2, π/2], and k spans both positive and negative wave-numbers.

This defines two hemispheres, one for k > 0 and the other for k < 0. The trans-

formation into a local coordinates (kr, kφ, kθ) is simply a rotation about the φ̂ axis.

Because the (r, φ, θ) coordinate system is local, the rotation about the φ̂ axis is de-

pendent on the location along the PCI chord at which the turbulence is propagating.

This rotation angle (ν) is related to the slope of the flux surface. If we consider Miller

geometry flux surfaces [42], then the rotation angle can be written

tan(ν) = −dR
dZ

= −BR(s)

BZ(s)
=

1

κ
sin
[

θ + sin−1(δ) sin(θ)
] (

sec(θ) + sin−1(δ)
)

, (2.39)

where κ is the elongation, δ is the triangularity, and θ is the Miller coordinate that

parameterizes the flux surface. Of course, in the limit of a circular flux surface

(δ → 0, κ → 1), we get the appropriate relation ν = θ. The general scattering

wave-vector can now be expressed in terms of the toroidal coordinates (kr, kφ, kθ).

~k = k cos(α) cos(β + β0 − ν) r̂

+ k sin(α) φ̂

+ k cos(α) sin(β + β0 − ν) θ̂.

(2.40)
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The coordinates of interest are those aligned with the local magnetic field. This is

simply a rotation about the r̂ axis. The rotation angle is given by the local magnetic

field pitch χ = −Bφ

Bθ
where χ is defined to be a kind of ’local’ safety factor. With these

definitions, a fluctuation in the plasma specified by (k, α, β) can be written in local

magnetic field aligned coordinates where χ(z) and ν(z) depend on the local magnetic

geometry,

kr = k cos(α) cos(β + β0 − ν),

k|| =
k

√

1 + χ2
[χ sin(α) + cos(α) sin(β + β0 − ν)] ,

k⊥ =
k

√

1 + χ2
[χ cos(α) sin(β + β0 − ν)− sin(α)] .

(2.41)

PCI measurements in the field aligned representation are most easily compared to the-

ory since it is generally assumed that the turbulence spectrum peaks along k⊥/k = 1.

The PCI cannot measure modes propagating in this direction as shown in Fig. 2-5.

The PCI can probe the dependency of turbulence amplitude with finite k|| compo-

nents. As the propagation angle α increases in either direction from α = 0, the PCI is

primarily measuring the dependence of a particular wave-vector in the (kr, k⊥) plane

as it rotates towards alignment with the magnetic field.

In summary, a rotating mask placed in one of the conjugate planes of the PCI

imaging system can use a narrow masking slit to selectively pass scattered beams from

fluctuations that propagate at a specific angle about the PCI chord. This technique

allows measurements that probe regions of wave-vector space that are normally not

isolated, e.g. modes with finite k|| components. The following section describes how

this technique can be used for localizing turbulence along the PCI chord.

2.2.2 Localization Technique

In Tokamaks, transport caused by turbulence is often assumed to be dominated by

drift-wave instabilities such as the Ion Temperature Gradient (ITG) [43, 44], the

Trapped Electron (TEM) [45,46], and Electron Temperature Gradient (ETG) [13,47]
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Figure 2-5: (left) Plot of the PCI measured wave-vectors as a function of propagation
angle (α) and chord location (shown in different colors). Solid lines are the component
of the wave-vector parallel to the magnetic field. Dashed lines are the component of
the wave-vector perpendicular to the magnetic field, in the flux surface. Dash-dotted
lines are the component of the wave-vector normal to the flux surface. (right) Plot
of a typical L-Mode plasma flux surfaces showing the color corresponding to height
along the PCI chord.

modes. These modes are assumed to be primarily electrostatic, and therefore ~k is

parallel to ~E, implying that any component of wave-vector along the local magnetic

field would necessarily have a wave electric field along the local magnetic field. At

drift-wave frequencies, the small electron mass means that their mobility along field

lines is nearly infinite and electrons would short out any component of ~E along ~B.

Therefore, k|| ∼ 0 for electrostatic drift-wave instabilities, and they propagate near

perpendicular to the magnetic field. Note that high-k measurements on DIII–D image

a small portion of the beam, so we can consider the magnetic field to be a constant

across the beam.

If it is assumed that the dominant turbulence in a tokamak propagates nearly

perpendicular to the local magnetic field, then we can exploit the magnetic geometry

to gain localized measurements along the viewing chord [48]. This is possible because
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the component of the magnetic field perpendicular to the viewing chord varies as a

function of chord height. This is because the poloidal field reverses direction from the

bottom of PCI chord to the top - the toroidal field is then tilted differently along the

chord. As described in Sec. 2.1.1, PCI is only sensitive to fluctuations propagating

perpendicular to the viewing chord (β ∼ 0), and by assuming drift-wave turbulence

with k|| ∼ 0, the PCI can be viewed as measuring only specific wave-vectors. These

two constraints imply that PCI only measures scattering from fluctuations that prop-

agate perpendicular to both the viewing chord and the local magnetic field. There-

fore, fluctuations from different plasma heights scatter at rotationally different angles

about the PCI chord (their propagation angle α). This angle is a projection of the

magnetic pitch angle onto a plane perpendicular to the PCI chord. We can verify this

by setting k|| = 0 in Eq. 2.41 resulting in

tan(α) =
Bθ

Bφ

sin(β0 − ν) =
BR

Bφ

cos(β0) +
BZ

Bφ

sin(β0)

=
B⊥
θ (z)

Bφ(z)
,

(2.42)

where B⊥
θ is the component of the poloidal magnetic field perpendicular to the PCI

chord and Bφ is the toroidal magnetic field. The location of the mode in the plasma

is directly related to the propagation angle only if the turbulence has k|| ∼ 0. This

allows the rotating mask to selectively pass modes propagating from a limited region

of the PCI chord, and thus localize the PCI measurement. The component of the

poloidal magnetic field perpendicular to the PCI chord (B⊥
θ ) and the associated wave-

vectors that are measured are shown at both intersections of the chord and the last

closed flux surface (LCSF) in Fig. 2-6.

When the scattered beams are focused in conjugate planes of the PCI imaging

system, they appear as in Fig. 2-4 where the spot position can be described in terms

of a polar coordinate system. The radial location of the focused spot (∆ given by

Eq. 2.36) is a function of the fluctuation wave-number k. The consequence of k|| ∼ 0

turbulence is that the angular position of the focused spot (α) is now a function of

scattering height z. Thus, the rotating mask can yield a PCI signal that localizes
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Figure 2-6: Diagram of magnetic field components perpendicular to the PCI chord and
the measured plasma wave-vectors. Blue beams represent scattering from fluctuations
at the bottom of the DIII–D PCI chord, while green beams represent scattering from
fluctuations at the top of the chord. Scattering angles not to scale.

measurements of turbulence along the chord.

It is useful to introduce a Figure of Merit (L) to estimate the effectiveness of

a masking system for localized measurements. The minimum achievable resolution

can be estimated by calculating the separation between points in the plasma that
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map to distinguishable points in the focal plane (e.g. points that are separated by

at least the diameter of the focused beam spot). The propagation angle separating

distinguishable points at the conjugate plane is simply δα = 2w0/∆ = 4/kw and thus

L =
dz

dα
δα ≃ 4Bφ

kw

(

dB⊥
θ

dz

)−1

, (2.43)

where z is the height along the PCI chord, and we have assumed an optimal slit

width and tokamak magnetic field geometry. It can immediately be seen that PCI

localization improves at higher k fluctuations. For a given plasma configuration, the

only adjustment to the PCI that improves localization is to increase the size of the

probe beam (w) in the plasma. An optimum probe beam diameter can be determined

for the desired high k cutoff given the various apertures in the optical path.

The figure of merit described above is a good approximation of the localization

capability of a PCI with a static masking slit. It is the plasma chord length-scale

at which one can consider measurements separated by L (or equivalently δα in the

conjugate plane) as independent. However, when the masking slit is rotated in time,

a more rigorous analysis yields improved localization. The power spectrum as a

function of mask angle can be related to the spectrum as a function of chord height

(z) by combining Eq. 2.42 with Eq. 2.37

S(γ, k) =

∫

dαM(γ − α, k)
∫

dz S(α, z, k) δ (z − z(α))) , (2.44)

where the delta function is used so that the integral over z picks out only the correct

value of propagation angle that is perpendicular to the local magnetic field. Perform-

ing the integral over the delta function and noting S(z, k)
∣

∣

dz
dα

∣

∣ = S(α, k) so that

spectral power density is conserved, we can write the power spectrum as measured

with the rotating mask as

S(γ, k) =

∫

dα S(z, k)

∣

∣

∣

∣

dz

dα

∣

∣

∣

∣

M(γ − α; k), (2.45)

where S(z, k) is the turbulence power per unit z in the plasma chord, S(α, k) is the
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turbulence power per unit propagation angle mapped to the conjugate plane, and

|dz/dα| is the “mapping density”. In practice, the mapping density tends to peak

at the plasma chord edges, resulting in an artificial enhancement of edge turbulence.

Again, the mask response function M is the rotating mask transfer function. The

plasma fluctuation power spectra measured at the detector array is given by S(γ, k),

and γ is the mask slit angle. Note that because of the k|| ∼ 0 assumption, the

propagation angle α is limited in domain by tokamak magnetic geometry while γ

represents the mask slit angle which is free to rotate through an entire revolution.

Within this framework, it can be seen that the interpretation of localized PCI

measurements depends upon accurate knowledge of plasma magnetic geometry and

the mask response function. Again, the form of the mask response function (M)

is a peak at α = γ, falling to zero in both directions with a width proportional

to 1/k (specifics of M are presented in Sec. 3.5.3). Thus, the contribution from a

small region in z is broadened out into a finite range in mask angle (γ), limiting the

resolution of the reconstruction. Equivalently, the convolution integral in Eq. 2.45

can be expressed as a multiplication in transform space, and thus the mask response

function can also be thought of as a form of low-pass filter.

The analysis of these measurements is to deconvolve the measured spectra and

map to plasma chord coordinates, yielding a localized measurement of turbulence

power spectra. When interpreting these results, we must note that localized PCI

measurements are not only spatially localized along the PCI chord but also in (kr, kθ)

space. The sharp and narrow response of the PCI around β = 0 again implies a

sensitivity only to fluctuations propagating perpendicular to the chord (e.g. ~k has

finite components in both kr, kθ at the plasma edge but ~k = krr̂ where the chord is

tangent to flux surfaces). It should be pointed out that this localization technique

assumes turbulence with correlation lengths that are small compared to the localized

chord segment L. In the range of wave-numbers of interest for high-k measurements,

LC < 1 cm and L > 5 cm. This insures that fluctuation spectral power will add

incoherently, which is a reasonable assumption for high-k drift-wave turbulence. It

should also be noted that for longer wavelength fluctuations (where the localization

64



technique is not used) LC can become longer than 1 cm.

In summary, turbulent fluctuations from the drift-wave family propagate near

perpendicular to the local magnetic field. Because the poloidal field varies with chord

height, the propagation angle of k|| ∼ 0 modes also depend on chord height. Using a

rotating mask to selectively pass turbulence at a specific propagation angle amounts

to selectively passing turbulence from a region of the PCI chord. The ability to

localize improves at larger wave-numbers, and improves as the size of the probe beam

in the plasma is increased.
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Chapter 3

PCI Implementation on DIII–D

3.1 Original Implementation

3.1.1 History

The DIII–D PCI was originally built by Stephano Coda in 1992 [26] to measure den-

sity fluctuations. At that time, access was through the R+1 and R-1 ports provid-

ing measurements in the outboard midplane region near the last closed flux surface

(LCFS) [25]. The beam path was moved to the Phase I geometry (access via the

R+2 and R-1 ports) in 2003 to cover the region r/a > 0.7 as shown in Fig. 3-1.

Measurements were integrated along the beam chord and no spatial localization was

available.

In these configurations, the PCI was responsible for making the first time-resolved

measurements of correlation length and decorrelation time across the L-mode to H-

mode transition [49, 50]. The differences between type I and type III ELMs were

studied initially in DIII–D by the PCI system [51], and the time resolution was im-

proved with wavelet analysis [52]. The PCI measurements suggesting zonal flows [53]

were cited as early evidence for this phenomenon [54]. The PCI was the first diag-

nostic to measure the density fluctuation component of the edge harmonic oscillation

(EHO) coincident with the quiescent H-mode (QH-mode) [55].
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3.1.2 System Hardware

The majority of the PCI system is located on an optics table in the DIII–D machine

hall. This optics table is turned on its side due to space limitations and houses most
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Figure 3-1: DIII–D PCI system overview with beam path in Phase I geometry (solid
line) and current Phase II (dashed line) PCI chord geometry. Cylindrical focusing
optics not shown for clarity. Upgraded amplifiers/filters condition the raw data and
fiber optic links send data to the DIII–D annex where it is digitized.

of the system optics, laser, detectors, amplifiers, and the majority of the vibration

compensation feedback system. The beam is generated and conditioned on the optics

table, and then steered through the vessel and back to the optics table where the
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imaging optics and system detectors reside. Data is collected and conditioned before

being transported to the DIII–D annex where it is anti-alias filtered and digitized. A

schematic of the DIII–D PCI system is shown in Fig. 3-1.

Laser

The CO2 laser is a popular tool used in scattering based plasma diagnostics for its

relatively high power, spectral and power stability, and low cost. The DIII–D PCI

probe beam is generated by a continuous wave (CW) 20 W, 10.6 µm CO2 laser firing

in the TEM00 mode. This laser was manufactured by MPB Technologies, model GN-

802-MP-20. To maintain stable power output, a Lansing 90.215 power stabilizer is

Figure 3-2: Photo of the DIII–D PCI laser and safety shutter.

used, and the laser is left on during the run day to avoid power fluctuations that occur

during laser startup. To achieve this, the laser must have a safety shutter as well as a

temperature control system. The operating temperature is kept constant during the

run day by circulating water from a chiller, model RTE110-D from Neslab. The safety

shutter, model LST400D manufactured by NM Laser Products, Inc. of Sunnyvale,

CA is timed to the DIII–D shot cycle and acts as a beam dump when the diagnostic
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is not in use to prevent unnecessary beam exposure to all DIII–D personnel. The

laser and safety shutter are shown in Fig. 3-2.

Beam Conditioning and Steering

Directly after exiting the laser, the beam is combined with a 16 mW HeNe laser (633

nm wavelength) used for alignment, Melles-Griot model MG 05-LHR-981. The beam

is then expanded and collimated using a 1" diameter, 10" focal length ZnSe lens

and a 9" diameter, 81.75" focal length off-axis parabolic mirror. These two optics

are used to prepare the beam to a diameter of 5 cm before leaving the optics table.

The probe beam is collimated at a large diameter so that the gaussian expansion is

negligible. The collimated beam is necessary so that the laser waist occurs at the

proper phase plate location; this is discussed in further detail in Sec. 3.3.1. The beam

is then steered into the vessel through the R-1 port where it is reflected off two in-

vessel mirrors as depicted in Fig. 3-1. These in-vessel mirrors shake and vibrate with

the vessel during plasma operations due to the large magnetic fields and eddy currents

in the metal structure, and they are therefore a major source of noise introduced into

the PCI system. The beam exits the vessel through the R+2 port, and is again steered

back to the optics table where it is focused onto the phase plate by a symmetric 81.75"

focal length off-axis parabolic mirror.

Phase Plate

The phase plate is the optical component used to introduce a λ/4 or π/2 phase shift

in the unscattered (0th order) beam relative to the scattered (1st order) beams. It is

made of an optical reflector with a λ/8 deep groove cut across the plate diameter.

The central groove is generally left as uncoated ZnSe and therefore acts as a partial

reflector with a reflection coefficient of 17%. This lowers the DC power on the detector

to prevent saturation of the detector elements. The reflector coating is often chosen to

be gold, which has a somewhat higher reflectivity at 10.6µm than aluminum or silver.

Previous to 2008, the phase plates were manufactured via a deposition process with a

masked central groove. The depth of the groove therefore relied on accurate knowledge
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Figure 3-3: a) Schematic of phase plate with scattered and unscattered beams (groove
depth exagerated for clarity). b) Picture of new phase plate fabricated by Bandwidth
Semiconductor using the etching process.

of deposition rates. In 2008, a new generation of phase plates was needed for both

the DIII–D and Alcator C-Mode PCI systems. A more robust fabrication process was

developed by Bandwidth Semiconductor, Inc. (now Spire, Inc.) of Hudson NH using a

an etching process similar to that used in the fabrication of printed circuit boards [56].

The new fabrication process results in a phase plate groove depth accurate to better

than 10%, and is shown in Fig. 3-3.

Feedback System

As stated earlier, a major source of noise in the PCI system comes from vibrations

introduced by the in-vessel mirrors. There is no way to avoid the use of these mirrors

due to port geometry and access on DIII–D. Compensation for these vibrations is

provided by using a feedback system comprised of two galvanometer-mounted steering

mirrors, a quadrant position detector, and control circuitry. The galvanometers,

shown in Fig. 3-4, are placed in the beam path ∼ 20" before the beam focus at

the phase plate. A partial reflector is used to direct a fraction of the beam power

into the quadrant detector which is positioned at an image of the phase plate - thus

movement of the beam focus on the phase plate is proportional to that on the quadrant

detector. The quadrant detector measures vibrational movement of the beam focus;
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Figure 3-4: Feedback System Steering Mirrors

this is used to adjust the galvanometer mirror angles to maintain the phase plate focal

spot position to an accuracy of 0.01 mm RMS over a bandwidth of approximately

1 kHz [26].

Imaging Optics

The PCI uses a two lens (in addition to the return parabolic mirror) imaging sys-

tem that consists of plano-convex ZnSe optics manufactured by II-VI Incorporated,

Saxonburg, PA. The lens diameters are constrained only in that they must be large

enough to prevent clipping from occurring in the scattered beams. Thus, the lens

diameters depend on the specific imaging layout itself. This layout will also set the

system magnification and therefore the effective spacing of detector elements in the

plasma. This provides the Nyquist wave-number kmax, and is chosen to select the
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region in wave-number space to diagnose. It should also be noted that for a fixed

probe beam diameter, the system S/N scales like 1/M2 where M is the system magni-

fication. This is because the beam size at the detector will be proportional to M , and

the beam power will be spread over a larger area for larger magnification - the power

delivered to any single detector element is therefore reduced by a factor of 1/M2.

Detector

The PCI detector is a photovoltaic array of 16 HgMnTe elements having a manu-

facturer specified bandwidth greater than 10 MHz. The detector was fabricated by

Semiconductor Diagnostics, model PV-10.6-L-16. The detector operates well within

Figure 3-5: DIII–D PCI detector is contained in a LN2 dewar

its saturation limits, as the 17% reduction in unscattered beam power by the central

groove of the phase plate reduces the DC load on the detector. The detector is shown

in Fig. 3-5, and is housed in a liquid nitrogen filled dewar that keeps the photodi-

ode elements cool, thereby lowering their thermal noise. The PCI measures only the

fluctuating part of the plasma density, therefore the detector photodiodes are AC-

coupled to the system preamplifiers, model 490 from Perry Amplifier of Brookline,
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MA. The DIII–D detector is currently 15 years old and, as a result, the performance

of channels 2, 5, 8, and 11 have either become degraded or are inoperable - this is

easily seen by the absolute calibration measurements in Sec. 3.4.2. The detector ar-

ray was fabricated using individual elements assembled on Flatpack 3R44M-1 from

Mini Systems. Table 3.1 lists the DIII–D detector specifications as provided by the

manufacturer. Tests have been performed to determine the present performance of

the detector array and are discussed in Sec. 3.3.5.

Table 3.1: DIII–D Detector Manufacturer Specifications
Photodiode Material HgMnTe
Number of elements 16

Element diameter (µm) 450
Center-center distance (µm) 700

Element impedance @ 0V bias (Ω) 20-80

Detectivity D⋆
(

Jones, cm
√
Hz

W

)

∼ 210

Responsivity
(

A
W

)

1.6

Remaining PCI Hardware

The remaining hardware components used in the operation of the DIII–D PCI di-

agnostic are discussed in Sec. 3.3 as they were either upgraded or newly installed

as part of the work performed for this thesis. These components include changes to

the optical system including the use of cylindrical lenses for improved signal-to-noise

ratio, the rotating mask system, the VGAF filter and amplifier circuits, the new fiber

optic link system for data transmission, and the high frequency digitizers.

3.2 DIII–D Parameters and Turbulence Regime

DIII–D is a medium-size (R = 1.66 m, a = 0.67 m) diverted tokamak with a carbon

first wall. Auxiliary heating is provided by neutral beams (Pinj < 16 MW), ICRF

(Psource < 6 MW), and ECH (Psource < 4 MW) [3]. Typical ranges for plasma param-

eters are B0 = 1.5− 2 T, Ip = 1− 2 MA, n̄e = 1 − 5× 1019 m−3, Ti0 = 2 − 10 keV,

and Te0 = 1− 4 keV.
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To estimate the regime of high-k ETG modes on DIII–D we take Te = 1 keV,

Ln = LTe = a = 0.67 m, B0 = 1.5 T. Thus vte = 1.3 × 107 m/s and ρe = 0.05 mm.

The strongest ETG growth is expected near k⊥ρe ∼ 0.2, which corresponds to

roughly k⊥ ∼ 40 cm−1 at Te = 1 keV, though the parameters vary widely be-

tween different plasma discharges. Modeling predicts a frequency for ETG modes

of f ≃ 0.2(k⊥ρe)vte/(2πLT ) [13]. This is about 100 kHz near the peak growth, again

assuming LT = a. However, given that the high k spectrum peaks near the edge, LT

may be 0.1a or less, and the frequency would be 1 MHz even without Doppler shift.

3.3 High-k Upgrade

As described in Sec. 3.1.1, the PCI was originally used to study low-k (0.3 - 8 cm−1)

phenomena. During 2004-2006, the DIII–D PCI underwent hardware upgrades and a

re-vamping to extend its functional regime to high-k fluctuations with wave-number

to 40 cm−1, and frequency to 10 MHz. This upgrade also included the installation of

a rotating mask system that measures fluctuations as a function of propagation angle

about the PCI viewing chord. As previously described in Sec. 2.2.2, this rotating

mask system allows for localization of near perpendicularly propagating (k|| ∼ 0)

modes along the viewing chord. This localization technique improves with increasing

wave-number. However, empirical data shows that PCI turbulence amplitude spectra

falls as 1/k and therefore it is necessary that the diagnostic have adequate signal-to-

noise for the full time dependent analysis to improve resolution beyond that defined

by Eq. 2.43. Although the PCI technique is inherently very sensitive (it is used to

measure density perturbations from RF waves on Alcator C–Mod [57]), electron-scale

fluctuations appear to be one to two orders of magnitude smaller in amplitude than

the ion-scale counterparts [58]. The DIII–D PCI has therefore received hardware

upgrades over the past two years to improve the system signal-to-noise ratio. The

following sections describe the hardware upgrades made over the 2004-2006 period.

75



3.3.1 Optical Considerations

Constraints on the Imaging System

To bring the DIII–D PCI into the short wavelength turbulence regime, several changes

to the imaging system are required. The goal of the PCI upgrade was to extend

the maximum wave-number range from 8 cm−1 to 40 cm−1 (roughly a factor of 5);

therefore the imaging system must be refined to account for 3 effects:

1. The scattering angle is given by Eq. 2.16 and therefore increases as the tur-

bulence wave-number increases. Keeping the imaging system the same, larger

scattering angles require larger diameter lenses, windows and other optical com-

ponents to ensure the scattered beams are not clipped.

2. It will be shown in Sec. 3.4.1 that the effective spacing of the detector elements

in the plasma and thus the Nyquist maximum wave number is set by the system

magnification. Therefore, the magnification of the imaging system must increase

proportionally to the increase in wave-number to resolve the high-k modes.

3. The PCI response given by Eq. 2.35 shows that a defocused optical system

reduces the signal intensity through the term cos(ζ + δ) (recall that ζ ∝ k2).

Thus, measuring high-k increases the system susceptibility to defocusing and

therefore requires tighter tolerances on the placement of optical components to

insure that the object plane occurs at the center of the plasma.

These three factors must be considered when designing the imaging system needed

to extend PCI operation to a high-k regime.

Laser Beam Parallelism

As described in Appendix A, the definitions of the image plane and the conjugate

plane are given by geometric optics. If we consider the object plane to be the center

of the plasma-chord intersection, then the phase plate is placed in a corresponding

conjugate plane. Recall from Sec. 2.2.1 that the resolution of measurements as a
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function of propagation angle are optimized when the laser waist occurs at the con-

jugate/phase plate plane. The criterion for the laser waist to coincide with the phase

plate (conjugate plane) is that there be a waist at the front of the first lens in the

optical system, i.e. that the beam be parallel as it impinges the first lens (in the case

of the DIII–D PCI, this would be the return parabolic mirror). Since the PCI beam

is very large when inside the vessel, it is sufficient to determine that the PCI laser is

not expanding as it travels through the machine. This places constraints on the beam

generation optics such that the beam expansion and collimation be precise. Figure

3-6 shows a plot of two gaussian beams propagating through the DIII–D PCI optics;

the blue beam is parallel at the object plane, while the green beam is expanding at

an angle of θ ∼ 0.02◦.
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Figure 3-6: Diverging Beam at Object plane θ ∼ 0.02◦

Figure 3-7 zooms in on the laser waist locations relative to the conjugate planes

after the beam is focused by the return parabolic mirror. The non-expanding beam

has its waists coincide with the conjugate planes (denoted by vertical red lines), how-

ever the expanding beam’s waists are progressively further from the these locations

as the beams propagate through each lens. Recall from Eq. 2.43 that the resolution

of propagation angle measurements decrease with a larger spot size of the focused

laser. For even such a small beam expansion angle of θ ∼ 0.02◦, the resolution of any

scattered component decreases by a factor of ∼ 3. Such a degradation in performance
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would render the propagation angle measurement using a rotating mask ineffective.
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Figure 3-7: Error offsets between phase plate and waist location

The above consideration stresses the need for a high precision technique to ensure

that the laser is parallel and collimated inside the vessel. After experimenting with

new methods to measure the laser diameter when expanded to 2" (at low intensity)

using temperature sensitive liquid crystal paper, a method was developed to measure

the beam expansion based on the symmetry of the imaging system about the two

parabolic mirrors. Because the parabolic mirrors focus off-axis, they are cut from the

same reflector. This implies that they should have identical focal lengths. Thus, if the

laser is properly collimated inside the vessel, the waists on either side of the parabolic

mirrors should be equal in distance to their respective parabolic mirror. Using an old

phase plate and a micrometer stage, we are able to measure the waist location to an

accuracy of 0.5 cm. This gives a tolerance of the expansion of the beam inside the

vessel less than 0.0015◦. The mask placement in the PCI optical system is dicussed

in detail in Sec. 3.5.1.

3.3.2 Rotating Mask Hardware

Section 2.2 introduced the concept of using a rotating slit to mask only scattered

beams from fluctuations propagating at a specific angle (the mask angle γ). The
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rotating mask assembly, shown in Fig. 3-8, was designed and fabricated by Newmark

Systems of Mission Viejo, CA and is mounted on a 2 inch inner bore high speed

bearing driven by a motor at speeds up to 3000 RPM. This results in up to 100 scans

along the chord per second, and the speed can be changed between shots from the

DIII–D control room. Generally, the mask is spun at roughly 5-20 scans per second

to assure a long enough time record to perform spectral analysis. The thin mask slit

is cut into a removable plate which mounts to the rotation stage. This allows for

slits of differing widths (currently 0.5, 1.0, 2.0 mm) that provide flexibility in system

magnification, beam size in the plasma, and mask placement.

1”

Removable
Mask Plate Mask Slit

2” Inner bore
bearing with

Figure 3-8: Rotating mask hardware assembly (removed from optics table for clarity).
Removable mask plate has also been removed for clarity. The thin mask slit is cut into
a removable plate so that the system can accommodate slits of different thicknesses.

3.3.3 Signal to Noise

Cylindrical Lenses

To improve DIII–D PCI signal-to-noise ratio, cylindrical lenses are used in the imag-

ing system to compress the beam along the axis perpendicular to the detector array,
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increasing signal intensity by a factor of 2 to 5 without affecting the imaging prop-

erties. This signal enhancing optical setup requires dual cylindrical lenses to break

the imaging into independent orthogonal systems parallel and perpendicular to the

detector array. Both axes must have image planes coincident with the detector array.

This setup can be configured with a cylindrical lens focusing along each axis, or with

both cylindrical lenses focusing along the same axis.

By using the configuration with both lenses focusing along the same axis, the lenses

may be removed without the need to re-adjust the rest of the system optics to return

to a traditional imaging configuration. This is highly desirable, and is therefore the

configuration of choice. In this configuration, the PCI imaging system is determined

to satisfy the traditional constraints as well as those constraints discussed in Sec. 3.3.1.

Once the imaging system is determined in the absence of the cylindrical lenses, the

ABCD parameters discussed in Appendix A are known after the last focusing lens.

With this information, the cylindrical lens position (z1, z2) can be determined given

the focal lengths of the two cylindrical lenses (f1, f2) and the cylindrical gain factor

gc. The cylindrical gain factor is the measure of the magnification along the detector

axis divided by the magnification along the axis perpendicular to the detector array.

Denote the ABCD parameters after the last lens along the detector axis as

ApBpCpDp and the parameters after the last cylindrical lens along the axis perpen-

dicular to the detector array as AcBcCcDc. Recalling the definition zimage = −Bi/Di,

the requirement that image planes must coincide along both axes can be written

−Bp

Dp

= z1 + z2 −
Bc

Dc

. (3.1)

The second constraint comes from the magnification given by M = 1/Di and the

definition of the cylindrical gain factor, that is Dc = gcDp. The parameters Bc, Dc can

be expressed in terms of (z1, z2, f1, f2, Bp, Dp) leaving 2 equations for the 2 unknowns

(z1, z2). Both constraints can be expressed as an equation in the form (I0 + I1z1 +

I2z2 + I3z1z2) = 0, and solved simultaneously for the lens locations.
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Low Noise Amplifier/Filter Circuits

The DIII–D PCI suffers from noise introduced by vibrations of the in-vessel mirrors.

This vibrational noise is generally low frequency (f . 10 kHz) but is large in ampli-

tude compared to the fluctuation signal. Avoidance of clipping the vibrational noise

signal resulted in the fluctuation signal using only a small portion of the system dy-

namic range. To avoid this problem, a new set of low noise amplifiers and high-pass

filters were developed using modern components and fabrication techniques. The fil-

ters are selectable with high-pass cutoffs at either 10 or 100 kHz, while the gain has

a fixed gain of 10 (to achieve the lowest noise possible), followed by selection of 4

gain stages to activate. The additional stages have gains of (25, 10, 4, 2) and can

be activated in any combination thereof. The circuit design, component selection,

contracting for PCB layout and fabrication, and housing design were all performed as

part of the work for this thesis. These Variable Gain and Filter (VGAF) circuits are

built with two channels per board, and are housed in a 12 slot, 3U, VME backplane.

The equivalent input noise of each channel is measured to be less than 2 nV/
√

Hz,

which is very close to the thermal limit of a 50 Ω resistor - such performance requires

surface mount technology, and express care in circuit design, PCB layout and trace

selection. The full 12 slot housing is shown in Fig. 3-9 a) while an individual board is

shown in Fig. 3-9 b). The VGAF circuits are generally used with a high pass cutoff

of 10 kHz and a total gain of 1000.

Fiber Optic Links

The DIII–D PCI data transmission system sends the fluctuation signal from each of

the 16 detector channels from the optics table in machine hall to the digitizers in the

annex, located roughly 50 meters away. The previous system mixed the data signals

onto an RF carrier and sent them to the annex via long runs of coax. This system

had a usable dynamic range of 37 dB or roughly 6 bits.

This system was upgraded using fiber optic links model 732T/R designed by

Analog Modules of Longwood, FL. These links increase dynamic range to 59 dB or
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(a) (b)

Figure 3-9: Variable Gain and Filter (VGAF) circuits are used to filter the low
frequency noise induced into the PCI system by vibrations of the in-vessel mirrors.
The right-most board in a) is used to control the gain and frequency cutoff.

almost 10 bits over a bandwidth of 10 MHz. The system-wide noise floor is now at

the thermal limit of the HgMnTe detectors.

Figure 3-10: Top Shelf of the Fiber Optic Link Transmitters

3.3.4 High Frequency Digitizers

An important part of the upgrade was to extend the frequency response of the PCI

diagnostic. This was achieved through the introduction of the VGAF amplifiers, the
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Fiber Optic Links, and a high speed digitizer system model Dt-216 built by D-tAcq

Solutions of Scotland, UK. The digitizer uses multiple 16 channel CPCI boards capa-

ble of 20 MSamples/s at 16 channels or 40 MS/s at 8 channels. Each channel has a

differential input with a selectable range up to ±10 V. The data records are limited

to roughly 24 MSamples at 16 channels or 48 MSamples at 8 channels. Utilizing 2

boards, the PCI generally collects roughly a 6 second time record with a Nyquist fre-

quency limit of fmax = 4 MHz. This allows the DIII–D PCI to digitize an entire shot,

however data records are then generally a cumbersome 1−1.5 GB/shot. Digitizer pro-

gramming/setup and data storage is managed by the MDSplus software and drivers

written at MIT. Data storage capacity, disk I/O performance, and computational

resources must all increase as a result.

Figure 3-11: High frequency digitizers from D-tAcq Solutions showing two CPCI
digitizer boards, each in an 8 channel configuration

3.3.5 Suggested and Future Upgrades

Measurements of the HgMnTe detector element I-V curves suggest that the detector

elements do not respond to bias voltage as one would expect. The measured respon-

sivity (see Sec. 3.4.2) suggests detector element resistances of 20-80 ohms, which is

significantly lower than the manufacturer specification of roughly 250-350 ohms. This

suggests that the performance of the detector elements has degraded over time, likely
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due to high energy neutron bombardment. These measurements were performed with

the use of a DC-coupled test amplifier from Perry Amplifier of Brookline, MA, and

reveal that the detector D⋆ is roughly and order of magnitude lower than the orig-

inal specification shown in Table 3.1. Additionally, channels 2,5,8,11 perform in a

highly degraded or inoperable capacity. Therefore, a new HgCdTe (HCT) PV de-

tector array would not only result in 16 fully operation channels, but would lower

the system noise floor by up to factor 10. Due to changes in the market, PV HCT

detector arrays are not available at a resonable price. HCT detector arrays operating

in a photo-conductive (PC) mode are available, however, they suffer from reduced

responsivity at high frequency (3 dB/octave roll-off starting around 500 kHz).

The PCI chord was in the Phase I geometry for the collection of all data used

in this thesis and is shown in Fig. 3-1. However, an upgrade was performed in 2009

that moved the chord into the Phase II geometry using the R-2 port, shown by the

dashed line in Fig. 3-1. This has given the PCI access to r/a ∼ 0.4 and thus the foot

of the internal transport barrier (ITB). It has been suggested by recent theoretical

work [59] that to observe pure ETG modes one should look in the shear stabilized

ITG regimes, such as in ITBs where the nonlinearly up-shifted ITG cascade modes

would be stabilized by the strong Er shear.

3.4 Absolute Calibration

Turbulence studies have matured greatly over the past 10-15 years as rigorous simu-

lations have become computationally tractable to solve. In particular, the plethora of

gyrokinetic simulations demonstrates just how much simulations have come to domi-

nate the landscape of turbulence theory [13,59–62]. Therefore, it has become impor-

tant to be able to verify simulation results and validate them against experimental

results. One of the basic quantities for comparison is the turbulence amplitude (ñ/n0)

as predicted by gyrokinetics and that observed in experiments. To use the DIII–D

PCI for such a comparison, it must be calibrated absolutely using a well-defined

test signal. The following sections extend the PCI response analysis beyond that of
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Eq. 2.35 into a form suitable for absolute calibration, and detail the measurements of

calibration using ultrasonic waves launched in air.

3.4.1 Theory

The PCI response as computed in Eq. 2.35 neglects a number of important features.

These include the gaussian envelope of the beam profile, different magnifications along

each axis due to the use of cylindrical focusing mirrors (as described in Sec. 3.3.3), the

reflection coefficient of the unscattered beam at the phase plate from the uncoated

ZnSe, and the overall optical efficiency of the system as a whole. Computing these

effects are necessary for absolute calibration.

The DIII–D PCI detector array is AC coupled, and therefore only measures the

fluctuating part of the signal. By including the additional physics described above,

the fluctuating part of Eq. 2.35 can be written as

ĨPCI

img (~x, t) = Ide
−x2+g2

c y2

M2w2/2 cos

(

kx

M
cosα +

kgcy

M
sinα− ωt

)

cos

(

k2

2M2k0
z + δ

)

(3.2)

Id =

(

ñ

n0

k0Lωpe
2

ω2
0

) (

2gc
πM2w2

)

(

ηoptP0

√

Pr
)

, (3.3)

where the x-axis is along the detector array, the y-axis is perpendicular, and the z-axis

is the optical axis of the imaging system. The gaussian profile has a 1/e electric field

radius of Mw or a 1/e intensity radius of Mw/
√

2, where as before M is the system

magnification and w is the size of the beam in the plasma. The cylindrical lenses

decrease the size of the beam in the direction perpendicular to the detector axis by

the cylindrical gain factor, gc ≥ 1. If the beam is decreased in size along the y-axis

to one-fourth of the original size then gc = 4, if there are no cylindrical lenses in use,

gc = 1. The intensity at the detector array Id is made up of three parts, the first

parenthesis is the coupling factor (recognized as 2a) between the turbulence mode and

the incident beam, and scales proportional to the amplitude of the density fluctuation

in the plasma. The second parenthesis is the normalization of the gaussian profile of

the beam at the detector image plane. The third parenthesis is the laser power in
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the fluctuating part of the laser intensity where Pr is the reflection coefficient of the

unscattered beam off the uncoated ZnSe of the phase plate groove, ηopt is the optical

efficiency of all mirrors, windows, and lenses in the imaging system, and P0 is the

laser power.

Equation 3.2 gives the PCI response including the effects described above neces-

sary for absolute calibration. To compute the effect of the detection, amplification,

and digitization of the signal, we must take into account the finite size of the detector

elements, the detector channel responsivity (DIII–D detector channel responsivity is

non-uniform), and the amplification and the digitization. To proceed, we assume

that the DIII–D PCI system is properly aligned so that the optical axis (center of the

gaussian envelope) is aligned with the center of the detector array.

The detection effects are computed by integrating Eq. 3.2 over a detector element

centered at x = ξ. The detector elements are considered to have dimensions 2ǫx×2ǫy,

this allows for elliptical or rectangular detector elements or, in the case that ǫx =

ǫy, circular or square detector elements (the Alcator C-Mod PCI diagnostic uses

rectangular detector elements while the DIII–D PCI uses circular elements). Making

the substitution u = (x−ξ)/ǫe, v = y/ǫy, the signal power to a single detector element

can be written as

P (ξ) =Idǫxǫy cos(ζ + δ)

∫ 1

−1

du e−( ǫx
r )

2
(u+ ξ

ǫx
)2

×
∫ ū

−ū
dv e−( gcǫy

r )
2
v2 cos(kxξ − ωt+ kxǫxu+ kyǫygcv),

(3.4)

where r = Mw/
√

2 is the 1/e radius of the intensity profile at the detector, kx =

k cosα/M and ky = k sinα/M are the components of the detected wave-vector parallel

and perpendicular to the detector array, and ζ, δ are defined in Sec. 2.1.3. The style

of detector (e.g. circular/elliptical vs. square/rectangular elements) depends on the

limits of the dv integral, specifically, the value of ū. For circular or elliptical detector

elements, ū =
√

1− u2), while for square or rectangular detector elements, ū = 1.

The detector element half width ǫx,y is small compared to the beam radius r - this

can be seen by considering r ∼ 2ξmax. In this case, ǫx/r = ρ/2Nch ≪ 1, where
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Nch is the number of detector channels and ρ = 2ǫx/∆x is the fraction of detector

space used by the element (i.e. the detector element width divided by the channel

to channel spacing). The cylindrical gain is generally less than a maximum value

gc . 10 for reasons that will be shown after the detector response is computed. In

general, ǫx ∼ ǫy, the exponentials can be expanded in terms of the small arguments.

Keeping terms to O(ǫx/r) and O((ǫygc/r)
2), Eq. 3.4 can be written

P (ξ) =IdAe cos(ζ + δ) e−( ξ
r)

2
[

Dc cos(kxξ − ωt)−Ds
2ξ

r
sin(kxξ − ωt)

]

(3.5)

Dc =
ǫxǫy
Ae

∫ 1

−1

du cos(kxǫxu)

∫ ū

−ū
dv

[

1−
(ǫygc

r

)2

v2

]

cos(kyǫygcv) (3.6)

Ds =
ǫxǫy
Ae

∫ 1

−1

du
ǫx
r
u sin(kxǫxu)

∫ ū

−ū
dv

[

1−
(ǫygc

r

)2

v2

]

cos(kyǫygcv). (3.7)

The coefficient Ds in Eq. 3.5 causes distortion of the detected wave by the factor

ξ sin(kxξ − ωt), which results in spreading in the wave-number spectra. This effect is

generally negligible as it scales like the detector radius divided by the beam radius,

for the DIII–D PCI in the high-k configuration ǫx/r = 2%. However, when diagnos-

ing low-k turbulence, this effect can be of importance. In the high-k configuration,

the term proportional to (ǫygc/r)
2 is also negligible and the above integral can be

performed explicitly for rectangular elements. The resulting PCI response is

Prect(ξ) = IdAe cos(ζ + δ) cos(kxξ − ωt)e−( ξ
r)

2 sin(kxǫx)

kxǫx

sin(kygcǫy)

kygcǫy
. (3.8)

We can now justify that there is a maximum value for the cylindrical gain factor.

The term sin(kygcǫy)/kygcǫy will reduce the signal by roughly a factor of 2 when its

argument is equal to π/2. The maximum resolvable wave-number (the Nyquist wave-

number) of the system is kmax ∼ πρM/2ǫx. Using this wave-number and assuming

ǫx ≃ ǫy, we get gc,max ≃ 1/(ρ sinα). Using a cylindrical gain factor much larger than

this will result in a reduction of signal intensity as the term sin(kygcǫy)/kygcǫy nears

its 1st zero.

The response of finite sized detector elements is plotted in Fig. 3-12 assuming

87



that Ds = 0 and that the imaging system is similar to that used in the DIII–D

PCI high magnification configuration. In this configuration, kmax = 30 cm−1, and

ǫx/r = 2%. The left plot shows the detector response vs. propagation angle (α)
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Figure 3-12: Left plot) Finite sized detection elements reduced the system response
with increased propagation angle. The effect is more detrimental at higher wave-
number. Right plot) The system response decreased with increased wave-number.
The effect is more detrimental at higher cylindrical lens gain.

at a cylindrical lens gain factor of gc = 5. We can see that at the maximum wave-

number (yellow), the 1st zero in the response occurs at smaller propagation angle for

the square detector elements (dashed lines) than for the circular detector elements

(solid lines). The right plot shows the detector response vs. wave-number at a fixed

propagation angle (α = 30◦). The effect of increased cylindrical lens gain increases

the rate at which the response falls off with wave-number. Data analyzed for use in

this thesis was collected with a maximum cylindrical gain gc = 5 and propagation

angle measurements are concerned with |α| . 20◦. Under these conditions, the effect

of finite sized detector elements reduces the measured amplitude by a maximum of

30% as the measured wave-number is |k| . 25 cm−1.
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For all imaging configurations used to collect PCI data in this thesis, throwing

out the terms proportional to (ǫ/r) is justified. Therefore, the PCI response for a

given detector channel at the digitizer can be written as

V (ξ, t) = GR(ξ)IdAeDc(k, gc, α) cos(ζ + δ) cos

(

k cosα

M
ξ − ωt

)

e−( ξ
r)

2

, (3.9)

where R(ξ) is the detector channel responsivity in units of [V/W] (i.e. the current

produced per watt times the detector channel resistance), and G is the total gain

including the gain factor of 20 in the system preamps, the amplification of the variable

gain amplifiers, and fiber optic links.

3.4.2 Measurements

The DIII–D PCI uses two calibration systems to launch ultra sonic waves in air at

frequencies from 20 kHz to 200 kHz. Under typical calibration conditions, the speed

of sound is Cs = 345 m/s, and the calibration systems can launch waves with wave-

numbers in the range of 3.5 - 35 cm−1. These two systems operate in tandem, and

together provide both the system response over a continuous range in frequency (and

wave-number), and calibrated pressure waves.

CW Ultrasonic Loudspeaker

The first calibration system uses an ultrasonic loudspeaker manufactured by Ultra

Sound Advice, Wimbledon UK, model S55/6. Originally developed for bat research,

this loudspeaker is a variable frequency, CW device with a 5 cm diameter membrane,

a frequency range from 15 kHz to better than 150 kHz, and a power output 85 <

P < 105 dB SPL or 0.5 < P < 5 Pa peak amplitude. It is used for qualitative

measurements as the power output is not guaranteed to be stable. It is highly valuable

to use while sweeping the frequency to measure the system wave-number response.

The PCI response to the CW loudspeaker is shown in Fig. 3-13, where the output

frequency was ramped in time. Figure 3-13 a) shows the frequency chirp as a streaked

line of high intensity in the power spectra. We can see the signal drop in power at
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Figure 3-13: a) Chirped CW loudspeaker spectra as a function of time and frequency.
The nulls are due to defocusing effects while the overall amplitude falloff is due to
the non-uniform power output of the loudspeaker itself. b) Spectra S(k) integrated
over time, and the fit of the defocusing term.

regular intervals as the frequency is increased, this is due to the out-of-focus launch

location used for the ultrasonic calibration signal. Integrating over time, we resolve

the spectral response S(f ; ξ) or equivalently S(k; ξ) of the PCI shown in Fig. 3-13

b). This data was collected by placing the CW loudspeaker outside the vacuum

chamber, and therefore the speaker is not located an the appropiate object plane (or

equivalently, the detectors are not located at an image of the CW loudspeaker). This

causes zeros in the response due to the cos(ζ + δ) term in Eq. 3.2. By measuring the

wave-number at which the zeros occur we can determine the values of ζ(k) and δ by

fitting the data to
z

2M2k0
k2 + δ = nπ +

π

2
, (3.10)

where n is an increasing integer corresponding to the zeros. The fit is plotted in red

in Fig. 3-13 b). Computing the value of δ for 9 test shots with the CW loudspeaker at
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a variety of locations we get δ = −0.94± 0.10. This indicates that the groove depth

of the original phase plate is off from the λ/8 spec reducing the system response to

60% of optimal.

Fixed Frequency Transducers

The second calibration system uses 4 fixed frequency ultrasonic transducers from Air-

mar Technology Corporation, Milford NH, models AR30, AT75, AT120, and AT200.

These transducers are suitable for quantitative measurements as they are fired in 1

ms bursts with a 1% duty cycle to prevent reflected waves from interfering with mea-

surements, and to prevent overheating of the transducer. The 4 transducers are fired

sequentially starting at the lowest frequency with 10 ms intervals between transduc-

ers. This provides test data at fixed frequency (and thus wave-number) with a sound

pressure profile that has been measured using a calibrated microphone [63, 64]. The

transducer membrane amplitude is modeled as a sum of 0th Bessel function as

P0(ρ) =

N
∑

n=0

AnJ0

(

ρ

rm
rn

)

, (3.11)

where rm is the membrane radius, An are the complex coefficients, and rn depends

on the boundary conditions of the pressure field at the membrane edge - rn is the nth

root of the J0 Bessel function for Dirichlet type boundary conditions (P0(rm) = 0) or

rn is the nth root of the J1 Bessel function for Neumann type boundary conditions

(dP0

dρ
(rm) = 0). The scalar diffraction equation [65, 66] is used to relate the pressure

field at the transducer membrane surface to the pressure profile a distance (ρ, z) away,

P (ρ, z) =
k

2πi

∫ rm

0

dρ′
∫ 2π

0

dθ′
eikR

R

(

1 +
i

kR

)

ẑ′ · ~R
R

P0(ρ
′). (3.12)

Here ẑ · ~R = z, R =
√

ρ2 + ρ′2 − 2ρρ′ cos(θ′) + z2, and k = 2πf/Cs is the wave-

number associated with the transducer frequency. The coefficients An in Eq. 3.11 are

computed by fitting the modeled pressure field given in Eq. 3.12 to the calibrated
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Figure 3-14: Transducer Field amplitude and model.

microphone measurements. Microphone measurements were performed by Nauto

Tsujii at MIT along the transducer axis and as a function of angle from the axis

φ = tan−1(ρ/z) at several locations along the axis. The measurements and fitted

model are plotted in Fig. 3-14 showing good agreement. There are significant ampli-

tude fluctuations in the near field that smooth out beyond z > 9 cm. Therefore, the

transducers should be placed roughly 10 cm from the incident laser.

To use the fixed frequency transducers for absolute calibration of the DIII–D PCI

we must compute the phase shift induced by the pressure field of each transducer.

In essence, we must compute a (i.e. the amplitude of the fluctuation in index of

refraction) as defined in Eq. 2.13. The relation from sound pressure to index of

refraction is given by the Biot-Arago Formula [67]

Φ̃(x, z) =
k0(N0 − 1)

γp0

∫

dy p̃(x, y, z), (3.13)

where the constants (N0−1) = 2.72613×10−4, p0 = 1.01325×105 Pa, γ is the specific

heat ratio Cp/Cv = 1.403, and k0 is the incident laser wave-number. The coordinates
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here are the same as used to describe the transducer sound pressure profile, with

the laser beam propagating in the y-direction. Performing this integral for the sound

pressure fields produced by the fixed frequency transducers gives the integrated phase

shift after the laser passes through the sound wave field. As shown in Fig. 3-15, the
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Figure 3-15: Integrated Pressure Profile for the 31.9 kHz Transducer

integrated phase shift is nearly a plane wave over the extent of the incident laser

beam. The spectra is narrow in propagation angle α = tan−1(kx/kz), therefore the

transducer is to good approximation described by a wave of the kind assumed in

Eq. 2.10, (i.e. Φ̃ = as cos(kz − ωt)). The amplitude of the transducer induced phase

shift fluctuation (a in Eq. 2.13) is listed in Table 3.2. The sound wave induced phase

Table 3.2: Amplitude of the integrated phase shift fluctuation
Transducer Φ̃ Amplitude (as)

AR30 1.57× 10−5

AT75 3.20× 10−5

AT120 2.00× 10−5

shift can be connected to the PCI response equation Eq. 3.9 by writing the detector
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intensity Id in terms of as,

Id = (2as)

(

2gc
πM2w2

)

(

ηoptP0

√

Pr
)

. (3.14)

Calibration data was collected with the fixed frequency transducers using an imag-

ing system with magnification M = 0.64 in the Phase I beampath, with a beam 1/e

radius in the vessel of w = 2.5 cm. The transducers were placed in the beampath

just in front of the entrance window at the R-1 port. Chirped ultrasonic loudspeaker

data was collected similar to that shown in Fig. 3-13) to compute the value of the

defocusing term cos(ζ + δ) term in Eq. 3.9. The chirped loudspeaker data was col-

lected both with and without the use of cylindrical lenses - together this data was

used to estimate the angle of the launched sound wave relative to the detector axis

and hence the value of Dc. All data was collected with the same signal condition-

ing settings for the secondary amplifiers, G = 20, 000. As given in Sec. 3.1.2, the

laser power is measured to be P0 ∼ 20 W, and power measurements indicate that

the system optical efficiency is ηopt ∼ 10%. The amplitude of the voltage fluctuation

in each test condition at each channel is shown in Table 3.3 along with the values

of the defocusing term cos(ζ + δ) and the detector response Dc. The estimates of

each detector element responsivity shown below assume ηopt = 0.1 and P0 = 20 W,

however these parameters are estimates and the actual detector responsivities would

scale accordingly.

3.5 Rotating Mask Implementation

3.5.1 Placement in Optical Chain

The technique of using a rotating slit to mask scattered beams and therefore only

allow fluctuations propagating at a specific angle to be detected was introduced in

Sec. 2.2. In that description, and in particular in Fig. 2-4, the mask is depicted as

sitting directly on top of the phase plate. That is, conceptually, the mask is imagined

as coincident with the surface of the phase plate. Placing the mask in front of the
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Table 3.3: Transducer calibration data collected with and without the cylindrical
lenses

Vmax(ξ) (mV)
Detector (gc = 8) (gc = 1) Responsivity

Channel # AR30 AT75 AT120 AR30 AT75 AT120 R(ξ) [V/W]
1 310.09 254.04 35.30 55.96 122.86 35.41 351.6 ± 93.5
2 0.94 0.94 0.93 0.93 0.93 0.94 4.3 ± 1.6
3 493.91 528.58 28.68 44.18 117.14 44.64 386.9 ± 83.5
4 472.59 365.57 61.79 71.78 111.49 47.63 382.0 ± 57.1
5 1.71 1.63 1.72 1.62 1.54 1.61 6.9 ± 2.5
6 387.50 175.06 45.71 34.12 36.65 24.10 189.7 ± 20.5
7 391.58 67.42 43.80 29.49 40.34 24.86 174.1 ± 33.1
8 10.26 10.64 10.21 10.02 9.95 10.09 41.0 ± 14.9
9 605.58 397.65 66.10 53.93 66.76 40.81 313.1 ± 25.3
10 734.29 957.10 157.13 34.91 78.75 42.52 450.3 ± 81.3
11 62.49 51.31 13.76 15.23 16.00 13.48 69.4 ± 15.6
12 864.40 1165.39 198.56 62.12 60.29 40.41 540.1 ± 110.4
13 643.61 443.34 123.23 37.89 25.80 28.36 318.5 ± 67.1
14 699.97 667.78 79.87 37.63 38.81 24.02 337.2 ± 62.1
15 171.09 261.55 51.55 18.36 10.99 12.29 146.4 ± 30.5
16 120.18 78.61 18.03 17.98 13.42 11.07 94.3 ± 10.1

Test Parameters
cos(ζ + δ) 0.99 0.51 0.52 0.99 0.51 0.52
Dc 0.99 0.87 0.23 1.0 0.98 0.79

phase plate quickly becomes an engineering challenge due its reflective nature and

practically, this cannot be realized because the mask must be slightly separated from

the phase plate to allow rotation. This small offset would cause the mask to block

all radiation because of the narrowness of the slit and the angle of reflection off the

phase plate.

Fortunately, after every lens in the PCI optical system there is the chance of

having a location that is optically identical to the location of the phase plate itself

(i.e. locations where a perfectly collimated PCI laser would form a waist). These are

all conjugate planes as described in Sec. A.1 and should be the locations of choice

for mask placement. In fact, all subsequent conjugate planes can be thought of as

image planes where the initial conjugate plane is the object plane. When installed,

the mask is located as shown in Fig. 3-16, thus permitting proper operation of the
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mask. This placement also provides an arbitrary magnification between the initial

conjugate plane (the phase plate location) and the mask plane, allowing the beam

focus spot size to be optimized for a given mask slit width.
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0 2 4 6 8 10 12

-1

0

1

2

3

-2

0

2

4

6

PCI optical path (m)
13.012.512.011.511.010.5

op
ti

ca
l
h
ei

gh
t

(c
m

)

(a)

(b)

conjugate plane

phase plate

conjugate plane

secondary mask

Figure 3-16: PCI optical layout showing unscattered (red) and one k = 30 cm−1

scattered (blue) beam composed of rays along the center-line of the beam and the
1/e electric field radii. (a) Full PCI optical path from plasma (object) to detector
(image). (b) Imaging optics showing creation of secondary focal plane for rotating
mask placement.

Placing the mask very close to the phase plate may be possible on systems that

use a transmissive phase plate [28], but this is probably not practical on a tokamak

PCI due to the small range in scattered pitch angle (see Eq. 2.42) and hence tight

tolerances.

A similar localization technique is currently in use on the LHD heliotron, which

has a poloidal field much larger than that in a tokamak. Rather than a mask, they use

a 2-D detector to record the data and then fit the data to estimate S(z, k) [34]. While

LHD has a scattering pitch angle full range ∆α ∼ 80◦, this adaptation can operate in

a region of smaller ∆α using asymmetric magnification (the so-called “zoom” mode

technique [34]) making it potentially tractable for a tokamak device. However, the
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spatial resolution and wave-number resolution are directly related to the number of

detector channels. For a tokamak with much smaller ∆α (typically 12◦), the rotating

mask technique has the potential to achieve greater spatial resolution at high wave-

numbers with more modest detector and digitizer requirements.

3.5.2 Mask Mapping

To use the rotating mask to localize turbulence as described in Sec. 2.2.2, it is im-

portant to recall that the assumption of drift-wave (k|| ∼ 0) turbulence requires

fluctuations to propagate perpendicular to the local magnetic field. This assumption

produces the mapping from chord height to propagation angle, α(z) in Eq. 2.42. An

understanding of the chord mapping is needed to translate between scattered pitch

angle and plasma location, to calculate the mapping density |dz/dα|, and to rep-

resent the PCI measured wave-vector (perpendicular to the chord) in terms of the

more physically relevant (kr, kθ) components. The mapping from PCI chord height

to propagation angle, α(z), depends on the specific magnetic geometry and is not

always a monotonic function. Non-monotonic mappings are more pronounced as the

PCI chord passes closer to the plasma core.

Figure 3-17a shows PCI chord mappings for two PCI chord locations in a lower

single null L-mode plasma with q95 = 5.5. Here, q95 is the tokamak safety factor

evaluated at the 95% flux surface. In use, for the collection of calibration and ex-

perimental data used in this thesis, is the PCI Phase I geometry, which is restricted

to the outer plasma region while the current Phase II geometry reaches closer to the

plasma interior (see Fig. 3-17c).

From the mappings shown in Fig. 3-17b, it is clear that the Phase II geometry

suffers from non-monotonic mappings near the chord edges. This feature is worse

for large q95 where the poloidal field becomes relatively weak due to peaked current

profiles. However, even at q95 = 5.5, the mapping in the inner region of the PCI chord

0.4 < r/a < 0.55 is single valued and the localization technique will be particularly

useful in isolating turbulence from the shear regions of the ITB.

In the Phase I geometry, the mapping is generally well behaved for the lower
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Figure 3-17: PCI chord mapping for both Phase I (solid line) and Phase II (dashed
line) geometries during L-mode lower single null (LSN) discharge with q95 = 5.5. (a)
Flux surfaces and chord locations. (b) Mask pitch angle as a function of chord height
shows non-monotonic mapping for Phase II geometry but monotonic mapping for
Phase I geometry. (c) Chord plasma location shows Phase I geometry r/a > 0.7 and
Phase II geometry r/a > 0.4.

portion of the PCI chord while the upper portion of the chord (z > 0.3) can become

difficult to resolve and even non-monotonic (see Fig. 3-18a). The best localization

will be achieved where the PCI chord is tangent to flux surfaces and thus at the

closest approach to the plasma core. As can be seen in Fig. 3-18b, the ability to

localize fluctuations is better for lower q95, due to fluctuations being spread over a

larger range in scattered pitch angle in the focal plane. Here we define ∆α as the full

range of scattered pitch angle,

∆α = αmax − αmin. (3.15)

In the Phase I geometry, the upper edge of the PCI chord suffers from large

chord mapping density per unit mask pitch angle |dz/dα| for many magnetic geome-

tries. This feature is one reason the proper analysis based on Eq. 2.45 is essential

to determining the spatial variation in the turbulence from the PCI data. Care is
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Figure 3-18: (a) PCI chord mapping of Phase I geometry for four different discharge
geometries with increasing values of q95. (b) Scaling of pitch angle full range shows
better localization for low q95.

thus needed when interpreting localized spectral measurements, as will be discussed

further in Sec. 3.5.3.

3.5.3 Mask Calibration

As described in Sec. 2.2.2, the ability to properly interpret localized measurements

made by a rotating mask system requires accurate knowledge of the mask response

functionM in Eq. 2.45. The mask response function is defined as the system response

to a single plane wave mode in the plasma. This response is dependent on the focused

beam structure (e.g. presence of higher order modes), the mask slit width, and the

diffraction of both the scattered and unscattered beams through the mask slit.

The model used for computingM consists of the following assumptions: gaussian

electric field profiles incident on the mask plate for both the scattered and unscattered

beams, that the mask acts to zero the electric field where the incident beam profile

is blocked by the mask plate, and that the mask plate is infinitely thin and the

unblocked portion of the beam is not affected. With this as a starting point, the
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electric field profile of the incident scattered beam can be written in the form Es =

Es(x; w0,∆(k), α(z)) and the unscattered beam E0 = E0(x; w0) where ∆(k), w0, and

α(z) are previously defined in Eqs. 2.36 and 2.42. We introduce the clipping function

K = K(x; γ, l) where γ is the mask plate angle (see Fig. 2-4) and l is the mask slit

width. The value of the function K is unity over the region of the mask slit where

the beam is not blocked and K = 0 where the beam is blocked by the mask plate.

Ignoring diffraction effects, the mask function is then simply the fraction of focused

beam power passing through the rotating slit, M(γ − α; k) =
∫

d2x E2
sK/

∫

d2x E2
s .

With these simplistic assumptions, the mask response function can be expressed in

terms of the error function erf(x) = 2√
π

∫ x

0
e−t

2
dt and is proportional to the fraction

of focused beam power passing through the rotating slit of width l

M(γ − α; k) =
1

2
erf

(√
2

w0

[

∆(k) sin(γ − α) +
l

2

]

)

−1

2
erf

(√
2

w0

[

∆(k) sin(γ − α)− l

2

]

)

.

(3.16)

While useful for understanding scalings with mask slit width and wave-number, ig-

noring diffraction is insufficient to properly characterize measurements of the mask

response function because this effect tends to spread out the beam at the detector

plane in the direction perpendicular to the mask slit.

To include diffraction effects, the scattered and unscattered beams are propagated

from the mask focal plane to the detector plane using scalar diffraction theory [65].

We define a scalar diffraction operator D̂ as

Edet(x) = D̂(Emask(x
′)) =

k

2πi

∫

d2x′
eikR

R

(

1 +
i

kR

)

n′ ·R
R

Emask(x
′), (3.17)

where x′ are coordinates in the mask focal plane, x are coordinates in the detector

plane, R = x − x′, R = |R|, n′ points along the beam direction of propagation,

and the integral is performed over the mask focal plane. This is the same operator

used to propagate the pressure amplitude from the transducer surface to a distance
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away, only now written in rectangular coordinates. Thus the total electric field at the

detector plane is the interference of the propagated scattered and unscattered beam

electric fields EK
det = D̂(EsK)+D̂(E0K). The resulting field in the detector plane has

a sinusoidal intensity profile with amplitude AK . We perform the same computation

without the presence of the mask (K = 1) to obtain the total field at the detector

E1
det = D̂(Es) + D̂(E0) with intensity amplitude A1. The mask response function is

then simply the ratioM(γ − α; k) = AK/A1.

Measurements of the mask response were obtained by using the CW ultrasonic

loudspeaker provided by Ultra Sound Advice, U.K. Recall that this loudspeaker is a

broadband CW ultrasound device capable of 85 dB sound pressure level (SPL) from

30 kHz to greater than 150 kHz. Using ultrasound in air at these frequencies allows

the launching of single wave-number modes from 6− 40 cm−1. If the 5 cm diameter

loudspeaker membrane is placed within 3 cm of the PCI laser beam, then the sound

wavefront radius of curvature is large and the wavefronts are sufficiently planar to use

for mask response function measurements. These data were obtained over a range in

wave-numbers from 6− 27 cm−1.

The scalar diffraction model agrees well with measurements of the mask response

structure as shown in Fig. 3-19, where the symbols are the measured mask response

function using the CW ultrasound loudspeaker and the solid line is the calculated

response using the scalar diffraction model. While the calculated response scale is

absolute, the data is fit using an arbitrary amplitude factor to account for the vari-

ations in response of the CW loudspeaker. The peak response of the 0.5 mm mask

slit is ∼ 60% of that of the 1.0 mm slit because the laser focal spot size (w0) at the

mask plane has a 1/e electric field radius of 0.28 mm. Thus, even when the response

is maximum (α = γ), the smaller 0.5 mm mask slit provides substantial clipping and

diffraction that results in a lower system signal-to-noise ratio.

Figure 3-20 plots the measured and modeled full width at half maximum (FWHM)

of the mask response function vs. wave-number for 3 different mask slit widths

(2.0 mm, 1.0 mm, 0.5 mm). As expected, the measured widths for each wave-number

scale as 1/k. Solid lines are the calculated FWHM from the scalar diffraction model.
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Figure 3-19: Measurements of the mask response function using (a) 0.5 mm slit at
k = 14 cm−1 and (b) 1.0 mm slit at k = 20 cm−1 show good agreement between
the scalar diffraction model (solid line) and measurements with the CW ultrasound
loudspeaker (symbols). (a) shows that the peak response for the 0.5 mm slit is 60%
of the system response without the mask slit.

Agreement is good with a relative error generally less than 5%. At higher frequen-

cies, the loudspeaker membrane appears to vibrate in modes other than the funda-

mental making mask response measurements at high k difficult. The 2.0 mm mask

slit provides poor resolution due to its broad response shown by the large FWHM

measurements. While the 0.5 mm mask slit has the narrowest FWHM and therefore

the best resolution, it causes an undesirable amount of diffraction and signal-to-noise

is degraded as previously described. The 1.0 mm mask slit is generally used as it

provides a good compromise between resolution and signal-to-noise.
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Chapter 4

Spectral Measurements of

Turbulence with Upgraded PCI

Measurements of plasma turbulence using the DIII–D PCI diagnostic are typically

described by computing estimates of the turbulence power spectra S(k, ω); however,

other quantitative parameters such as correlation lengths, correlation times, and fre-

quency spectra at fixed wave-number have been used for analysis [26, 68]. The con-

jugate space for spectral estimates of PCI data is wave-vector (k) and frequency (ω),

where k is the wave-number corresponding to modes propagating perpendicular to

the probe beam and ω is the angular frequency in radians/second.

In this chapter we define the PCI power spectrum in terms of a Fourier Trans-

form of the plasma density fluctuation, and briefly describe how power spectra are

estimated. We present an overview of the dominant features of such estimates in

both wave-number and frequency. Large amplitude branches in the power spectrum

with constant phase velocity propagating in both directions perpendicular to the PCI

chord are ubiquitous across most plasmas. Power spectra of these branches are seen

to scale with frequency as 1/k from low frequency to the peak branch frequency, and

1/k2 beyond. The phase velocity in the lab frame is highly dependent upon heating

regime and plasma rotation. This dominant branch signal satisfies the assumption of

near perpendicular propgation (k|| ∼ 0) characteristic of drift-wave turbulence. We

then discuss an approach to inverting Eq. 2.37 and making localized measurements
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along the PCI chord, revealing that the large amplitude turbulence branches come

from the edge of the plasma. Features in the data that do not adhere to the assump-

tion of perpendicular propagation (finite k||) are seen and limit the ability to make

localized measurements.

4.1 Overview of DIII–D PCI Measurements

4.1.1 Power Spectra Estimates

The voltage output of each of the PCI detector elements is directly proportional to the

line-integrated density fluctuation as given by Eqs. 3.3 and 3.9 (i.e. V (ξ, t) ∝ ñ(ξ, t)).

The PCI signal is sampled in space by the individual detector elements, each of which

are sampled in time by the PCI digitizers. We can define the power spectra as the

square magnitude of the two dimensional Fourier Transform of the density fluctuation

S(k, ω) =

∣

∣

∣

∣

∫

dξ

∫

dt eikξ eiωt ñ(ξ, t)

∣

∣

∣

∣

2

. (4.1)

Typically, power spectra are estimated using the two dimensional complex correlation

function as described in Appendix B.2; however there exist a multitude of techniques

for estimating power spectra, each with their own benefits and limitations. Techniques

relevant to PCI data and the work presented in this thesis are discussed in detail in

Appendix B.

The DIII–D PCI is concerned with measuring short wavelength, high frequency

turbulence. There is therefore a separation of timescales that is utilized to improve

the signal-to-noise and make estimates of S(k, ω) as the plasma evolves in time.

To see this, we note that the PCI data is high-pass filtered using the VGAF circuits

described in Sec. 3.3.3 with a cutoff frequency fmin = 10 or 100 kHz. This is performed

because low frequency vibrational noise from the tokamak limits the measurement to

f & 8 kHz, and the lowest frequency cutoff was chosen accordingly. Therefore, power

spectra are computed every 0.01 - 0.1 µs; if the plasma turbulence is evolving slowly

with the background plasma profiles (typically timescales of order 10 ms) then each
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estimate of the power spectra is considered an independent realization, and they are

averaged for improved signal-to-noise. This process yields spectra estimates as a

function of time S(k, ω, t).

During stationary plasma conditions (i.e. where the plasma is statistically invari-

ant when shifted in time), the rotating mask is used to measure the turbulence power

spectra as a function of mask angle, S(k, ω, γ). This is related to the turbulence prop-

agation direction by Eq. 2.37. While calibration data can be collected under ideal

conditions, plasma turbulence measurements have the contradictory requirements of

long time averaging for improved signal-to-noise and short time averaging for respon-

siveness to changing plasma conditions. The rotating mask analysis technique thus

requires a balancing of integration times to yield quality localized measurements.

The practical rate at which localized measurements can be recorded is less than the

hardware limitation of 100 profiles/sec and is set by system noise, the desired spatial

resolution, and the desired frequency resolution.

4.1.2 Ubiquitous Features of PCI data

Power spectra estimates of DIII–D PCI data exhibit features that are ubiquitous

across most plasma discharges (L-Mode, most H-Mode plasmas) and heating regimes

(ohmic, neutral beam injection, ECH, Fast Wave). Analysis of PCI data is generally

focused on changes in these ubiquitous features with plasma conditions, or on the ap-

pearance of unique structures in the PCI spectrum during specific plasma conditions.

Large Amplitude Branch Structures

The largest amplitude component can be described as a branch in wave-number and

frequency space with roughly constant phase velocity that decays monotonically with

increasing frequency. This branched structure is generally limited to wave-numbers .

15 cm−1. The phase velocity is most closely tied to the plasma rotation suggesting that

the mode frequency as measured in the lab frame is dominated by the Doppler shift;

however, measurements also show that the branch phase velocity changes with plasma
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temperature as a shift in the peak wave-number of S(k) plotted at fixed frequency.

This large amplitude branch signal satisfies the assumption of near perpendicular

propgation (k|| ∼ 0) characteristic of drift-wave turbulence.

To emphasize the branch structure at high frequency in the 2-D spectrogram, we

can plot the conditional power spectrum (denoted as C(k; f) to avoid confusion with

the actual power spectrum) which suppresses the decay with frequency and therefore

has the disadvantage of losing all information about relative amplitude at different

frequencies. The conditional power spectrum can trivially be defined as

C(k; f) =
S(k, f)

∫

dk S(k, f)
. (4.2)

Figure 4-1 plots both a) the power spectrum (colors in log scale) and b) the con-

ditional power spectrum (colors in linear scale) for a generic DIII–D L-Mode plasma

a) b)
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Figure 4-1: a) Power spectrum S(k, f) plotted with colors in log scale for a typical
L-Mode plasma in the DIII–D tokamak. b) Conditional power spectrum C(k; f) (with
colors in linear scale) shows the structure of the main branches with roughly constant
phase velocity.
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with low power (2.8 MW) of neutral beam heating. Colored vertical lines are plot-

ted corresponding to the wave-numbers 4, 10, 13.5, and 23 cm−1. The lowest three

wave-numbers cross the main branch while 23 cm−1 is chosen as it is well beyond the

branch. The branch phase velocities are estimated to be -2.8 km/s and 1.9 km/s (in

the lab frame) respectively and are indicated on the conditional power spectrum.

Spectral power is plotted as a function of frequency in Fig. 4-2 at each of the 4

wave-numbers previously described. The PCI noise level (integrated over a narrow

wave-number band of 2 cm−1) is roughly 0.02-0.03 (in the arbitrary units of Fig. 4-2)

and S/N approaches unity for frequencies above 500-600 kHz. The power spectra

decays monotonically; however the rate of decay increases to roughly 1/k2 beyond

the branch frequency (indicated by the vertical lines). Therefore, seeing the branched

structure is very difficult via measurements of turbulence as a function of frequency

(at fixed wave-number).
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Figure 4-2: Typical L-Mode power spectrum vs. frequency at four fixed wave-numbers
with integration width ∆k ∼ 1.5 cm−1. Turbulence power is seen to scale as 1/k2

after the main branches. The branch frequency is plotted as a vertical line at each
wave-number where the branch exists.

In Fig. 4-3, we plot both a) the power spectrum (colors in log scale) and b)
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Figure 4-3: a) Power spectrum S(k, f) plotted (colors in log scale) for the ELM-free
period in a typical H-Mode plasma. b) Conditional power spectrum C(k; f) (colors
in linear scale).

the conditional power spectrum (colors in linear scale) during the ELM-free period

after an H-Mode transition. This H-Mode plasma is heated by roughly 5 MW of

neutral beam heating. The branch phase velocities are estimated to be -9.4 km/s

and 5.0 km/s, roughly a factor of 3 larger than for the L-Mode plasma presented

in Fig. 4-1. This increase in mode phase velocity as measured in the lab frame is

qualitatively consistent with the mode being Doppler shifted by the higher rotation

of the H-Mode plasma. Plotted below in Fig. 4-4 is data from the Charge Exchange

Recombination diagnostic (CER) used to measure the line of sight (LOS) velocity of

carbon impurities in both the toroidal and poloidal planes. The data clearly shows

that the plasma rotates faster in both the poloidal and toroidal directions in H-Mode

than in L-Mode. The radial electric field is estimated [69, 70] and plotted in panel

c) showing a larger E ×B velocity over the PCI chord region (indicated by the gray

box) in H-Mode than in L-Mode.
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Figure 4-4: Carbon-VI rotation data from the DIII–D CER diagnostic showing in-
creased plasma rotation in H-Mode from that of L-Mode. a) Line of sight velocity in
the toroidal direction, b) Line of sight velocity in the poloidal plane, and c) The radial
electric field estimate from CER data computed by solving the radial force balance.

High-k Signal at Large Propagation Angle

Another feature of DIII–D PCI data that is visible across a broad range of plasma

shapes and heating regimes is a small amplitude component at relatively high-k.

This feature is best described as a background level of turbulence because other more

distinct features can be seen on top of and in addition to this background signal. While

the background turbulence is most apparent at high-k and high frequency (due to the

lack of other spectral features), it exists over a large range in frequencies. It is most
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noticeable at frequencies in the range of 200 kHz and above, and at wave-numbers of

20 cm−1 and above. This feature will be described in more detail in Sec. 5.4.

Figure 4-5 plots the turbulence amplitude as a function of propagation angle

obtained using the rotating mask system described in Sec. 2.2. These measurements

of S(α) are integrated over the frequency range of 200 kHz < f < 400 kHz and the

wave-number range of |k| > 20 cm−1. The green line is after a plasma disruption and

represents the system noise level in the absence of plasma. The black line is during

L-Mode with 2.5 MW of neutral beam heating, while the red line is during H-Mode

with 5 MW of neutral beam heating. The background turbulence regularly appears

to peak roughly at a propagation direction in the poloidal plane (α = 0), extends to

propagation angles up to ±30◦, and is relatively symmetric.

200 kHz < f < 400 kHz
|k| > 20 cm−1

L-Mode
H-Mode
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Figure 4-5: S(α) plotted during L-Mode, ELM free H-Mode, and after a plasma
disruption in black, red, and green respectively. The signals are integrated over
the frequency range of 200 kHz < f < 400 kHz and the wave-number range of
|k| > 20 cm−1.

4.2 Localization of Turbulence

The rotating mask upgrade to the DIII–D PCI was implemented to provide localized

measurements along the PCI chord as described in Sec. 2.2.2. This technique is useful

only during stationary plasma conditions such that all variation of the turbulence is

112



due to the mask rotation and not to variations of the plasma itself. Recall that the

rotating mask passes only scattered beams from a specific range in propagation angle,

and that this corresponds to height along the chord only in the case that turbulence

propagates near perpendicular to the magnetic field (i.e. that k||/k . 10−2). Power

spectra are estimated as a function of time during the mask rotation, denoted as

S(k, f, γ) as described in Eq. 2.45 where γ is the mask rotation angle. Equation 2.45

must then be inverted to obtain the turbulence power spectra as a function of chord

height S(k, f, z).

4.2.1 Inversion of PCI Data

We will describe the process of computing power spectra and averaging over multiple

realizations in Appendix B.1, and when computed during stationary plasma condi-

tions, these measurements give power spectra as a function of mask rotation angle

(γ). Therefore, power spectra are computed every 2/δf seconds, where δf is the

desired frequency resolution. These power spectra are then averaged over multiple

realizations, typically 2 < R < 16. Sampling in the mask angle domain is therefore

γi+1 − γi = 2πRF/δf where F is the mask rotation rate (typically 4-20 profiles/sec).

This sets the grid on which Eq. 2.45 is inverted, and ultimately the maximum spatial

resolution ∆z = z(γi+1) − z(γi). Further averaging can be performed over multiple

mask profiles provided the plasma conditions remain stationary. The parameters δf

and F are varied to optimize the analysis for each experiment so that better spatial

and frequency resolution are produced for plasmas with long steady-state periods.

Measurements during various plasma conditions have been made with the new

rotating mask system. Plasma data have been obtained that show S/N > 1 for

k . 25 cm−1 and calibrations using ultrasonic waves have confirmed proper operation

of the PCI to at least k = 37 cm−1. While system signal-to-noise is the current

limiting factor in spatial resolution of the localization technique, the DIII–D PCI

shows unmistakable structure in the measured spectrum as a function of mask angle.

The following data are presented to best illustrate the analysis procedure of this

localization technique.
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Figure 4-6: Measured spectrum of plasma turbulence (raw data before the inversion
removes instrumental response) by the rotating mask system, integrated over fre-
quency range 150−300 kHz. Vertical blue lines represent mapping of LCFS locations
in pitch angle space. By convention, +k is defined as modes propagating approxi-
mately radially outward (+R̂), and−k is defined as modes propagating approximately
radially inward (−R̂). Colors in log scale.

Example of Inversion Technique

Figure 4-6 plots a measured fluctuation power spectrum (S(γ, k) as in Eq. 2.37)

during ECH heating of an L-mode discharge showing PCI signal integrated from

150− 300 kHz, and S/N > 1 for k . 20 cm−1. The vertical lines represent the edges

of the plasma. Two distinct features are immediately apparent: 1) The mask response

does indeed get more narrow as k increases, and 2) turbulence is highly asymmetric

with respect to inward/outward propagation. The measured power spectrum extends

beyond the LCFS (shown by vertical lines in Fig. 4-6) due to the finite width of

the mask response function. Recall that PCI measures wave-vectors perpendicular

to the viewing chord and that the PCI beam is nearly vertical (+ẑ direction); by

convention we define positive k as approximately radially outward (+R̂) and negative
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k as radially inward (−R̂). Inward propagating modes are particularly strong at the

bottom of the PCI chord (negative mask angle edge). These features were verified

by rotating the mask in the opposite direction during a repeat shot, thus instead of

sweeping through the plasma from bottom to top of the PCI chord, the localized

volume sweeps from top to bottom; the measured fluctuation power as a function of

time reversed as expected.

The DIII–D PCI has previously measured turbulence power spectra to scale ∼
1/k2 [71]. Since the localization becomes better at higher k, analysis of the rotating

mask data is limited by low signal-to-noise at higher k. Currently, the inversion of

Eq. 2.45 is being performed by choosing a parameterized trial function for S(z; k) and

varying the parameters to minimize the error between S(γ, k) calculated from the trial

function (via Eq. 2.37) and the observed S(γ, k). The initial trial function S(z, k)

is chosen to be a sum of N Gaussians uniformly spaced in propagation angle (i.e.

αi = αmin + iδα where δα = αmax−αmin

N−1
and i = 0...N − 1). Therefore, the Gaussian

widths become smaller as more Gaussians are introduced (by increasing N). The

Gaussians located at i = 0 and i = N−1 are ’clipped’ such that no fluctuation power

is allowed beyond the mapping extrema αmin and αmax. Each Gaussians amplitude βi

is a parameter used in the fitting process. Therefore, the parameterized trial function

is

S(z, k) =







∑N−1
i=0 βie

−
“

α(z)−αi
δα/2

”2

αmin ≤ α(z) ≤ αmax,

0 α(z) < αmin, α(z) > αmax.
(4.3)

This process is necessary because the inversion of Eq. 2.37 is ill-conditioned; the

spectral structure ofM will lead to erroneous noise amplification even under a Weiner

LTI filtering approach [72]. Figure 4-7 shows that S(γ, k) reconstructed from the trial

function accurately reproduces the observed S(γ, k).

Examples of the turbulence power spectrum S(z; k) calculated using this tech-

nique are shown in Fig. 4-8. It is clear that the peaking of power spectra at the

mapping extrema (αmin, αmax) is not solely due to peaking in the chord mapping den-
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Figure 4-7: (Color online), Observed S(γ, k) (dashed line with symbols) is a single slice
of Fig. 4-6 at k = −13.5 cm−1 (raw data before inversion analysis). The reconstructed
Ŝ(α′; k) (solid line) is the best fit of the prototyped S(z; k) convolved with the mask
response function.

sity, |dz/dα|. Figure 4-8 shows PCI turbulence power for k = ±9.6 cm−1 with and

without ECH heating from the same discharge as Fig. 4-6. In both heating regimes,

turbulence peaks at the plasma chord edges. ECH heating increases the outward

propagating modes at both edges while marginally altering the inward propagating

turbulence modes.

Difficulties with the Inversion

While the PCI signal-to-noise limits the resolution of the localization due to the

inherent difficulties with deconvolving Eq. 2.45, the PCI data shows other features

that further complicate the inversion, and are not consistent with the assumption that

turbulent modes propagate near perpendicular to the local magnetic field (k|| ∼ 0).

While we have already shown very small amplitude signal at large propagation angle,

the features we now describe exist at relatively low wave-numbers 5 . |k| . 15 cm−1

(i.e. at the wave-numbers where the branches described in Sec. 4.1.2 exist).
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Figure 4-8: (Color online), Turbulence spectra S(z; k) calculated for k = −9.6 cm−1

(dashed line) and k = +9.6 cm−1 (solid line) during (a) ECH heating and (b) Ohmic
heating of a L-mode discharge. Turbulence is dominated by the plasma edge and
increases in the outward propagating direction during the application of ECH heating.
(c) Plasma radial location of PCI chord during both heating regimes.

Figure 4-9 plots (in symbols) the power spectra as a function of mask angle S(γ; k)

for a typical L-Mode DIII–D plasma. The signal is integrated over the frequency range

of 300 < f < 450 kHz and plotted at k = ±11 cm−1. The green curves are the fit to

the power spectra using the parametrized function for S(z; k) given in Eq. 4.3. The

red vertical lines show the mapping propagation angle corresponding to the LCFS of

the PCI chord (e.g. no signal should come from propagation angles outside the red

lines if the turbulence does indeed propagate near perpendicular to the local magnetic
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Figure 4-9: Turbulence amplitude plotted as a function of mask rotation angle γ at
wave-numbers k = −11 cm−1 in panel a) and k = +11 cm−1 in panel b). Green curves
are the fits computed for the parameterized function described in Eq. 4.3. Vertical
red lines correspond to the propagation angles of k|| ∼ 0 turbulence from the LCFS
mappings.

field). Due to the finite width of the mask response function defined in Sec. 2.2.1 as

M(γ − α, k), the signal should extend beyond the LCFS mapping lines by as much

as the half-width of the mask response function. However, the signal extends into the

region beyond the LCFS mapping by as much as 10◦ further than the mask response

function should allow. The mask response function is plotted in Fig. 4-9 as dashed

blue lines aligned with the angular mappings of the LCFS.

These extra “wings” on the main branches of data extend to higher propagation

angle than is expected; this brings into question the assumption that turbulence

propagates near perpendicular to the local magnetic field (k|| ∼ 0). Practically, this

feature tends to pile up power at the apparent edges of the plasma while driving the

solution negative in the central region of the plasma chord. The inversion procedure

limits the solution S(z; k) to be positive definite; however, the inversion technique
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still suffers from fitting a model that is clearly based on an unsatisfied assumption.
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Chapter 5

Finite Parallel Wave-number

Turbulence

This chapter presents results and analysis of DIII–D PCI measurements using the

rotating mask system that show turbulence propagating at angles too large to be

interpreted as electrostatic drift-wave modes with k|| ∼ 0 (where parallel refers to

the local magnetic field direction). Recall that we refer to such large parallel wave-

numbers as “finite parallel wave-number” or “finite k||”, while we refer to the small

parallel wave-number drift-wave modes as “propagating near perpendicular” or “k|| ∼
0”. In Sec. 4.1.2, it was shown that near perpendicularly propagating turbulence is

the source of the largest power main branch component of the PCI signal. Turbulence

with finite k|| is measured to be lower power than the main branch structure. The

size of the wave-vector component parallel to the magnetic field is measured to be

quite large, in the range k||/k ∼ 0.1− 0.4.

First we will describe different techniques used for estimating turbulence power

spectra, their trade-offs and performance. These estimates will be used to verify and

benchmark our ability to pick out low amplitude spectral features from the higher

power main branch features discussed in Sec. 4.1.2. Analysis of measurements that

show turbulence with finite k|| components are then presented. We measure three

classes of turbulence with finite k||, modes that are localized in wave-number and

mask angle (described in Sec. 5.3), a broad background turbulence (described in
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Sec. 5.4), and a low-k “wing” that smears the main branch structure (described in

Sec. 5.5).

5.1 Spectral Analysis Techniques

Section 4.2.1 presented measurements of turbulence at propagation angles that can

only be explained if the assumption that turbulence propagates near perpendicular

to the local magnetic field (k|| ∼ 0) is not satisfied. This finite k|| component is of-

ten small in spectral amplitude compared with the large amplitude branch structures

shown in Sec. 4.1.2. When a power spectrum consists of a large amplitude struc-

ture at one frequency (or wave-number) in the presence of secondary weak amplitude

structures at another frequency (or wave-number), the technique used to estimate the

power spectrum becomes critical and an understanding of the trade-offs between spec-

tral resolution and spectral contamination (side-lobes) is required to have confidence

in the spectral estimate. This section presents a brief discussion on two techniques

used to estimate DIII–D PCI power spectra and quantitative measurements of their

performance using both synthetic and calibration data. Further detail about the

mathematical implementation of the following techniques can be found in Appendix

B.

5.1.1 MEM and Fourier Spectral Techniques

Two techniques used in analysis of PCI data to estimate power spectra are the tra-

ditional windowed Fourier based estimates [73] and the Maximum Entropy Method

(MEM) [74] (also called Maximum Entropy Spectral Estimation (MESE)). The lit-

erature on the subject of Fourier based spectral estimates is abundant and this is

often thought to be the gold standard of spectral estimation since the advent of the

Fast Fourier Transform (FFT). However, Ables [75] points out that the most rational

approach to the spectral estimation problem should be that of the MEM since it

introduces the least bias and often results in superior spectral resolution and lower

spectral contamination, especially for datasets of limited extent.
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The PCI power spectrum was defined in Eq. 4.1 using the continuous Fourier

Transform. While this is a correct definition, in practice it is also of limited use.

When making measurements of time series, we never have continuous sampling of

a stationary signal for infinite duration. In reality, we sample a limited duration of

the signal we hope to characterize using a finite sampling interval; we then hope to

estimate the true power spectrum. By blindly taking the continuous Fourier Trans-

form (FT) to a discrete Fourier Transform (DFT), we can attempt to estimate the

power spectra. However, in so doing we also neglect to take fully into account the

limitations imposed by the finite signal duration and finite sampling interval.

The DIII–D PCI signal is also limited in quality by imperfections of the system

detectors and data transport system. The system detectors are 15 years old, and as

pointed out in Sec. 3.1.2, certain detector channels are degraded in responsivity or

completely inoperable. Therefore, the sampling in the spatial dimension suffers from

non-uniform sampling (or missing samples). In fact, sampling in the spatial dimension

has at most 16 spatial samples (corresponding to 16 digitizer channels), and often as

few as 10-12 depending on the operation of the digitizers on any given day. The

implications on the spectral estimates using a simple DFT cannot be overstated. By

introducing the autocorrelation function (ACF) (described in detail in Appendix B.2)

we can overcome the problem of missing samples.

In this section we’ve attempted to define the difficulties involved in estimating the

power spectrum of PCI measurements. These are the problems introduced by finite

signal duration, finite sampling interval, and non-uniform sampling (or missing data).

A Fourier based spectral estimate can be obtained from both the raw time series as

well as from the ACF. However, due to the problem of missing channels only the

Fourier based estimate from the ACF is presented herein. In addition, we consider

the use of windowing and Welch’s Method [76], which again is described in detail in

Appendix B.1. Similarly, the MEM spectral estimate can be obtained from both the

raw time series as well as the ACF. In what follows we show estimates from both

due to the fact that the estimate from the raw time series is a more robust and well

known procedure [77].
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Because sampling of PCI data in the time domain is generally performed at a rate

above 4 MS/s, the performance of the Fourier based spectral estimate in the time

dimension is generally very good. Therefore, when we refer to the MEM spectral

estimate, we are actually performing a hybrid approach using a Fourier based estimate

in the time domain, and the MEM estimate for the spatial domain - the details of

such an approach are discussed in Appendix B.3.

5.1.2 Performance of MEM vs. Fourier Techniques

The performance of the power spectrum estimation techniques described above are

measured in two ways. First, we consider the spectral resolution, here defined as the

spectral width of the test signal given by Eq. 5.1 consisting of a mode at a single

frequency and wave-number. The other performance figure of concern is spectral

contamination (or side-lobe level), which we define as the spectral power density at

frequencies and wave-numbers away from the test signal mode.

Power spectra were estimated using 4 Fourier based techniques of varied window

combinations and 2 MEM based (in the spatial dimension) techniques. The Hann

window was the chosen shape of the window as it balances the trade-off between

spectral resolution and side-lobe level [77]. Therefore, the different spectral estimation

techniques are described in Table 5.1, where “Rect” is a rectangular window, “Hann”

Table 5.1: Description of the 6 power spectra estimation techniques used in PCI data
analysis.

Label Time Domain Spatial Domain
Window Technique Source Window Technique Source

No Hann Rect FFT ACF Rect FFT ACF
Hann Time Hann FFT ACF Rect FFT ACF
Hann Space Rect FFT ACF Hann FFT ACF

Hann Space Time Hann FFT ACF Hann FFT ACF

MEM ACF Hann FFT ACF – MEM ACF
MEM Burg Hann FFT time series – MEM time series

is the Hann window, “FFT” is a Fourier based estimate, “MEM” is the maximum

entropy method based estimate, and “ACF” is the autocorrelation function.
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Synthetic Test Signal

To assess the performance of the various spectral estimation techniques described in

the previous section, two approaches were undertaken. First, a synthetic PCI signal

was used - this has the benefit of isolating the power spectra estimation numerics

independently from the entirety of the PCI hardware. It also has the benefit of looking

at the difference between using all 16 (synthetic) detector elements or a reduced

subset, testing the technique’s ability to handle missing spatial samples. The synthetic

test signal used is
ñt(x, t)

n0
= cos(kx− 2πft) + 0.3g(x, t), (5.1)

where k = 20 cm−1, f = 50 kHz, and g(x, t) is the random white noise component

generated from a Gaussian probability distribution.

The power spectra estimates are plotted vs. both frequency and wave-number in

Fig. 5-1, where the colors are in log scale. Additionally, the color scale is the same

across all 6 plots, therefore the spectral power density for a given shade of blue is the

same for all panels a) - f). In these 2-dimensional color-scale plots we can see the

qualitative effects of the Hann window, and the increased spectral resolution of the

MEM spectra in the spatial domain. Panels a) and b) have rectangular windowing in

the time domain while panels c) and d) have Hann windows used in the time domain.

The level of the side-lobe (spectral contamination) is clearly decreased with the use

of the Hann window. Similarly, panels a) and c) use a rectangular window in the

spatial domain, while panels b) and d) use the Hann window. From the color level

along f = 50 kHz, we can see the side-lobes reduced again by the Hann window.

Panels e) and f) plot the MEM power spectra estimates computed from the ACF

and raw time series, respectively. What is most noticeable are the narrower peaks

along the wave-number axis indicating improved spectral resolution. What is also

noticeable is that the MEM estimate computed from the raw time series has a higher

background signal level across all frequencies. This is due to the choice of noise in

the test signal. Because white random noise is completely uncorrelated, the process

of computing the autocorrelation function suppresses this noise. However, in practice
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Figure 5-1: Estimates of the power spectra S(k, f) using a plane wave test signal for
the 6 estimation techniques. Colors use the same log scale across all panels.
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the noise component of the PCI signal is highly complex, and is not eliminated as

efficiently by the computation of the autocorrelation function.

A more quantitative measure of the performance of each of the spectral techniques

is plotted in Fig. 5-2 where panels a) and b) plot the power spectra as a function of

frequency and of wave-number, respectively. These data were obtained by integrating
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Figure 5-2: a) S(f) integrated from 17 < k < 23 cm−1 and b) S(k) integrated from
45 < f < 55 kHz. The spectral power plotted vs. wave-number shows that the
Hann window trades off poorer spectral resolution for improved spectral contamina-
tion. MEM estimates outperform the Fourier based estimates in both resolution and
contamination in the spatial domain.

the spectral power density over a band centered around the mode frequency and wave-

number, 17 < k < 23 cm−1 for panel a) and 45 < f < 55 kHz for panel b). By defining

the spectral resolution as the 1/e width of the peak of the spectral response, we can

compare the effectiveness of each technique. We define the spectral contamination (or

side-lobe level) as the ratio between the peak power density and the average power

density outside of 1 spectral resolution from the peak. Table 5.2 lists the spectral

resolution and contamination performance in both temporal and spatial domains for

the cases of rectangular window, Hann window, MEM ACF, and MEM Burg.

By looking at the results of the Rectangular vs. the Hann window, we can see
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Table 5.2: Estimates of Spectral Resolution and Spectral Contamination levels for
Rectangular and Hann windowed Fourier based estimates, and both MEM estimates.

Technique Resolution Contamination
– Time Space Time Space

Rect Window 5 kHz 7 cm−1 60 dB 27 dB
Hann Window 8 kHz 9 cm−1 80 dB 46 dB

MEM ACF 9 kHz 2 cm−1 97 dB 76 dB
MEM Burg 10 kHz 2 cm−1 62 dB 69 dB

the trade-off between resolution and contamination. The Hann window dramatically

lowers the side-lobe level while decreasing the spectral resolution by less than a factor

of 2. At the same time, by looking at the performance of the MEM estimates in the

spatial domain, the spectral resolution is improved by roughly a factor of 4 over both

Fourier based techniques, while providing the lowest contamination levels.

Using the same synthetic test signal, we can compute the spectral estimates from

a limited subset that is typical of the more reliable PCI detector channels. This

shows how robust and able to handle missing spatial samples each technique is. Only

the spatial sampling is affected and the performance of each technique is roughly

unchanged as can been seen in Fig. 5-3 a). The most noticeable effect is that the

MEM spectra computed from the raw time series (MEM Burg) suffers from artifacts

due to the missing spatial samples. The other techniques all use the autocorrelation

function approach that compensates for missing spatial samples. The Hann window

used in the spatial dimension is not as effective at suppressing the side-lobe level when

missing samples are introduced, and the MEM spectra computed from the ACF have

the best performance in both spectral resolution and contamination, both with and

without missing spatial samples. This is the spectral estimation technique of choice

when interested in fine scale spectral features, or when interested in small amplitude

spectral features in the presence of larger amplitude modes.

Ultrasonic Calibration Test Signal

The power spectra estimation techniques were also bench-marked against one an-

other using calibration measurements from the CW ultrasound loudspeaker tuned to
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Figure 5-3: S(f) integrated from 17 < k < 23 cm−1 and b) S(k) integrated from
45 < f < 55 kHz computed using a reduced subset of spatial samples to simulate the
actual PCI measurements. The MEM Burg estimate shows artifacts created by the
missing spatial samples in combination of too high a pole order.

75 kHz (roughly 14 cm−1). The MEM Burg estimate was not performed because

the calibration data suffers from missing detector channels that can result in spectral

artifacts as shown in Fig. 5-3 b). The other three spectral estimates are plotted in

Fig. 5-4 below. The smallest spectral resolution in the spatial domain is still provided

by the MEM ACF estimate; however, quantitatively the resolution is worse than for

the synthetic data at only 3.5 cm−1. This is an upper limit on the resolution as the

test signal is not an infinite plane wave at a single wave-number, but has a finite

width in wave-number due to the phase front structure launched by the loudspeaker.

Again, the spectral contamination is lowest for the MEM ACF with a level of 46 dB,

compared to 30 dB for the Fourier based estimates.
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Figure 5-4: S(f) integrated from −17 < k < −11 cm−1 and b) S(k) integrated
from 70 < f < 80 kHz from the CW ultrasonic loudspeaker calibration data. The
Hann window in space does not reduce the side-lobe contamination level. Again, the
MEM ACF estimate outperforms the Fourier based estimates in both resolution and
side-lobe level.

5.2 Introduction to Finite k|| Turbulence

As discussed in Sec. 2.2 and depicted in Fig. 2-3, the rotating mask upgrade to the

DIII–D PCI diagnostic enables us to measure turbulence as a function of propagation

angle about the PCI chord. If turbulence propagates near perpendicular to the local

magnetic field with k|| ∼ 0 then there is a limited range in mask angle where S(α)

is non-zero. This is due to the finite range in magnetic field pitch along the PCI

chord and the finite width of the mask response function. In the sections that follow

below, results are presented that show turbulence propagating at angles beyond the

expected range that could be allowed by k|| ∼ 0 modes. The implication is that these

modes do not propagate near perpendicular to the local magnetic field and must have

a finite and large wave-number component along the magnetic field, k||.

Finite k|| modes have been measured with the PCI diagnostic and the signals are

observed to be relatively smaller in amplitude than the k|| ∼ 0 main branch modes.

Therefore we seek to verify that these measurements are indeed real plasma fluctua-
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tions and not simply spectral contamination from the large amplitude main branch

structures. The following data is presented from L-Mode plasmas during ohmic heat-

ing, neutral beam injection, and electron cyclotron heating (ECH) at various power

levels. In Sec. 5.4, further data is presented from discharges before, and during, the

ELM-free development of H-Mode plasmas.

The L-Mode plasma discharges used to study finite k|| turbulence under different

heating conditions are diverted in a lower single null configuration as shown in Fig. 5-

5 a) from DIII–D run 20080624. This run day is of particular interest as there were
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Figure 5-5: a) Plasma flux surfaces with PCI chord shown for lower single null diverted
L-Mode discharge 133606. b) PCI chord mapping for k|| ∼ 0 turbulence from chord
height to propagation angle space. The mapping inside the LCFS is shown in red
while outside is shown in blue. All ECH gyrotons aligned for deposition at r/a ∼ 0.3.

many repeat shots with matched plasma conditions, and data was collected both with

and without the rotating mask. Repeat shots allow averaging over multiple plasma

discharges thereby improving power spectra estimations. The analyses presented
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in the following sections use two mask sweeps during each plasma condition and

are averaged over discharges 133606, 133609, and 133610. This results in improved

signal-to-noise ratio of
√

6. These discharges also have a relatively low plasma current

and thus weak poloidal field. The propagation angle of turbulence as a function

chord height (if turbulence propagated near perpendicular to magnetic field) is plotted

in Fig. 5-5 b) showing a narrow window in propagation angle of roughly 7.5◦. By

considering turbulence outside the LCFS, this total width in propagation angle can

be increased by only 0.02 radians. This is because the decrease in poloidal field

strength becomes more of a factor than the small change in geometry of the field

lines.

The time evolution of shot 133606 is typical of this group of repeat shots (including

133609 and 133610) and is shown in Fig. 5-6. The main differences between these

shots are in the details of the neutral beam heating segment, from roughly 3700-4200

ms, ranging from 2.5 MW of co-injection beams (133606) to balanced injection of 2.5

MW co and 2.5 MW counter (133609 and 133610). The timing of windows used for

analysis are shown in shaded colors, gray during ohmic heating, green, blue and red

during the three levels of increasing ECH heating (0.3, 1.3, and 1.6 MW respectively),

and gold during neutral beam injection. Note that only shot 133606 stays in L-Mode

during the NBI heating segment (this plasma condition is plotted as gold curves in

what follows), and 133609 and 133610 are ELMing H-Modes. Due to nature of ELMs

being large amplitude turbulence events localized in time, only data from the NBI

heated discharge 133606 is presented.
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Figure 5-6: Plasma conditions during DIII–D discharges 133606, 133609, and 13310
shown in black, magenta, and cyan, respectively. Analysis windows shown in shaded
boxes.

5.3 Localized Wave-number and Frequency Modes

One of the most striking features of the new PCI measurements that utilize the

rotating mask upgrade is the increase in power of short wavelength turbulence (|k| &
15 cm−1) with both ECH and NBI heating in L-Mode plasmas. These modes appear

to be localized in both wave-number and mask angle spaces, and somewhat loosely

localized in frequency. This section presents measurements of two such modes during

the set of lower single null L-Mode discharges shown in Figs. 5-5 and 5-6.
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The first mode (referred to as the high-k mode) is most visible during the two

highest levels of ECH heating as well as during NBI heating in L-Mode, however it

is not present during NBI heating in H-Mode discharges. These high-k modes exists

over roughly −24 < k < −18 cm−1 in wave-number, and −0.3 < α < 0.35 radians in

mask angle, and are visible from roughly 100 kHz to beyond 400 kHz where the PCI

signal-to-noise ratio becomes unity.

The second mode (referred to as the medium-k mode) is only visible in the fre-

quency range of 200 < f < 400 kHz, and wave-number range 14 < k < 17 cm−1.

What makes the medium-k modes particularly interesting is the high level of asym-

metry with respect to mask angle, existing over −0.40 < α < −0.10 radians. Such

an asymmetry is in stark contrast to the mask angle response of the main branch

features described in Sec. 4.1.2.

5.3.1 Observation of high-k modes

The high-k modes are seen during both ECH and NBI heating as an increase in

turbulence power over the specific range in wave-number and mask rotation angle

as previously described. Because this mode is asymmetrical in propagation direction

(±k direction), it is convenient to plot the relative power spectra of the positive

and negative wave-numbers as shown in Fig. 5-7. For reference, panel a) plots the

MEM power spectra at low-k showing the LCFS-aligned edge turbulence of the main

branches. Panel b) plots the power spectra at medium-k showing the background

turbulence structure (discussed further in Sec. 5.4) that is mostly symmetrical in

propagation direction. Finally, panel c) plots the high-k response where we can see

the increase in turbulence power (highlighted by the vertical blue lines) over the

mask angle range −0.3 < α < 0.35. This increase in turbulence power in the negative

propagating direction scales with heating power as will be shown in what follows.

We show the high-k mode wave-number and frequency space ranges in Fig. 5-

8 by the light blue and light red boxes with white borders. The mode amplitude

increases with heating power, however the significance of the increase varies with mode

frequency - we therefore perform analysis in two frequency ranges 100 < f < 200 kHz
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Figure 5-7: MEM power spectra plotted as a function of mask angle and integrated
over frequencies 200 < f < 400 kHz. a) low-k spectra showing edge aligned main
branch turbulence, b) medium-k spectra showing symmetry between positive and
negative propagating directions, and c) increase in turbulence power due to the high-
k mode propagating in the negative direction. Vertical green lines show the LCFS
mapping in mask angle, and vertical blue lines highlight the high-k mode extent in
mask angle. Magenta curves are the mask response function at each wave-number.

and 200 < f < 400 kHz. Figure 5-8 plots the MEM power spectrum estimate S(k, f)

integrated over the range in mask angle −0.15 < α < 0.25 rad, for the Ohmic heating

case in panel a) and the highest level of ECH heating (1.6 MW) in panel b). We can see

the increase in mode amplitude both above and below 100 kHz when ECH heating is

applied. As a function of frequency, the high-k mode remains at a relatively constant

wave-number, indicating a group velocity of nearly zero. This is in clear contrast

to the group velocity measurements of the main branches shown in Fig. 4-1. If this

feature were due to spectral contamination or a harmonic from the main branches,
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Figure 5-8: Power spectra computed using the MEM estimate during a) Ohmic heat-
ing and b) the high power ECH heating. Spectra are integrated over mask angle
−0.15 < α < 0.25 rad.

one would expect the mode to have a similar, or an integer multiple of, the main

branch group velocity. This suggests that the high-k mode is unique and separate

from the main branches.

In Fig. 5-9, we now plot the same MEM power spectra, during Ohmic heating

in panel a) and 1.6 MW of ECH heating in panel b), as a function of wave-number

and mask angle, integrated over the higher frequency range 200 < f < 400 kHz.

The black box with white border highlights the wave-number and mask angle ranges
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Figure 5-9: MEM power spectra estimate integrated over 200 < f < 400 kHz shown
during Ohmic and ECH heating in panel a) and b) respectively. The high-k and
medium-k modes are shown in the black and red boxes, respectively.

of the high-k mode. We also highlight the medium-k mode with the red box with

white border - the medium-k mode is discussed subsequently. Again, both plots

use the same logarithmic color scale. As a side note, the ECH power increases the

turbulence amplitude of the main branch structures, here at |k| < 14 cm−1. The

ECH heating also increases the turbulence amplitude of the high-k mode visible from

−24 < k < −18 cm−1 and from −0.15 < α < 0.3 radians - the apparent speckle is due

to the color scale; the increase in amplitude is best seen in Fig. 5-7. The peak in the

high-k response appears to be centered near mask angle of 0.1-0.2 radians while the
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peak in the negative wave-number branch of the main branches is at a mask angle of

-0.1 radians. If the high-k mode were due to spectral contamination, then we would

expect these peaks to coincide. Again, this suggests that the high-k mode is unique

from the low-k main branch structures.

The frequency response of the high-k mode is shown in Fig. 5-10 by plotting the
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Figure 5-10: MEM power spectra estimates of all heating conditions integrated over
mask angle −0.15 < α < 0.25 radians and wave-number −23 < k < −19 cm−1.

power spectra integrated over the ranges previously described in wave-number and

mask angle. The light red background highlights the low frequency range 100 < f <

200 kHz while the light blue highlights 200 < f < 400 kHz. In the low frequency

range the mode increases in amplitude with increasing heating power and furthermore,

shows a dramatic increase in amplitude with NBI heating power in L-Mode. This

shows how difficult it is to resolve spectral features based on frequency spectra alone,

highlighting one of the strengths of PCI as a diagnostic technique - simultaneous

measurements that span a range in wave-number space and, with the use of the

rotating mask, mask angle space.

The high-k mode peak wave-number is roughly k ∼ −21 cm−1, as shown in
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Fig. 5-11, where the power spectrum is plotted as a function of wave-number S(k),
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Figure 5-11: MEM power spectra estimates plotted vs. wave-number for mask angle
of −0.15 < α < 0.25, and frequency of a) 100-200 kHz and b) 200-400 kHz. The high-
k mode region in wave-number is highlighted by the light red and blue backgrounds
showing increased amplitude with increased levels of heating.

integrated over mask angle and frequency. Again, the light red background highlights

the mode in panel a) integrated over the frequency range from 100 - 200 kHz while

the light blue background in panel b) highlights the mode amplitude integrated over

the frequency range from 200 - 400 kHz. In the lower frequency range, the mode is

present during Ohmic heating and increases in amplitude with ECH heating. The

same large amplitude response we saw in the frequency spectra plotted in Fig. 5-10

with NBI heating in L-Mode is also seen in the wave-number spectra. Panel b) shows

that the high-k mode is small or barely present during ohmic heating but increases

significantly in amplitude with applied ECH heating. In the higher frequency range,

the NBI heated amplitude is significantly closer to that of the highest power of ECH

heating.

Figure 5-12 plots the MEM power spectra estimates in plasmas with Ohmic and
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ECH heating, along with the MEM estimate of the power spectra from calibration

data (in dark magenta) using the CW ultrasonic loudspeaker. We see that the cal-
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Figure 5-12: Comparison of Ohmic and ECH heating power spectra with MEM power
spectra of a single frequency and wave-number mode generated using the CW ul-
trasound loudspeaker. Side-lobe levels from ultrasound calibration are an order of
magnitude lower than the high-k mode power level, showing high-k mode is not due
to spectral contamination.

ibration spectrum estimate of the side-lobe levels are an order of magnitude lower

than the amplitude of the of the high-k mode measured in the presense of plasma.

To briefly summarize, we have shown that for the high-k modes, the group velocity

(see Fig. 5-8) and mask angle range (Fig. 5-9) are starkly different from that of the

main branch structure. We have also shown in Fig. 5-11, that the spectral power of

the high-k modes respond to plasma conditions with increased amplitude associated

with increased heating power levels. Finally, we have shown that the high-k mode

power is an order of magnitude higher than the expected side-lobe level of the main

branch. We therefore conclude that the high-k mode is real plasma turbulence and

not an artifact or spectral contamination of the near perpendicularly propagating

main branch structure.
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5.3.2 Estimate of k|| for high-k modes

We now turn to estimating the magnitude of k|| needed to account for the large range

in mask angle covered by the high-k mode. Figure 5-13 plots the MEM power spectra

as a function of mask angle during the Ohmic and the 3 increasing power levels of

ECH heating. Plotted as black lines are the power spectra estimates showing the
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Figure 5-13: MEM power spectra as a function of mask angle during a) Ohmic and b)-
d) the 3 power levels of ECH heating. Red lines are integrated over the wave-number
range −23 < k < −19 cm−1 showing the high-k mode, while black lines show the
response in the absence of the high-k mode and are integrated over +19 < k < +23
cm−1. The high-k mode shows up as “bubble” on top of the broad background
structure introduced in Sec. 4.1.2 and discussed in detail in Sec. 5.4. This bubble
extends in mask angle from -0.3 to +0.35 radians, or roughly -13 to +15 degrees.

positive propagating wave-number response integrated from +19 < k < +23 cm−1.

This is useful because it enables us to see the difference between the broad background

turbulence (that will be described in detail in Sec. 5.4) and the “bubble” on top of
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this background that represents the high-k mode. By “bubble”, we are referring to

the increase in turbulence power indicated by the shaded region in Fig. 5-13 and the

vertical blue lines in Fig. 5-7. Figure 5-13 plots the MEM power spectra estimate

S(α) integrated over the high frequency range of 200 - 400 kHz. The black lines

are the power spectra at k ∼ +21 cm−1; these spectra are nearly constant with

wave-number as seen in Fig. 5-11 b), and therefore they represent an estimate of

finite k|| background turbulence spectra. The increased amplitude of the red lines

(k ∼ −21 cm−1) above the background level is highlighted with the light blue box,

and is due to the high-k mode. This “bubble” extends in mask angle over the range

−0.3 < α < 0.35 radians or approximately -13 to +15 degrees.

Figure 5-13 also plots the mask response function M(α) centered at the LCFS’s

(blue curves) and also a model of the expected spectral response (yellow curve) that

assumes that the turbulence amplitude is constant as a function of chord height (z).

The comparison between the high-k mode in mask angle vs. what is expected if

turbulence propagated near perpendicular to the magnetic field with k|| ∼ 0 can be

seen by comparing the flat S(z) spectra with the ECH heated power spectra. The

mask response function at k = 21 cm−1 falls to zero by 0.1 radians. The high-k mode

extends from −0.3 < α < 0.35 radians with the LCFS mapping at roughly -0.05

and 0.1 radians. This shows that the high-k mode extends in mask angle nearly 0.15

radians beyond what is possible if k|| ∼ 0. This allows us to estimate the size of the

parallel wave-number, k||/k ∼ 0.15.

For completeness, the NBI heated power spectra are shown as a function of mask

angle in Fig. 5-14 during L-Mode (gold curve) while the ohmic and highest power level

ECH heating responses are shown for reference. The high-k mode “bubble” indicates

that the presence of the high-k mode is visible during NBI heating in L-Mode.
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Figure 5-14: Power Spectra using MEM estimate showing the mask angle response
of NBI heated plasma. The high-k “bubble” is present during the NBI heating at a
similar level to the highest power level ECH heating.

5.3.3 Observation of medium-k modes and k|| estimate

The medium-k mode regime, with the spectrum integrated over frequencies from

200 < f < 400 kHz and wave-numbers from +14 < k < +17 cm−1, is shown in

Fig. 5-15. The region in wave-number and mask angle is shown in Fig. 5-9 using the

red box. The dashed lines correspond to the spectra integrated over negative wave-

numbers showing the background turbulence structure. The increase in turbulence

level over −0.4 < α < −0.1 rad in mask angle shows the asymmetrical region in mask

143



Ohmic
ECH 1
ECH 2
ECH 3

-1.0 -0.5 0.0 0.5 1.0

0.4

0.6

0.8

1.0

200 < f < 400 kHzLCFS Mapping

S
p
e
c
t
r
a
l
P
o
w

e
r

(
a
.

u
.)

Mask Angle (rad)

Figure 5-15: MEM power spectra estimate of ohmic and ECH heating of the medium-
k mode plotted vs. mask angle. Data is integrated over 200 < f < 400 kHz and
wave-number from +14 < k < +17 cm−1 (solid lines) and −17 < k < −14 cm−1

(dashed lines). The dashed lines show the background turbulence response while the
solid lines an asymmetrical increase in turbulence amplitude from −0.4 < α < −0.1
radians.

angle where increased levels of heating result in enhancement of the medium-k mode.

5.4 Finite k|| Background Turbulence

Section 4.1.2 introduced another example of PCI measurements that show significant

signal at large mask angles. Indeed, these angles are larger than would be possible

from turbulence propagating near perpendicular to the magnetic field, and there-

fore must have a wave-vector component along the local magnetic field (k||). This

background turbulence level is broad in mask angles and is seen to extend to angles

as large as 0.5-0.8 rad. In this section we characterize the background turbulence

structures as functions of the three dimensional PCI measurement space; frequency,

wave-number, and mask angle. We find that the finite k|| background turbulence

does not scale with wave-number in any meaningful way, while the peak amplitude

decreases and the width of the structure weakly decreases with increasing frequency.

The finite k|| background is present throughout the wave-number space, including
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the long wavelength (|k| < 10 cm−1) region of the spectrum where the large amplitude

main branch signal (discussed in Sec. 4.1.2) exists. The finite k|| background turbu-

lence is shown with the blue curve in Fig. 5-16 along with the main branch signal

plotted for k = 10 cm−1. The background turbulence is a structure that peaks near
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Figure 5-16: L-Mode turbulence power spectra integrated over frequencies 200 <
f < 400 kHz and plotted for k = ±10 cm−1 showing a broad, finite k||, background
turbulence structure (shown in blue) with the edge aligned main branch structure on
top.

the center of the plasma chord mapping, and decreases in amplitude with a full width

at half maximum (FWHM) from 0.25-0.5 radians. The FWHM is more dependent

upon plasma conditions than upon wave-number or frequency. In plasma conditions

where the high-k and medium-k modes are not present, the finite k|| background

turbulence is the dominant feature at short wavelengths (i.e. above the main branch

maximum wave-number, |k| & 15 cm−1).

In Sec. 3.4.1, we computed the PCI signal response due to finite sized detector

elements (Dc) given by Eq. 3.6. This response was shown to decrease with increasing

mask angle, the rate of decrease becoming stronger with increasing wave-number
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and increasing cylindrical lens gain. In the same section, we also showed that wave-

number measured by the PCI is given by kPCI = k cos(α) where k is the wave-number

in the plasma. To determine how these effects vary with mask angle, we consider the

response at fixed wave-number as measured by the PCI diagnostic, kPCI .

The first effect is how the power spectra conserves power under the change of

variables to kPCI . This is given by S(α, k) dk = S̄(α, kPCI) dkPCI . Therefore the

measured power spectra S̄ shows an apparent increase in power due to the larger

differential width in wave-number at increased mask angle

S̄(α, kPCI) =
1

cos(α)
S(α, k) =

1

cos(α)
S

(

α,
kPCI

cos(α)

)

. (5.2)

The second effect is that the mask response function becomes more narrow as the

real wave-number increases with mask angle at fixed apparent wave-number kPCI .

The power spectra are computed at constant kPCI and the width of the mask response

function M scales with wave-number as 1/k as shown in Fig. 3-20. In the limit of

narrow mask response (k & 20 cm−1) M can be approximated as

M(γ − δ, kPCI) ≈
CM
k
δ(γ − α) =

CM cos(α)

kPCI
δ(γ − α), (5.3)

where CM is a constant and we use the Dirac delta-function to represent the mask

response in the high-k limit, and the cos(α) term shows the smaller mask response

width.

Recalling Eq. 2.45, the power at the detector plane in a given mode propagating

with wave-number in the plasma k and mask angle α is given by

Ŝ(γ, kPCI) =

∫

dα S̄(α, kPCI)M(γ − α, kPCI) ≈
CM Ŝ

(

γ, kPCI

cos(α)

)

kPCI
. (5.4)

Therefore, the smaller width of the mask response function cancels with the larger

differential width in wave-number space. Thus, the only effect of consequence is due

to the finite sized detector elements Dc.
Figure 5-17 compares the finite k|| background turbulence with the finite size de-
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tector element term Dc. The red and black curves are the positive and negative

-1.0 0.0 0.5 1.0-0.5

S(α; k = −21 cm−1)
S(α; k = 21 cm−1)
Dc(α; k = 21 cm−1)
Dc(α; k = 10 cm−1)
Fit at k = 21 cm−1

Mask Angle (rad)

0.0

0.1

0.2
S
p
ec

tr
al

P
ow

er
(a

.
u
.)

200 < f < 400 kHz

Figure 5-17: L-Mode turbulence power spectra (red and black curves) with broad
finite k|| background estimate (blue curve). The background turbulence is significantly
more narrow than the width of the finite sized detector element effect (Dc) plotted in
green and yellow for k = 10 and k = 21 cm−1 respectively.

propagating directions at kPCI = 21 cm−1 with the estimate of the background tur-

bulence plotted in blue. The response due to the finite size of detector elements is

plotted in green and yellow for wave-numbers k = 10 and k = 21 cm−1 respectively.

The background turbulence response is significantly more narrow than the suppres-
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Figure 5-18: Peak amplitude of the finite k|| background turbulence estimate plotted
vs. wave-number and integrated over frequencies 200 < f < 400 kHz.

sion imposed by finite sized detector elements. In addition, the peak amplitude of

the finite k|| background turbulence does not scale with wave-number as shown in
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Fig. 5-18 (i.e. Ŝ(γ, k) does not depend on k). Therefore, the decrease in amplitude is

due to the actual angular dependence of the turbulence itself.

a) 125 kHz < f < 200 kHz
−18 cm−1 < k < −13 cm−1

b) 200 kHz < f < 400 kHz
−18 cm−1 < k < −13 cm−1
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Figure 5-19: Finite k|| background turbulence plotted during Ohmic and ECH heat-
ing plasma conditions. Background turbulence amplitude scales with applied ECH
heating power.

The finite k|| background turbulence increases in amplitude with applied electron

heating. Using the same ECH heated plasma discharge as discussed previously (see

Fig. 5-6), Fig. 5-19 plots the finite k|| background turbulence vs mask angle during

Ohmic, and three ECH power levels during an L-Mode plasma. The applied heating

does not change the background turbulence structure, but causes an overall increase

in turbulence amplitude.
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5.4.1 Background turbulence during L-H transition

It is well known that turbulence is suppressed when the plasma undergoes an L-Mode

to H-Mode transition [78]. We examine the suppression of the finite k|| background

turbulence over two frequency ranges, 125 < f < 200 kHz and 200 < f < 400 kHz in

figure Fig. 5-21a and Fig. 5-21b respectively. Figure 5-20 plots the plasma parameters

during the plasma discharge showing the L-H transition at 1.05 sec marked by the

decrease in Dα emission and the rise in density. The finite k|| background turbulence
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Figure 5-20: Plasma discharge used to study the finite k|| background turbulence
response to an L-H transition. Vertical lines indicate the plasma conditions where
the background turbulence is estimated.

was estimated as a function of mask angle at 4 different times during the discharge

shown with the vertical black, red, blue, and green lines corresponding to prior to

the L-H transition, just after the L-H transition, as the H-Mode is developing before

ELMs, and after the plasma disrupted. This allows us to compare the time evolution

across the L-H transition of the background turbulence amplitude.

The finite k|| background turbulence is plotted as a function of mask angle in Fig. 5-
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21, shown for the 4 times corresponding to the vertical lines in Fig. 5-20. Panels a) and
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Figure 5-21: Finite k|| background turbulence suppression due to the H-mode tran-
sition. Shown in black, red and blue are turbulence power spectra computed be-
fore the L-H transition, just after the transition, and as the ELM-free H-Mode
evolves. The suppression rate is almost immediate in the low frequency response
(125 < f < 200 kHz) and slower in the high frequency range (200 < f < 400 kHz).

b) plot the lower and higher frequency responses over the ranges 125 < f < 200 kHz

and 200 < f < 400 kHz respectively. The low frequency response shows an immediate

suppression of the turbulence amplitude of nearly a factor of 5 in both spectra from

the H-mode shown in red and blue. The higher frequency background turbulence is

suppressed more slowly; the red (immediately after the H-Mode transition) is down

by less than a factor of 2 while the full suppression of nearly a factor of three occurs

later in the transition as the H-mode evolves (shown in blue). For reference, the green

is the system noise level computed after the plasma disruption.

To review, this section has shown that the finite k|| background turbulence is more

narrow than the suppression caused by the finite sized detector elements, that it re-
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sponds to ECH heating with increased turbulence amplitude, and that the suppression

caused by the L-H Mode transition is frequency dependent.

5.4.2 Background turbulence k|| estimate

We now seek to determine the dependence of the width and peak of the turbulence

level with frequency and wave-number. The background turbulence has a peaked
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Figure 5-22: Conditional power spectra C(α; f) of the finite k|| background turbulence
model shown for k = 15 cm−1. The width of the structure is always peaked near the
center of the chord mapping and the width only weakly depends upon frequency.

structure aligned with the center of the PCI chord mapping, with a FWHM anywhere

between 0.25 and 0.5 radians, decreasing to the PCI noise floor at large mask angle.

The conditional power spectra C(α; f) (previously defined in Eq. 4.2) is plotted in

Fig. 5-22 showing the peaked structure across the range in frequencies above the PCI

system noise floor.

A quantitative measure of the peak amplitude and the FWHM of the finite k||

background structure is plotted in Fig. 5-23 in panels a) and b) respectively. The

peak amplitude decreases exponentially until f ∼ 450 kHz where it becomes roughly

the order of the PCI noise level. The FWHM is nearly constant over the frequency
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Figure 5-23: a) Finite k|| background turbulence model peak amplitude variation
with frequency shows an exponential decay with increasing frequency. b) FWHM of
the background turbulence in mask angle only modestly decreases with increasing
frequency.

range with only a modest decrease with increasing frequency. The width and peak

amplitude do not scale with wave-number, and that is built into the model of the

background turbulence estimation. With a FWHM between 0.3 and 0.55 radians,

and a chord mapping width of nearly 0.1 radians, the parallel wave-vector component

estimate is roughly 0.2 . k||/k . 0.4.

The previous sections describe the background turbulence level measured by the

PCI and how it scales with wave-number, frequency, and mask angle. We find that

the fall-off in mask angle is too rapid to be explained by the effects of finite sized

detector elements, and that the width does not scale appreciably with wave-number.
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The background turbulence extends to mask angles much too large to be explained by

fluctuations propagating near perpendicular to the local magnetic field; we estimate

the size of the parallel wave-number to be 0.2 . k||/k . 0.4.

5.5 Low-k Wings

The third example of turbulence propagating at angles far too large to be explained

by turbulence with k|| ∼ 0 was first introduced in Sec. 4.2.1. Again, we plot the

turbulence power spectra as a function of mask angle in Fig. 5-24 for |k| = 11 cm−1.

At this wave-number, the turbulence is dominated by the main branch structure seen
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Figure 5-24: Turbulence amplitude plotted as a function of mask rotation angle γ at
wave-numbers k = −11 cm−1 in panel a) and k = +11 cm−1 in panel b) with green
curves showing the best estimate of the reconstructed fit using the parameterized
function described in Eq. 4.3. Vertical red lines correspond to the mask angles of
turbulence (with the assumption that k|| ∼ 0) from the LCFS. The decay on the left
of panel a) and the right of panel b) is wider than can be achieved if the turbulence
is aligned near perpendicular to the local magnetic field.
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to align with the edges of the plasma (i.e. the mask angle corresponding to the LCFS,

shown using the red vertical lines). The green lines are the best fit estimate of the

reconstructed power spectra computed using the parametrized function in Eq. 4.3,

and convolved with the mask response functionM.

The peak of the reconstruction does not align with the LCFS mapping because

the best fit must have a finite amount of power elsewhere to fit the decay on the

right of panel a) and left of panel b). The turbulence extends by roughly 0.05 - 0.1

radians beyond the LCFS mapping for it to be fit properly using the assumption of

k|| ∼ 0, near perpendicular propagation. Therefore, there must be a component of

the turbulence propagating parallel to the local magnetic field with k||/k ∼ 0.05−0.1.

5.6 Summary of Finite k|| Turbulence

This section described four examples of turbulence propagating at angles too large

to be explained by turbulence propagating near perpendicular to the local magnetic

field (k|| ∼ 0). A summary of the size of the parallel wave-vector component needed

to explain the above measurements is presented in Table 5.3.

Table 5.3: Summary of finite k|| turbulence estimates

Mode k||/k estimate
high-k Mode 0.15

medium-k Mode 0.2
background turbulence 0.2-0.4

low-k wings 0.05-0.1
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Chapter 6

Interpretation of Finite k|| Modes

In Ch. 5, we presented PCI measurements that cannot be explained by k|| ∼ 0 tur-

bulence because the propagation angles needed to result in the measurements are

significantly larger than the variation of the magnetic field pitch along the PCI chord.

The assumption that the drift-wave family of turbulence (k||/k . 10−2) is most rel-

evant to plasma tranport is fairly ubiquitous across most modern theories of plasma

turbulence. There is therefore not a reliable theory from which a quantitative com-

parison can be made to the measurements of finite k|| turbulence. The current “gold

standard” of plasma turbulence modeling is based on solutions to the gyrokinetic

equations. In this chapter we begin discussing how modes with finite k|| are ordered

out of the gyrokinetic equations, thereby imposing an upper limit k||/kθ ∼ 0.01.

Gyrokinetic simulation results are presented to verify that the modeled turbulence

output is well within this regime (nominally k||/kθ . 10−4 for wave-numbers larger

than 5 cm−1). Then we present a discussion of how the plasma parameters of the PCI

measurements relate to the parameters relevant to temperature gradient drift-wave

turbulence. Lastly, we point out a possible mechanism by which these modes may

interact with the plasma.
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6.1 Gyrokinetics

To quantitatively model micro-turbulence in magnetically confined plasmas, one needs

to address both the driving mechanism of the turbulence as well as the associated

transport of particles and energy. While, in simplified geometry, analytic linear so-

lutions of some micro-turbulence drives are possible, the quantitative analysis of the

associated transport, supression mechanisms, and instability saturation levels are de-

pendent on the long-time behavior and nonlinear interaction of the fluctuations with

the rest of the plasma dynamics. Nonlinear gyrokinetic theory has become the most

ubiquitous model used to study micro-turbulence across a broad range of plasma

parameters. It has been used to study the family of drift-wave instabilities that in-

clude the universal drift-wave instability [79], the Ion Temperature Gradient (ITG)

mode [80,81], the Electron Temperature Gradient (ETG) mode [47,82], coupled ITG-

ETG turbulence [60, 83], and the Trapped Electron (TEM) mode [62, 84].

The theory of gyrokinetics has matured greatly since the development of the linear

theory in 1968 by Rutherford and Frieman [85]. It was developed to address the need

for a general theory to model a broad range of low frequency (ω < Ωi) plasma

phenomena that depend on a wide range of time and spatial scales. For example,

the dynamics of micro-turbulence depend on scales from the gyro-motions of charged

particles about magnetic fields (10’s of ps and 10’s of µm) to the long-time evolution

and profile scale-lengths (100’s of ms, 10’s of cm). Such a system with important

dynamics occurring across so many spatio-temporal orders of magnitude poses a very

difficult problem to model. The approach taken by gyrokinetics to make this problem

more tractable is to note that the spatio-temporal scales of the plasma phenomena are

often larger and longer than the scales of a gyro-orbit. Therefore, in the perturbative

solution to the Boltzmann-Maxwell set of equations, the 6-D phase space (~x, ε, µ, ϕ)

is reduced to 5-D by analytically averaging over the gyro-angle ϕ, and introducing

the new physical variables of total particle energy and magnetic moment.

Modern solutions of the gyrokinetic equations based upon relevant experimental

devices require a numerical simulation. One of the great successes of modern theoret-
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ical plasma physics is the development and benchmarking of a number of nonlinear

gyrokinetic codes. These codes use methods to solve the gyrokinetic equations that

fall into two techniques, the Lagrangian or particle-in-cell (PIC) codes and the Eule-

rian or continuum codes. Having multiple numerical methods to solve the complicated

set of gyrokinetic equations is advantageous in that the codes can be bench-marked

to one another for the purpose of verification. At present, the main gyrokinetic

PIC codes in use today are GTC [86] and GEM [87], while the continuum codes are

GS2 [47,88], GENE [12], and GYRO [4,89]. These codes are often executed on some

of the largest computational facilities available today.

6.1.1 k|| Ordering in Gyrokinetics

There are a multitude of references for the derivation of the gyrokinetic equations,

some more theoretical [90] and some more physical [91, 92]. In the latter, the per-

turbative solution is generated by expanding the Boltzmann equation in terms of

the drift ordering parameter δ = ρj/L, where L is the equilibrium scale-length,

ρj = vth,j/
√

2|Ωj | is the Larmor radius, vth,j =
√

2Tj/mj is the thermal velocity,

and Ωj = qjB/mj is the gyro-frequency. The gyrokinetic ordering results in the

following consequence for the size of the parallel wave-number

k||
k⊥
∼ δ = ρ/L. (6.1)

The drift ordering parameter implies an upper limit on the parallel wave-number

included in the gyrokinetic equations. For the plasmas analyzed in Ch. 5, we find

this ordering imposed limit to be roughly k||/k⊥ ∼ 10−2. When compared to the size

of k|| as summarized in Sec. 5.6, the finite k|| turbulence measured by the PCI has a

parallel wave-number much larger (by at least a factor of 10) than what is valid for

the gyrokinetic theory.

In addition to the ordering limit on k||, the gyrokinetic equations also break down

near the plasma edge as the scale-lengths become short. Near the edge, the expansion

parameter can become δ ∼ O(1), and the entire gyrokinetic expansion is no longer
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based on a small parameter.

6.1.2 k|| studies from GYRO simulations

We have shown that the finite k|| modes measured by the PCI have a parallel wave-

number significantly larger than the largest parallel wave-number included in the

derivation of the gyrokinetic equation. Still, it is useful to check the k||/k⊥ limit of

the turbulence in gyrokinetic simulations and compare that to the limit imposed by

the ordering of the gyrokinetic equations. If the parallel wave-number limit of the

simulated turbulence is well below the limit imposed by the ordering, then the physics

in the gyrokinetic equations does not contain fluctuations with large parallel wave-

numbers. However, if the parallel wave-number limit of the simulated turbulence is of

the same size as the limit imposed by the gyrokinetic ordering, then the suppression

of finite k|| modes in the simulation is due to the assumptions made in the derivation

of the gyrokinetic model and not the underlying physics.

Gyrokinetic simulations were performed to determine whether the parallel wave-

number response is limited by the gyrokinetic ordering or by the underlying physics,

given that the plasma parameters of discharge 133609 show high-k mode activity that

increases with increasing ECH heating power level. Due to the availability of detailed

documentation in this work, the GYRO code was used to determine the linear parallel

wave-number structure of plasma turbulence. The GYRO code uses spectral methods

in the toroidal direction as it is a good quantum number for tokamak devices, and in

what follows the toroidal mode number is given by ℓ.

k|| structure in GYRO output

Linear GYRO simulations are generally performed at a fixed toroidal mode number

ℓ and a particular radial location in the plasma. This allows the radial grid of the

simulation to be optimized for the spatial scales for that particular toroidal mode.
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The GYRO documentation [93] details the structure of the fluctuating density as

ñ(r, θ, ϕ, t) = n̄eRe

[

∑

ℓ

δnℓ(r, θ, t) e
−iℓ[ϕ+ν(r,θ)]

]

, (6.2)

where ñ is the total fluctuating density and δnℓ is the “coefficient” of the fluctuating

density of the ℓth toroidal mode. Note that this coefficient is complex, and ϕ+ ν = α

is the Clebsch angle, as GYRO uses the Clebsch representation for the magnetic field

B = ∇α×∇ψ (6.3)

α = ϕ+ ν(r, θ), (6.4)

where ψ is the poloidal flux (divided by 2π). Equation 6.3 implies B · ∇α = 0 and

α is therefore constant along a field line. For further intuition, we point out that

in the case of concentric (un-shifted) circular flux surfaces, ν becomes equal to −qθ,
again showing that α remains constant along the magnetic field. This representation

is chosen such that the fluctuation of a mode propagating perpendicular to the local

magnetic field is entirely contained in the exponent and δnℓ is not a function of θ.

This implies that if the mode is not propagating perpendicular to the local magnetic

field, then that information is contained in the θ−dependence of δnℓ. The variation

in δnℓ is never exactly zero because the plasma density is a real quantity and must be

continuous in θ. This continuity constraint requires some variation with the poloidal

angle θ in the coefficient δnℓ on non-rational flux surfaces. This small shift from

perfectly perpendicular alignment to the magnetic field is of the order k||/k ∼ 10−4

for the parameters of fluctuations measured with the PCI.

We have shown above that a simulated toroidal mode in the GYRO simulation

that propagates with a finite k|| will have a coefficient δnℓ that is dependent upon the

poloidal angle θ. To analyze the spectral power response as a function of propagation

angle, the coefficient δnℓ must be transformed into a conjugate space. However, be-

cause the component of the mode propagating parallel to the field is sampled along

the θ-axis and not along a spatial path length coordinate parallel to the field, the

159



conjugate space is not the wave-number parallel to the field (k||). Instead, we con-

sider the conjugate variable ̺ as shown in Fig. 6-1, where the the blue phase fronts

are due to the e−ilα term and propagate perpendicular to the field, and the green

phase fronts represent the component of the fluctuation propagating parallel to the

field. Therefore, the Fourier Transform of the coefficient δnℓ(r, θ, t) gives the spectral

ϕ

α

e−iℓα

θ

b̂ =
~B

| ~B|

to field
component parallel

δnℓ(θ) ∼ e−i̺θ

Figure 6-1: Diagram of the geometry of modes in GYRO simulations showing the
modes propagating perpendicular to the magnetic field (along α in blue phase fronts),
the modes propagating parallel to the local magnetic (along β in green phase fronts)
and the way the parallel modes are sampled along the poloidal axis θ.

amplitude as a function of ̺ which is in essence a poloidal mode number (but not

restricted to integer values) due to the component propagating parallel to the local

field but sampled along the θ coordinate (the magenta samples in Fig. 6-1). The

parallel wave-number k|| is then related to transformed mode-number of the coeffi-

cient δnℓ(r, θ, t) by k|| = ̺

qR0
, which can be shown by considering how an incremental

change in the poloidal angle relates to the path length along the field line, ds ≈ qR0dθ

(in the large aspect ratio limit).

The modes propagating perpendicular to the local magnetic field get projected

onto the poloidal axis with (kθ = ℓq/r), and therefore we can transform the coefficient
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into a conjugate space of the parallel wave-number

δnℓ

(

r,
k||
kθ
, t

)

=

∫ 2ψ

0

dθ δnℓ(r, θ, t) e
−i

k||
kθ

ℓq2R0
r

θ
, (6.5)

k||
kθ

=
̺r

ℓq2R0
, (6.6)

where we have chosen to write the transform as a function of propagation angle k||/kθ

given the geometry shown in Fig. 6-1. The spectral power response as a function of

propagation angle and frequency can now simply be written

S ′
ℓ

(

k||
kθ
, f ; r0

)

=

∣

∣

∣

∣

∫ r0+∆r

r0−∆r

dr

∫ ∞

−∞
dt ei2πft δnℓ

(

r,
k||
kθ
, t

)
∣

∣

∣

∣

2

, (6.7)

where the prime indicates that this is the GYRO simulated power spectrum, so as

not to confuse it with actual PCI measurements. The time domain is transformed

to frequency, and the simulated power spectrum is integrated over a small annulus

centered about the simulation radius r0.

Propagation angle response in GYRO simulations

GYRO simulations were performed to estimate the spectral power response as a func-

tion of propagation angle k||/kθ for the highest level of ECH heating from discharge

133609 (discussed in Sec. 5.2). As an example of the linear GYRO results, Fig. 6-2

characterizes the fluctuating density of a single toroidal mode ℓ = 200 (k = 12 cm−1)

from the simulation centered at r/a = 0.7, using plasma profiles from the highest level

of ECH heating power. Panel a) plots the density fluctuation coefficient as a function

of time, integrated over a small annulus centered about the simulation radius and

integrated over poloidal angle. The mode is an unstable growing Fourier harmonic

(δnℓ ∝ e(γ+i2πf)t) with growth rate γ = 170 × 103 rad/s shown with the red dashed

curves, and frequency f = 83 kHz. Panel b) plots the 2-D structure (in poloidal angle

and time) of the fluctuation with the exponential growth divided out. This shows

that the dominant fluctuation is in time, while the variation with poloidal angle is a

small amplitude perturbation combined with the broad ballooning structure envelope.
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Figure 6-2: GYRO simulation of toroidal mode ℓ = 200 at r/a = 0.7 during the
highest level of ECH heating of plasma discharge 133609. a) δnℓ(t) integrated over
poloidal angle and simulation radius showing the mode evolution (black curve), and
the growth rate ±eγt (dashed red curve). b) δnℓ(t, θ)/e

γt integrated over the simula-
tion radius showing the poloidal structure. c) Power spectrum of δnℓ(t, θ)/e

γt plotted
vs the associated propagation angle k||/kθ, colors in log scale. d) Power spectrum of
mode ℓ = 200 vs. propagation angle shown at the mode frequency (83 kHz, shown
with solid red line in panel c).

Panel c) plots the spectral power as function of propagation angle and frequency as

described in Eq. 6.7, where the colors are in log scale. The peak power is roughly
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centered at the mode frequency (given the poor frequency resolution ∆f ∼ 40 kHz),

and centered with propagation perpendicular to the local field. Panel d) plots quan-

titatively the spectral power as a function of propagation angle and shows a peaked

structure with very narrow width (FWHM roughly k||/kθ ∼ 5 × 10−5). Outside the

central peak, the spectral power is over two orders of magnitude lower than the peak

power. The GYRO simulation at this radius and wave-number does not exhibit the

large propagation angles measured by the PCI described in Ch. 5.

GYRO simulations were performed using profiles both during Ohmic heating and

at the highest power level of ECH heating, and at radii r/a = [0.6, 0.7, 0.8] and

toroidal modes ℓ = 20, 40, 60, ..., 320. Attempts were made to perform the simulation

at r/a = 0.9, however the convergence was poor due to the large gradients and a

subsequent breakdown of the gyrokinetic ordering. The widths of the central peak in

the spectral power as a function of propagation angle (recall Fig. 6-2d) are plotted as

a function of toroidal mode number (or equivalently wave-number kθ) in Fig. 6-3. The

FWHM spectral response in propagation angle is shown for both the Ohmic (dashed

lines) and ECH (solid lines) heating conditions at each of the 3 simulation radii 0.6,

0.7 and 0.8 in black, red, and blue, respectively. The FWHM is seen to scale as 1/kθ

(shown for comparison in the green curve) and no measurable difference is observed

between Ohmic and ECH heating or with plasma radius.

The largest propagation angle contained in the GYRO simulation depends on the

resolution of the poloidal grid. To extend these simulations to larger propagation an-

gles, several GYRO simulation parameters must be adjusted. The internal poloidal

grid resolution is controlled by the parameters BLEND GRID and ORBIT GRID,

while the poloidal grid resolution of the density output is controlled by THETA PLOT

[93]. These parameters should be adjusted together with BLEND GRID = OR-

BIT GRID = 0.5 THETA PLOT. Increasing the poloidal resolution of the simula-

tion poses difficulties for the simulation to converge. This problem can be addressed

by using fully gyro-kinetic electrons (and an explicit solver in time) as opposed to

the drift-kinetic electrons (and the implicit solver in time) and keeping the time step

short enough such that the Courant stability condition [94] is satisfied. However, such
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Figure 6-3: Width of spectral power peak in propagation angle plotted as a function
of wave-number (kθ) shown for simulations at r/a = [0.6, 0.7, 0.8] and toroidal modes
ℓ = 20, 40, 60, ..., 320. It is seen that the width in propagation angle scales ∝ 1/kθ
with no measurable difference between Ohmic and ECH heating or with simulation
radius.

details are beyond the scope of this thesis.

Simulations were performed at r/a = 0.7 and toroidal modes ℓ = 100, 300 for the

highest power level of ECH heating, with increasing poloidal resolution (increased

maximum k||/k). Figure 6-4 plots the results for a) toroidal mode ℓ = 100 and b)

ℓ = 300. Extending the simulation domain in propagation angle has no effect on

the FWHM of the peak of the spectral response. Decreasing the poloidal resolution

mildly truncates the spectral power roll-off at propagation angles outside the peak

for ℓ = 300, and barely affects the roll-off outside the peak for ℓ = 100. The spectral

power just outside the peak is more than 2 orders of magnitude lower than the peak

response and decreases to 6 orders of magnitude lower near the propagation angle

limit. Recall that the high-k mode spectral power is only a factor of ∼ 15 lower than

the main branch peak response as seen in Fig. 5-11.

To summarize, GYRO simulations do not contain modes propagating with signif-
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Figure 6-4: GYRO spectral response as a function of propagation angle with increased
poloidal (and therefore propagation angle) resolution. The peak FWHM remains
constant, the large propagation angle behavior is mildly truncated with decreased
poloidal resolution for the ℓ = 300 simulation and barely affected for the ℓ = 100
simulation, and is 2-6 orders of magnitude lower in power than the mean response.

icant power outside propagation angles k||/kθ ∼ 1− 5× 10−5 at wave-numbers in the

high-k and medium-k range |k| & 14 cm−1. The roll-off in amplitude is unchanged by

increasing the poloidal resolution (and therefore the maximum propagation) of the

simulation. Additionally, the width of the spectral power peak in propagation angle is

significantly smaller than the maximum propagation angle assumed in the gyrokinetic

ordering. This leads us to conclude that the simulation is self-consistent with respect

to modes propagating at large angles from perpendicular to the magnetic field. The

high-k and medium-k modes measured by the DIII–D PCI are thus ordered out of

the gyrokinetic equations from the outset.
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6.2 Drift-Wave Analysis

Tokamak transport is often believed to be governed by processes generated by micro-

instabilities of the drift-wave family (ITG, ETG, and TEM) [95, 96]. While there

has been agreement between transport models of drift-wave turbulence in the ion

channel and experimental measurements in the plasma core [11], agreement in the

electron channel and near the plasma edge are still not satisfactory [97–99]. For

reference, we will show in Sec. 6.2.2 that linear GYRO simulations predict that these

modes are unstable over a large portion of the plasma. Unfortunately, non-linear

GYRO simulations, necessary to predict mode saturation and transport, have not

been performed while preparing this thesis. For future reference, we will present the

relevant plasma parameters and profiles that may be used for drift-wave turbulence

studies without assuming gyrokinetics.

6.2.1 Plasma Profiles

To look at the finite k|| turbulence in the context of drift-wave turbulence, we focus

on the high-k mode because it is the strongest feature seen at mask angles too large

to be explained by perpendicular propagation. Recall that the high-k mode wave-

numbers are in the range 18− 23 cm−1, frequencies in the range 100− 400 kHz, and

propagation angles k||/kθ . 0.15. The peak spectral power of these modes increases

with increasing ECH heating power up to the highest levels, and during NBI heating.

In Fig. 6-5, the plasma profiles are plotted from discharge 133606 during Ohmic

heating, 0.3, 1.3, 1.6 MW of ECH heating, and 2.5 MW of NBI heating. These profiles

are fit using the standard tool for DIII–D profile estimation (gaprofiles), which uses a

spline model for the profile. In panels (a-c) are plotted profiles of the electron density,

the electron temperature, and the ion temperature over the range 0.2 < r/a < 0.9. In

panels (d-f) are plotted the associated gradient scale-lengths defined as, for example,

a

Ln
= − a

n(r)

∂n(r)

∂r
, (6.8)

166



Ohmic
ECH 1
ECH 2
ECH 3
NBI LM

a)

b)

c)

d)

e)

f)

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

r/a
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

r/a

0

1

2

3

4

5

0.0

0.5

1.0

1.5

2.0

14

12

10

0

2

4

6

8

0

1

2

3

4

0.0

0.5

1.0

1.5

2.0

2.5

3.0

0

1

2

3

4

5

a
/
L

n

n
e

(
×

1
0
1
9

m
−

3
)

a
/
L

T
e

T
e

(
k
e
V

)

a
/
L

T
i

T
i
(
k
e
V

)

Figure 6-5: Plasma profiles of discharge 133606, during Ohmic heating (black), ECH
heating with 0.3 MW (green), 1.3 MW (blue), 1.6 MW (red), and 2.5 MW of NBI
heating (gold). Te data is provided from the Thomson scattering diagnostic. Panels
a)-c) plot the electron density, electron temperature, and ion temperature, respec-
tively. Panels d)-f) plot the normalized inverse scale-lengths. All measurements are
during L-Mode plasma conditions.

where r is the plasma minor radius. The quantity a/Lj (where j represents the plasma

parameter, n, Ti, Te) is a common non-dimensional normalization used in various the-

ories which useful because it is proportional to the profile gradient (and therefore

167



the inverse of the scale-length). The drift-wave modes discussed at the beginning

of this section (ITG, ETG, and TEM) are driven by gradients in the ion tempera-

ture, electron temperature, and the plasma density, respectively, and the larger the

non-dimensional quantity a/Lj , the larger the associated instability drive.

The most interesting features displayed in the plasma profiles are how they are

affected by ECH and NBI heating. The electron temperature, shown in panel b),

increases in the core of the plasma when ECH heating is applied. In contrast, there is

only a moderate increase of Te with NBI heating at 2.5 MW, not unlike that during

0.3 MW of ECH heating. The ion temperature, shown in panel c), remains roughly

at the Ohmic level during ECH heating, but it is increases by nearly a factor of 2

with NBI heating. The electron density, shown in panel a), decreases with ECH

heating in the core (0.2 < r/a < 0.4) and marginally increases with ECH heating

outside r/a = 0.6. NBI heating increases the density above the ohmic heating level

throughout the entire plasma.

The most striking feature revealed by the inverse scale-length (drift-wave turbu-

lence drives) is seen in the electron temperature inverse scale-length (a/LTe shown

in panel e). The response of this driving term to applied heating is dramatically

different for the core plasma (0.2 < r/a < 0.8) vs. the edge region (r/a > 0.85). In

the edge region, the electron temperature inverse scale-length (ETG drive) increases

dramatically (by almost a factor of 3) for the highest level of ECH heating and NBI

heating. The increase in the electron temperature inverse scale-length, during the

lower power levels of ECH heating, scale proportionately to the applied ECH power.

The other inverse scale-lengths (a/Ln and a/LT i in panels d and f, respectively) are

perturbed by less than 50% and the drives are actually decreased with applied ECH

heating, while the NBI heating appears to have little effect.

The electron temperature inverse scale-length profile is very stiff over the core of

the plasma (0.2 < r/a < 0.8) in that there is little variation with applied heating,

indicating that the profile is near marginal stability. However, there is a noticable

scaling of a marginal decrease in ETG drive with increasing heating. The density and

ion temperature drives (a/Ln and a/LT i) also decrease with ECH heating, however
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the NBI heating increases the ion temperature inverse scale-length while decreasing

the density inverse scale-length over the region 0.3 < r/a < 0.6.

In this section, we have shown how the density and temperature profiles are mod-

ified during the various applied heating regimes, as well as their associated scale-

lengths. The scale lengths are generally considered a proxy for the strength of the

associated driving term behind ITG, ETG and TEM turbulence. We find that the ap-

plication of heating increases the ETG drive (by decreasing the electron temperature

scale-length) in the edge region of the plasma (where the PCI measurement is made

but gyrokinetics may not be valid), while ECH heating decreases the density and

ion temperature drives (by increasing the density and ion temperature scale-lengths)

in the edge region. This implies that the electron temperature gradient may be an

important mechanism for instability drive in the edge region.

6.2.2 Linear Stability Analysis

Linear gyrokinetic simulations were performed using the GYRO code with plasma

profiles from the L-Mode discharges described in Sec. 5.2 and shown above in Sec. 6.2.1

during both the Ohmic and the highest power level of ECH heating. GYRO is an

initial value code, meaning that it can only reveal the frequency (fℓ) and growth rate

(γℓ) of the fastest growing drift-wave fluctuation for a given toroidal mode number

(ℓ). The poloidal wave-number (kθ) is related to the toroidal mode number by

kθ =
ℓq(r)

r
, (6.9)

where q(r) = rBφ/RBθ is the safety factor, r and R are the minor and major radii, and

Bφ and Bθ are the toroidal and poloidal components of the magnetic field. Positive

growth rates correspond to unstable modes, while negative growth rates correspond to

damped modes. In addition, positive frequencies correspond to modes propagating

(in the plasma frame) in the electron diamagnetic drift direction, while negative

frequencies correspond to the ion diamagnetic drift direction.

Simulations were performed (using the Loki computational facility at MIT) for
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toroidal modes ℓ = 20, 40, 60, ..., 320 at plasma locations r/a = 0.3, 0.4, 0.5, ..., 0.9.

The frequency and growth rate of the most unstable modes are plotted in Fig. 6-6 as

a function of the normalized wave-number kθρsi for each radius, where ρsi = cs/Ωi

is the ion sound Larmor radius computed using the electron temperature. Panels a)
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Figure 6-6: Linear GYRO stability analysis for both the Ohmic (panels a and b) and
highest level of ECH heating (panels c and d) using profiles from discharge 133609
described in Sec. 5.2. Frequencies are plotted in panels a) and c) while growth rates
in panels b) and d) as a function of normalized wave-number. Positive frequencies
correspond to modes propagating (in the plasma frame) in the electron diamagnetic
drift direction, while negative frequencies correspond to the ion diamagnetic drift
direction. Colors correspond to different radial locations in the plasma from 0.3 ≤
r/a ≤ 0.9.

and b) plot the simulated frequencies and growth rates based on the Ohmic heating

profiles while panels c) and d) plot the frequencies and growth rates based on the

highest power level of ECH heating profiles.

For both heating regimes, the mid-radius of the plasma r/a = [0.5, 0.6, 0.7] simula-

tions show ITG modes unstable (negative frequencies) in the long wavelength regime

and a switch to TEM/ETG dominant instabilities at high wave-number. In the ITG
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range in ohmic plasmas, the growth rate peaks at kθρsi ≃ 0.5 and then decreases as

wave-number increases until the TEM mode dominates and the growth rates increase

again at kθρsi > 1. In the ECH plasmas, the ITG modes barely exist and TEM/ETG

dominate.

The edge region of the plasma r/a = [0.8, 0.9] shows instabilities in the electron

direction with frequencies increasing with increasing wave-number, however at r/a =

0.9, the Ohmic heated plasma regime shows that the most unstable modes tend

toward zero frequency. Recall that the gyrokinetic ordering breaks down near the

plasma edge, and although the numerics of these simulations converge, the gyrokinetic

equations may not contain the relevant physics this near to the plasma LCFS. In this

region, the modes become more unstable with increasing wave-number, indicating the

possible importance of ETG modes.

The core region of the plasma, r/a = [0.3, 0.4], shows growth rates during ohmic

heating that peak near kθρsi ∼ 0.5. The ohmic heating simulations also show that the

dominant instabilities are in the electron direction (TEM/ETG) across the wavelength

range. The simulations during the highest power level of ECH heating converge poorly

in the core region due to short gradient scale-lengths (shorter than the ohmic case by

nearly a factor of 2). While the peak in growth rate near kθρsi ∼ 0.5 makes sense for

the long wavelength turbulence, the switch to ion direction and increase in growth

rate at short wavelengths is due to poor convergence of these simulations and may

not be reliable.

6.2.3 Analytic Model for Temperature Gradient Drive With-

out Gyrokinetic Assumptions

We revisit early analytic models [43,44,100,101] for temperature gradient driven tur-

bulence to point out terms that may be relevant to modes that propagate with parallel

wave-numbers of the size measured by the PCI. These models assume a magnetized

plasma in slab geometry with density and temperature gradients. A solution to the

linearized Vlasov equation is obtained and used to compute the perturbed density for
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species j due to an electrostatic mode with fluctuating potential Φ̃1

ñ1j = −Zje
Tj

n0Φ̃1

{

1 +
ΓmZ
k‖vtj

[

ω − ω⋆j
(

1− ηj
[

1

2
− ζmj
Z − ζ

2
mj − bj

Γ′
m

Γm

])]}

,

(6.10)

where Zj is the mass number, Tj is the temperature, n0 is the unperturbed density,

Γm = Γm(bj) and Z = Z(ζmj) are the plasma functions well known from wave

theory [37], ω is the complex wave frequency, ω⋆j = k⊥
Tj

eBLn
is the drift frequency,

ηj = Ln/LTj is the density to temperature scale-length ratio (large when temperature

gradient scale-lengths are shorter than density gradient scale-lengths), and k|| and k⊥

are the wave-vector components parallel and perpendicular to the magnetic field.

There is an implicit sum over the integer m, and bj , ζmj , vtj are defined as

bj =
k2
⊥v

2
tj

2Ω2
j

(6.11)

ζmj =
(w −mΩj)

k‖vtj
(6.12)

vtj =

√

2Tj
mj

, (6.13)

where mj is the species mass, and Ωj is the cyclotron frequency. A dispersion relation

is formed by writing out Poisson’s equation for an electrostatic mode

k2Φ̃1 = eñ1i − eñ1e. (6.14)

Recall that the plasma dispersion function Z(ζmj) comes in from the Landau

damping contour integral. When its argument is near unity, energy can be exchanged

between particles and the plasma wave; this is the mechanism by which modes are

destabilized or strongly damped. The function Γm(bj) contains finite larmor radius

effects due to the finite plasma temperature.

The derivation of the gyrokinetic equation assumes that k|| is small and that the

fluctuation frequency is small relative to the cyclotron frequency (ω ≪ ωci). This

implies that |ζmj| ≫ 1 and only the m = 0 term is retained in the sum over m. This
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can be demonstrated by using the asymptotic limit of Z in Eq. 6.10; in this limit the

largest terms are proportional to −1/ζmj. However, when the parallel wave-number

is large, it may be necessary to return terms with m 6= 0 as the argument ζmj ∼ O(1).

We now consider the parameters of the high-k mode (kθ = 20 cm−1 and k||/kθ =

0.15) during plasma discharge 133606 (discussed in Sec. 5.2) to specify a regime in

which the finite k|| turbulence could be studied. Recall that turbulence with finite

k|| cannot be localized and could exist anywhere across the PCI chord, therefore,

in Fig. 6-7 we plot the relevant parameters (ω⋆j/2π, ηj , bj , ζmj) as a function of

normalized radius 0.6 < r/a < 1.0 (recall that the PCI chord covers roughly r/a &

0.7). Plotted are both ion and electron parameters during both Ohmic and the

highest power level of ECH heating so as to contrast regimes in which the high-k

mode changes from negligible amplitude to large amplitude. Black and blue curves

are the ion and electron parameters during ohmic heating, while yellow and red curves

are the ion and electron parameters during ECH heating. In panel b) we plot the

ratio of the temperature gradient to the density gradient, a measure of the strength

of the temperature gradient drive, showing that the most dramatic effect of the ECH

heating is to increase ηe by a factor of 2 in the center of the PCI chord to as much

as a factor of 4 at the edge. Panel e) plots the finite larmor radius parameter (k⊥ρj)

indicating that finite larmor radius effects are relevant for ions but not for electrons.

Finally, panels c) and f) plot the Landau damping parameters ζ0j and ζ1j showing

that, for electrons ζ0e ≪ 1 and ζ1e ≫ 1 so that electrons interact little with the wave

and can be treated adiabatically, while the ion parameters are ζ0i ≪ 1 but ζ1i ∼ 1,

and ions can interact with the wave producing an unstable mode.

To summarize, the parameter ranges relevant to the basic slab drift-wave model

are listed in Table 6.1. While a solution to the slab geometry, temperature gradient

driven, drift-wave model may be determined numerically, this framework does not in-

clude many features necessary for a proper analysis in modern fusion devices (toroidal

effects, realistic geometry, and velocity or magnetic shear to name a few), many of

which can have stabilizing or destabilizing results. Therefore, no stability analysis of

Eq. 6.10 was performed in this thesis.
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Figure 6-7: Drift-wave parameters plotted for 0.6 < r/a < 1.0 over the PCI chord
showing ion and electron parameters during ohmic heating in black and blue and
ion and electron parameters during the highest power level of ECH heating in yellow
and red. Calculations are performed for the high-k mode regime (kθ = 20 cm−1 and
k||/kθ = 0.15). The largest effect of the applied ECH heating is seen in ηe, and the
Landau damping parameter ζmj is of O(1) for only ζ1i.
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Table 6.1: Drift-wave model parameters for ions and electrons during both Ohmic
and ECH heating

Ions Electrons
Ohmic ECH Ohmic ECH

vtj (km/s) 100-200 100-200 4000-20000 4000-20000
ω⋆j/2π (kHz) 20-200 30-300 70-120 50-200

ηj 1-2 1-2 2-5 4-10
√

bj = k⊥ρj 2-4 2-4 0.02-0.07 0.02-0.10
ζ0j 0.04-0.08 0.04-0.09 0.001-0.003 0.001-0.003
ζ1j 2-3 2-3 100-300 100-300
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Chapter 7

Conclusions and Future Work

7.1 Summary

Understanding particle and energy transport in modern fusion experiments and ulti-

mately in reactor relevant regimes is a major thrust of the international fusion energy

research community. Current experimental measurements reveal transport levels that

are usually large compared to those predicted by collisional theories. This so-called

anomalous transport is generally thought to arise from turbulent processes generated

by micro-instabilities. Having a predictive theory, validated against experimental

measurements, that models turbulence and the associated transport is a necessary

step to improving the confinement of fusion devices. Therefore, this thesis is fo-

cused towards a comparison between experimental measurements and the simulation

of short-wavelength turbulence. Upgrades to the diagnostic sensitivity, operational

range, and measurement capacity have been designed, fabricated, and implemented

as part of this work. The upper limits of the PCI operational range have been ex-

tended from 1 MHz and 8 cm−1 to 10 MHz and 40 cm−1 through new high speed

digitizers, and a re-designed optical layout. In addition, the diagnostic sensitivity

has been improved by nearly 10X through numerous improvements to the system

conditioning and data transport electronics. The implementation of Phase Contrast

Imaging (PCI) as a turbulence diagnostic is comparatively simple. The requirements

for in-vessel equipment are minimal, it operates over a wide range of plasma param-
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eters, it provides continuous measurements over a range of wave-numbers, and the

diagnostic is completely non-perturbative. These factors should make PCI very useful

for measuring turbulence in future reactor-relevant machines.

Following the approach by Raman and Nath, this thesis develops a simple frame-

work for a mathematically rigorous treatment of the laser-plasma scattering inter-

action relevant for PCI measurements. This approach has the advantage of being

relatively simple and intuitive. It yields details of the PCI operation such as the

system response to modes propagating non-perpendicular to the PCI chord, and the

system response to defocusing. The defocusing calculation takes into account poten-

tial fabrication errors in the phase plate groove depth, necessary to match calibration

measurements. The theoretical framework is then extended to include the analysis of

a rotating mask placed in any conjugate plane of the PCI optical system, and how

this can be used to measure turbulence as a function of propagation angle about the

PCI chord. Additionally, this work explains the assumptions that must be satisfied

to interpret measurements as a function of propagation angle as being localized along

the PCI chord. The difficulties in applying this technique to the small Bθ/Bφ plasmas

in a tokamak require a novel version of the pitch angle masking technique.

Modifications to the DIII–D Phase Contrast Imaging diagnostic were designed

and implemented to increase the frequency and wave-number range as well as the

system signal-to-noise ratio. Many of the diagnostic improvements were performed

as original work for this thesis. This includes design and analysis of new optical

layouts to accommodate larger scattering angles of short wavelength turbulence and

placement of the rotating mask. Circuit design, analysis, and prototyping, as well

as contracting for PCB fabrication was performed during the development of the

variable gain amplifier and filter (VGAF) circuits. The cylindrical lens technique was

developed and implemented improving the signal-to-noise ratio by 5X. A fiber optic

data transport system was implemented to provide a low noise solution to the PCI

data transport from the DIII–D machine hall to the system digitizers. Additionally,

the work in this thesis has provided absolute calibration measurements of the DIII–D

PCI using both the ultrasonic CW loudspeaker and the fixed frequency transducers.
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Calibrations using ultrasonic waves in air confirm that the upgraded PCI operates

over the range 2 < k < 30 cm−1, and 10 kHz < f < 10 MHz; and analysis of magnetic

field mappings show that the diagnostic covers roughly 0.7 < r/a < 1. The mask

response function was experimentally measured and is in excellent agreement with

theoretical expectations.

Power spectra estimates of DIII–D PCI data exhibit features that are ubiquitous

across most plasma discharges (L-Mode, most H-Mode plasmas) and heating regimes

(ohmic, neutral beam injection, ECH). The largest amplitude turbulence structure

seen with the PCI is a branch in wave-number and frequency space with roughly

constant phase velocity that decays monotonically with increasing frequency. This

branched structure is generally limited to wave-numbers . 15 cm−1. The phase ve-

locity is most closely tied to the plasma rotation, suggesting that the mode frequency

as measured in the lab frame is dominated by the Doppler shift. The main branch

feature is due to turbulence propagating perpendicular to the magnetic field, and is

localized to the edge region of the plasma. A low power component of the signal

is also common across many plasma discharges and appears as a broad structure in

mask angle, indicating that these modes do not propagate perpendicular to the local

magnetic field.

Analysis of PCI measurements using the rotating mask system shows a number

of examples in which turbulence propagates at angles too large to be interpreted as

modes propagating perpendicular to the local magnetic field. Many of these modes

are low power spectral features that are best revealed using the Maximum Entropy

Method (MEM) spectral estimation technique. We show that this spectral estimation

technique is superior in both spectral resolution and sidelobe suppression to that of the

typical Fourier spectral estimation technique. Three classes of turbulence with finite

and large k|| are identified, modes that are localized in wave-number and mask angle

(the high-k and medium-k modes), a broad (in mask angle) background turbulence,

and a low-k “wing” that smears the main branch structure. These modes are seen to

propagate at large angles corresponding to k||/k ∼ 0.1− 0.4.

The most common modern tools used to predict and model plasma turbulence

179



are complex nonlinear simulations built around the gyrokinetic theory. However,

the assumption that the turbulent modes of interest propagate perpendicular to the

magnetic field is made at the outset of the theoretical derivation. As a result, finite

k|| modes are ordered out of the gyrokinetic equations; this imposes an upper limit

on the size of the parallel wave-number, k||/kθ ∼ 0.01. This is verified by linear

simulations using the GYRO code in which the angular response in spectral power

is a narrow peak limited to k||/kθ . 10−4 for wave-numbers larger than 5 cm−1, and

scales as 1/kθ. In light of this fact, we have revisited a basic slab model drift-wave

theory that will have to be extended in the future by including effects due to toroidal

geometry. In addition, high power ECH heating increases the value of ηe by a factor

of 2 in the interior region of the plasma and by nearly a factor of 4 at the edge,

both regions intercepted by the PCI chord. The importance of such effects on plasma

turbulence need to be explained in future theoretical efforts outside of the limitations

of gyrokinetic theory.

7.2 Conclusions

The work in this thesis focused on experimental measurements of plasma density

fluctuations in the DIII–D tokamak using the Phase Contrast Imaging diagnostic.

These measurements are the first in the expanded operational regime that use the

rotating mask to both localize turbulent fluctuations along the PCI chord, as well as

provide measurements as a function of propagation angle about the PCI chord.

The work in this thesis has also led to further insights into the details and operation

of the PCI as a plasma diagnostic. The assumption that the PCI is only sensitive

to modes propagating perpendicular to the chord is valid only when the physical

extent of the mode in the plasma is large (see Sec. 2.1.2). The notches with wave-

number in PCI calibration measurements due to defocusing (the Talbot Effect) can

be phase shifted by imperfections in the phase-plate groove depth. Dual cylindrical

lenses (in one of two valid configurations) can be used to enhance the PCI signal-

to-noise ratio by as much as a factor of 5 by effectively integrating the measurement
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along the toroidal direction. The use of cylindrical lenses also degrades the ability to

make measurements at large propagation angles. Power spectra estimates using the

Maximum Entropy Method result in improved spectral resolution as well as improved

side-lobe level spectral contamination over a basic Fourier based approach. In regard

to turbulence measurements, we draw the following conclusions:

1. The largest amplitude turbulence structures measured by the PCI consist of

branches in wave-number and frequency space with relatively constant phase

velocity, referred to as the “main branches”. These branches decrease in spectral

power with frequency and wave-number ∝ 1/k2.

2. The main branch turbulence propagates perpendicular to the local magnetic

field, and is localized to the plasma edge region (r/a & 0.9) with the response

peaking at the LCFS.

3. Three classes of turbulence have been measured with mask angle responses

too large to be interpreted as propagating near perpendicular to the magnetic

field, and therefore cannot be localized. The high-k and medium-k modes are

localized in wave-number (k ∼ −21 cm−1 and k ∼ +16 cm−1, respectively) and

mask angle with k||/k . 0.15. These modes exist over the frequency range from

100− 400 kHz and 200 − 400 kHz respectively. The background turbulence is

broad in mask angle with k||/k . 0.2 − 0.4 depending on frequency, and the

low-kwings exist to k||/k . 0.05− 0.1.

4. The high-k mode (kρi ∼ 3) spectral power increases with applied ECH and NBI

heating. The applied heating is shown to increase the electron temperature

gradient drive (inverse scale-length, 1/LTe) and decrease the ion temperature

and density gradient drives (1/LT i and 1/Ln) in the edge region r/a & 0.8

where the PCI measurements are made.

5. The derivation of the Gyrokinetic equations assumes an ordering such that

k||/k⊥ ∼ ρ/L ∼ 0.01. GYRO simulations produce self-consistent turbulence

with k||/kθ . 10−4 for k > 5 cm−1 and scales like 1/k.

181



6. A basic temperature-gradient driven drift-wave model in slab geometry shows

that finite k|| modes could interact resonantly with ions through the ion cy-

clotron Doppler resonance terms ζ±1i = (ω ∓ Ωi)/(k||vti) ∼ 1. These m 6= 0

terms in the dispersion relation are not included in the derivation of the gyroki-

netic equations.

The rotating mask technique for localizing measurements along the viewing chord

was designed and implemented on the DIII–D PCI, allowing us to draw several con-

clusions. The rotating mask provides time-dependent measurements as a function of

turbulence propagation angle convolved against a system transfer function as given

in Eq. 2.37. The ability to interpret rotating mask measurements as localized along

the PCI chord requires the assumption that turbulence propagates perpendicular to

the local magnetic field and results in Eq. 2.45. The mask response function (system

transfer function) peaks at (α−γ) and decreases monotonically to zero in both direc-

tions; the width of the peak decreases with increasing wave-number, thus improving

the localization at high-k. Additionally, localization improves for plasma geometries

with low q95, as this increases the range in magnetic pitch across the PCI chord. Fi-

nally, the mask itself can be placed at any conjugate plane in the PCI imaging system

provided the beam is sufficiently collimated in the plasma.

7.3 Future Work

The ability for the DIII–D PCI diagnostic to make short-wavelength, high-k mea-

surements relies on the system having the best signal-to-noise ratio. Currently, the

15 year old HgMnTe detectors are the most limiting component of the PCI system

and we estimate a factor of 5-10 improvement in signal-to-noise with a new detector

array. Unfortunately, due to low demand, HgCdTe (the modern semiconductor mate-

rial used at 10.6 µm) detector arrays produced in the photovoltaic (PV) configuration

are difficult to find at an affordable price (Raytheon Vision Systems, Goleta, CA).

A non-array PV HCT detector can be made from smaller individual elements (Tele-

dyne Judson Technology, Montgomerville, PA). However, this approach would have
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specifications (element size, spacing, alignment tolerance) that would result in lower

S/N, and other degradations in performance. HgCdTe detectors can be acquired in

a photoconductive (PC) configuration (InfraRed Associates Inc., Stuart, FL) with

similar noise levels to that of the PV configuration, however the frequency response

of the PC configuration is not as good, namely the PC response is flat to ∼ 500 kHz

and then falls off with 3dB/octave.

The rotating mask system has been shown to be able to localize measurements

of the “main branch” structures to the plasma edge. With such an ability, one

can determine the propagation direction of the mode around the tokamak, and in

the Phase I geometry, can also use this technique to measure turbulence amplitude

response at two different ballooning angles. This k|| ∼ 0 turbulence is the largest

amplitude structure measured with the PCI, and although edge turbulence is not

well understood, it is thought to set the pedestal parameters and have a large impact

on H-Mode performance. Therefore, studies to characterize scalings of the main

branch turbulence with density, current, ECH heating power level, and other plasma

parameters would be useful to establish a quantitative database to be compared to

edge turbulence codes as they become more mature.

The basic slab geometry drift-wave model for temperature gradient driven turbu-

lence was used in this work to merely point out a potential mechanism for interaction

between modes with large parallel wave-numbers and the plasma through the ion

channel. Solutions to the dispersion relation in this basic model would determine

whether the mode is unstable, however a more robust model including toroidal ef-

fects, realistic geometry, velocity and magnetic shear as well as other important factors

need to be included beyond the limitations of gyrokinetic theory. Such work was not

attempted in this thesis.
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Appendix A

Optical Techniques

The Phase Contrast Imaging diagnostic is just that, an imaging system much like

that of an early camera. For anyone who has used a manual 35 mm camera, the

wave-number of fluctuation is similar to different f# rays in the paraxial limit. Just

as lowering the f-stop (low f# cutoff) on a camera decreases the depth of focus

in the resulting image, so too the high-k are more readily out of focus than the

lower scattering angle low-k fluctuations. A fraction of the PCI optical analysis is

handled accurately in the geometric optics regime (i.e. the paraxial limit of rays, and

focusing optics treated as thin lenses). These geometric optics considerations define

the object, image, and conjugate planes. The object plane is the PCI chord center

of the intersection with the plasma, the image plane is where the detector array is

placed, and the conjugate plane is where the phase plate is located.

The PCI also uses a CO2 laser, operating in the TEM00 mode. Thus the beam

intensity profile is Gaussian, and the beam propagation through the optics is governed

by Gaussian beam propagation laws. Gaussian beams can be described in terms of

laser waists, the Rayleigh range, and the phase front radius of curvature.

The following appendix gives a review of geometric optics and Gaussian beam

propagation laws.
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A.1 Geometric Optics

The locations of both the phase plate (conjugate plane) and detector array (image

plane) are defined by purely geometric optic considerations. An image plane is

defined by the location after a lens where the distance of a given ray from the optical

axis depends only on the distance from the optical axis at the object plane

and not the angle of the ray at the object plane. Conversely, the conjugate plane

is defined by the location after a lens where the distance of a given ray from the

optical axis depends only on the angle of the ray at the object plane and

not the distance from the optical axis at the object plane. Figure A-1 depicts the

geometric optic focusing of a single lens using two sets of parallel rays. We say that

the image plane is “optically equivalent” to the object plane in that all rays from a

specific location in the object plane meet at a specific location at the image plane.

Thus some intensity distribution Sobject(x, y) = S image(Mx,My)/M2, where M is the

magnification of the imaging system and x and y are dimensions perpendicular to the

optical axis.

Conjugate
Plane

Image
PlaneOptic

Focusing

Plane
Object

f0

z0

Figure A-1: Geometric Optics Description of Image and Conjugate Planes

Calculations of how rays propagate when governed by geometric optics are most

easily performed by using the ABCD matrix representation of optical components. In

this approach, each ray is described by a vector where the top index, r, is the distance

measured from the optical axis, and the lower index, r′, is the slope of the ray. When

optical systems operate in the paraxial limit (r′ ≪ 1), rays propagate near horizontal

and the curvature of optical components is similarly small. In this representation the
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free-space propagation matrix F(z) and the thin lens transformation matrix L(f) are

given by Eq. A.1

F(z) =





1 z

0 1



 L(f) =





1 0

− 1
f

1



 . (A.1)

Applying these two matrices to the above single lens imaging system depicted in

Fig. A-1 we get





r(z)

r′(z)



 =





1 z

0 1









1 0

− 1
f0

1









1 z0

0 1









r0

r′0





=





r0(1− z
f0

) + r′0(z0 − z(1− z0
f0

))

r0(− 1
f0

) + r′0(1− z0
f0

)



 .

(A.2)

The above simple calculation shows the propagation of rays through the optical

system in Fig. A-1. It starts with a ray (in the object plane) with a height from the

optical axis r0, and slope r′0. It then propagates a distance z0 through free space,

encounters a lens of focal length f0, and finally propagates a distance beyond the lens

z. Generically, the resulting ray has the form (as a function of z away from the lens)

as given in Eq. A.3.





r(z)

r′(z)



 =





r0(A+ zC) + r′0(B + zD)

r0(C) + r′0(D)



 . (A.3)

At this point it should be clear that the image plane (defined where r is not dependent

on r′0) is located at zimage = −B
D

. The conjugate plane (defined where r is not

dependent on r0) is located at zconj = −A
C

. It doesn’t matter how many lenses you

would like to propagate through. Next, we consider a multiple lens system, z0 to

the first lens of focal length f0, then z1 to the second lens of focal length f1, ...,

finally propagating a distance z after the final lens. The ray will again be given by

an equation identical to Equation A.3 where A,B,C,D will now depend on z0, f0,

z1, f1, ... but the image plane will still be located at zimage = −B
D

and the conjugate
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plane at zconj = −A
C

. It should now be obvious that after every lens in the imaging

system there exists an image plane and a conjugate plane. However, if zimage or zconj

are negative then these planes are said to be virtual, and are therefore not useful to

us as designers of imaging systems.

One can iteratively update the parameters Ai-Di for every free space propagation

and lens pair. The parameters start at A0 = 1, D0 = 1 the rest start equal 0. Then

for every zi, fi pair, the parameters are updated as follows:

Ai = Ai−1 + ziC
i−1

Bi = Bi−1 + ziD
i−1

Ci = Ci−1 − Ai−1

fi
− ziC

i−1

fi

Di = Di−1 − Bi−1

fi
− ziD

i−1

fi
,

(A.4)

or in matrix form,





Ai Bi

Ci Di



 =





1 z

− 1
fi

1− zi

fi









Ai−1 Bi−1

Ci−1 Di−1



 . (A.5)

The properties of the Ai, Bi, Ci, Di parameters relate to the system magnification.

Since after every lens of focal length fi there exists the ith image plane, there must

also be a magnification between that image plane and the object plane. It is simply

r(ziimage)/r0 or

M =
r(ziimage)

r0
=
AiDi − BiCi

Di
=

1

Di
, (A.6)

where in the final equality we’ve used the fact that the determinant of the free space

propagation and lens matrices are unity.

A final relation is useful when computing the change of wave-vector direction from

the scattered beams generated at the object plane, where the PCI probe beam scatters

off density fluctuations, to the scattered beams at the image plane, where the PCI

beams are interfered for detection. Considering rays scattered with r0 = 0, as is the

case for PCI scattered beams, the slope of the ray at the image is r′img = D r′0 = r′0/M .
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If we think in terms of wave-vectors to represent the rays where kr is the radial

component at the object plane and k is the magnitude of the wave-vector at the

object plane, then the wave-vector at the image is

~kimg =
kr
M
r̂ +

√

k2 − k2
r

M2
ẑ. (A.7)

The rotation of the wave-vector from object plane to image plane depends solely on

the overall system magnification and not on the details of the imaging system.

A.2 Gaussian Laser Optics

This section will review the properties of Gaussian beam propagation through an

optical system assumed to operate in the paraxial limit defined in Sec. A.1. The

probe beam used in the DIII–D PCI Diagnostic, a CO2 laser operating in the TEM00

Gaussian mode, is focused to a minimum spot size in the conjugate plane of the

imaging system. At this minimum spot size, the scattered beams are filtered for

measurements of propagation direction as described in Sec. 2.2. If the spot is not

of minimum size at this location, the resolution of such measurements are directly

degraded. Therefore, it is important to understand how Gaussian beams propagate

through focusing optics. The electric field of a Gaussian beam is a solution to the

Helmholtz equation in the paraxial limit

E(x, y, z) = E0
w0

w(z)
e
−

“

r2

w2(z)

”

e
−i

h

kz−tan−1
“

z
z0

”i

e
−i

“

kr2

2R(z)

”

. (A.8)

where r =
√

x2 + y2 is the radial distance from the optical axis, w is the beam waist

(1/e radial distance of the electric field profile), z is the distance along the direction
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of propagation from the beam waist minimum (w0), and the beam parameters

z0 =
kw2

0

2

w(z) = w0

√

1 +

(

z

z0

)2

R(z) = z

[

1 +
(z0
z

)2
]

(A.9)

are all specified in terms of the minimum spot size (w0). Therefore, a Gaussian beam

is defined by knowledge of the minimum spot size, location of the minimum beam

waist (z ≡ 0), and the beam wave-number in the medium k as shown in Fig. A-2.

The beam expands with an angle θ ≃ 2
kw0

, and this can be verified by evaluating w(z)

in the limit z ≫ z0 as given in Eq. A.9.

1/e points of
the E-field

Amplitude of
the E-field

z

r

w0

√
2w0

z0

θ

Figure A-2: Beam expansion of a TEM00 laser mode.

A well known and quite astounding relationship holds for Gaussian beam prop-

agation similar to that used for geometric rays described in Sec. A.1 [102]. Just as

a geometric ray is specified by its parameters (r, r′) which transform simply through

free space and thin lenses, the Gaussian beam is specified by its parameters (w, R)

at every location along the beam. These parameters also transform simply through

free space and thin lenses. This is performed through the definition of the complex
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beam parameter (sometimes called the complex radius of curvature) q, defined as

1

q
=

1

R
− i 2

kw2
. (A.10)

What is astounding is that the complex beam parameter transforms using the same

ABCD propagation parameters as used for geometric rays. It is no longer a matrix

transformation, but given by

1

q
=
C +D(1/q0)

A+B(1/q0)
. (A.11)

That is, if we know the initial Gaussian beam waist size (wi) and its radius of curvature

(Ri) at the starting location, we can compute the initial complex beam parameter

(qi) and propagate it through an arbitrary set of optical components as before. If we

consider the parameters ABCD as containing the information of propagating through

a set of distances and focusing optics (z0, f0, z1, f1, ...), then we can compute the

complex beam parameter at a distance z after the last lens.

1

q(z)
=

C +D(1/qi)

(A+ Cz) + (B + zD)(1/qi)
. (A.12)

The real part of Eq. A.12 gives an expression for the radius of curvature at a distance z

from the last lens, while the imaginary part gives an expression for the waist. Solving

for the beam parameters,

R(z) =

[(

A+ B
Ri

)

+ z
(

C + D
Ri

)]2

+ (B + zD)2 4
k2w4

i
(

C + D
Ri

) [(

A+ B
Ri

)

+ z
(

C + D
Ri

)]

+D(B + zD) 4
k2w4

i

, (A.13)

w2(z) = w2
i

[(

A + B
Ri

)

+ z
(

C + D
Ri

)]2

+ (B + zD)2 4
k2w4

i

D
[(

A + B
Ri

)

+ z
(

C + D
Ri

)]

−
(

C + D
Ri

)

(B + zD)
. (A.14)

After the last lens, the above equations describe the beam parameters. The beam
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minimum waist size will occur at R(z)→∞ or

zwaist = −
4DB
k2w4

i
+
(

C + D
Ri

)(

A+ B
Ri

)

4D2

k2w4
i

+
(

C + D
Ri

)2 . (A.15)

To summarize, a Gaussian laser beam is specified as it propagates through free

space by its radius of curvature and waist (R,w), or equivalently the minimum waist

size (w0) and the location at which the spot is minimum (z ≡ 0). The beam trans-

forms as it passes through focusing optical components through the complex beam

parameter and Eq. A.11.
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Appendix B

Spectral Estimation Techniques

A problem common to many branches of science and engineering is that of estimating

the frequency content of a time-domain signal. In other fields the problem presents

itself in spatial domains, the problem being how one accurately estimates the power

spectrum of a real world signal. It is true, by definition, that the time/frequency

or space/wave-number domains are linked by the Fourier Transform, but only in the

case where the signal is known completely and in the absence of noise. This is, of

course, never the case in the real world, and therefore a signal’s power spectrum is

never truly known, but is instead estimated. The deviations from complete knowledge

of a real world signal are the presence of noise in any real world process, the fact that

the duration of the signal is only known over a limited domain, and (in the case of

modern experiments) the signal is almost always sampled at discrete intervals. There

are a multitude of methods to estimate power spectra (a review of which is beyond

the scope of this work), each with their own assumptions, trade-offs and benefits,

and what may be the best technique for dataset A may not be the best technique for

dataset B. This appendix reviews two approaches to computing power spectra and

how they are applied to the DIII–D PCI data.
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B.1 Basic Fourier Analysis

The most common approach to estimating a signal’s power spectrum is to convert

the Fourier Transform into the discrete domain, and truncate the transform to the

limited region of space that has been sampled. Computationally, we often default to

the Fast Fourier Transform (FFT) as the benefits of speed, efficiency, and wide-spread

use are difficult to ignore. This is not to say that the FFT approach is without its

merits, and we use it regularly with PCI data. To adress the issue of noise in any

real world signal, the proper way to estimate the power spectrum is to average the

power spectra of an ensemble of estimates of the noisy signal. To begin, we start by

defining a time-domain signal as

sj(t) =s(tj)→ {s0, s1, s2, ..., sN−1}

tj =j∆t and j = 0, 1, 2, ..., N − 1,
(B.1)

where generally, for the PCI data analyzed in this thesis, N = 48 × 1024 × 1024

and ∆t = 2.5× 10−7 sec. We use the FFT approach in a method similar to that of

Welch [76], where overlapping windows are used to improve the estimate by averaging

over multiple realizations of the data as depicted in Fig. B-1. Hann windows are used

as the FFT assumes that the data is circular (i.e. the Hann window avoids artifacts

imposed by the edge discontinuities of the circular wrapping). By denoting FD as the

4m

m
Hann window

overlapped estimates

sm/2s0 sm−1 s3m/2−1

Figure B-1: Graphical depiction of Welch’s Method using overlapping, windowed
segments of data in the estimation of power spectra. Here, the overlap is 50%, and a
Hann window is shown.

discrete FFT operator, a typical power spectrum estimate (as shown above in Fig. B-
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1) comprised of 4 spectral windows with 3 overlapping windows can be written

Sj(f) =
2R−2
∑

i=0

∣

∣FD{sj+id, sj+id+1, sj+id+2, ..., sj+(i+1)d−1}
∣

∣

2
, (B.2)

where R is the number of non-overlapped realizations (in the above example R = 4),

d = m/2 is the amount of overlap, in the case shown 50%. For typical DIII–D PCI

data, this process is performed with m = 128 − 1024 and R = 2 − 16, giving power

spectra estimates as a function of time throughout the discharge.

The PCI signal is composed of time series samples from 16 detector elements each

corresponding to a particular spatial location in the plasma. With the 1-D FFT

technique described above, the frequency domain power spectra can be estimated for

any of the 16 detector elements. One might be tempted to apply such an approach

to the spatial dimension as well, however this would be foolhardy as we will discuss

in the following section.

B.1.1 Complications in DIII–D PCI Data

The DIII–D PCI data suffers from a number of complicating factors. First, with only

16 samples, breaking the spatial domain into multiple realizations would reduce the

wave-number resolution to unacceptable levels. Therefore, no ensemble averaging is

possible in this dimension. The PCI detector array is 15 years old, and 4 channels

are degraded or inoperable. This results in a non-uniform multiplicative coefficient in

front of each spatial sample, some of which are 0 for channels that are non-functional.

This coefficient results in the problem of missing spatial samples, and by blindly taking

the FFT in the spatial dimension, the coefficients distort the actual underlying wave-

number spectra. Fortunately, computing the power spectra from the autocorrelation

function (described in the next section) reduces the impact of these imperfections on

the resulting power spectra.
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B.2 2-D Autocorrelation Function Approach

The autocorrelation function (ACF) can be used as an intermediary step on the road

to computing power spectra. This is useful because accurate estimates of the ACF

are still possible in the presence of the complications of missing spatial samples and

non-uniform responsivity for each detector channel. The relationship between the

ACF and the power spectra is easily derived by considering, for example, a 2-D signal

of time and space f(x, t) for which we seek to estimate the power spectra S(k, ω).

We define the ACF as

C(χ, τ) =

∫ ∞

−∞
dt

∫ ∞

−∞
dx f(x, t)f(x+ χ, t+ τ). (B.3)

By operating on both sides with a 2-D Fourier transform we get

∫ ∞

−∞
dχ

∫ ∞

−∞
dτ C(χ, τ)e−ikχe−iωτ =

∫ ∞

−∞
dχ

∫ ∞

−∞
dτ

∫ ∞

−∞
dt

∫ ∞

−∞
dx f(x, t)f(x+ χ, t+ τ)e−ikχe−iωτ .

(B.4)

To get to a definition of the ACF in terms of the autocorrelation function, we focus

on the RHS of Eq. B.4 above. By multiplying the RHS by e−ikxe+ikx and e−iωte+iωt,

and defining the dummy variables ξ = x+ χ and λ = t+ τ , we get

∫ ∞

−∞
dt

∫ ∞

−∞
dx f(x, t)e+ikxe+iωt

∫ ∞

−∞
dξ

∫ ∞

−∞
dλf(ξ, λ)e−ikξe−iωλ, (B.5)

which we can recognize as the complex conjugate of the Fourier transform of the

function f multiplied by the Fourier transform of the function f . This is, by defini-

tion, the power spectra S(k, ω) = F [f ]× F⋆[f ]. This leaves us with the result that

the Fourier transform of the autocorrelation function is the power spectrum of the

underlying signal, or

S(k, ω) =

∫ ∞

−∞
dχ

∫ ∞

−∞
dτ C(χ, τ)e−ikχe−iωτ . (B.6)
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The relation between the power spectrum and correlation function was shown

using a continuous signal. The relation also holds in the discrete domain, that the

Fourier transform of the correlation function is the power spectrum. For PCI data

we can define a 2-D autocorrelation function in the discrete domain as

Cm,n =
Nt−1
∑

i=0

Ns−1
∑

j=0

si,j si+m,j+n, (B.7)

where Nt and Ns are the number of temporal and spatial samples, i+m→ i+m−Nt

for i + m ≥ Nt, and j + n → j + n − Ns for j + n ≥ Ns making the correlation

functions circular.

The relation between the autocorrelation function and the power spectrum is

highly useful for handling missing spatial samples in PCI data because the ACF is

only a function of channel separation. Therefore, one missing channel only reduces

the number of estimates one can form of a given channel separation and does not

entirely remove a given sample in channel separation. For example, if all 16 channels

were available, this would allow us to compute the ACF at channel separations of

0,±1,±2, ...,±15, with 16, 15, 14, ..., 1 estimates of each separation. If instead of all

16 channels we have only the typical subset [1, 3, 4, 6, 7, 9, 10, 12, 13, 14, 15, 16] (i.e.

missing channels 2,5,8,11) then we can still compute the ACF at all 16 channel sepa-

rations [0,±1,±2, ...,±15] with [12, 7, 7, 9, 5, 5, 7, 4, 4, 5, 3, 3, 3, 2, 1, 1] estimates of the

corresponding channel separation. Additionally, the non-uniform responsivity of each

detector channel can be estimated by normalizing each pair of correlations by the root

mean squared of each channel in the given realization. The resulting power spectra

can be re-normalized to the proper total power through Parseval’s well-known theo-

rem.

In this sense, the autocorrelation function is estimated over multiple realizations

using Hann windows in both space and time as was laid out in Sec. B.1. If the

correlations are computed via the FFT (a well known trick in signal processing),

the computation is extremely fast, and only the final FFT of the resulting ACF is

necessary to result in an accurate 2-D power spectra estimation.
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B.3 MEM Spectral Analysis

The Maximum Entropy Method for power spectra estimation has been in use since

Burg in the 1960s [74]. One of the best pedagogical explanations of the merits of the

MEM spectral estimation technique can be found with Ables [75]. Computation of

the MEM spectral estimate can be performed based on the raw time series sj(t) or

from the estimate of an autocorrelation function.

B.3.1 MEM from Time Series

The MEM spectral estimate can be computed from the time series data without

first estimating the autocorrelation function. This is useful in many applications and

produces a robust solution. When the power spectrum of a real valued time series

is needed (and thus there is no phase information), the solution need only produce

a power spectrum for positive frequencies. Such a solution is given in Numerical

Recipes [77]. In the case of complex signals where phase information is available, a

MEM spectral estimation can be computed for both positive and negative frequencies

[74]. Details of the time-series MEM estimates are beyond the scope of this work as

the MEM spectral estimate based on the correlation function is more usefully applied

to PCI data. By computing the power spectrum from the autocorrelation function,

the issues of missing spatial samples due to inoperable detector channels do not distort

the spectral estimate.

B.3.2 MEM from Autocorrelation Function

The MEM spectral estimate can be computed from the autocorrelation function by

setting up a matrix equation. To demonstrate this, we consider a 1-D time series of

complex data similar to that in Eq. B.1. The autocorrelation function can be written

as

Cj =

N−1
∑

i=0

s⋆i si+j , (B.8)
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where i+ j → i+ j−N for i+ j ≥ N making the correlation function circular, and ⋆

denotes the complex conjugate. The correlation function can also be easily computed

from the FFT for computational efficiency. The Maximum Entropy (all-pole) power

spectra is then defined as [103–105]

SMEM(f) =
σ2
p∆t

∣

∣

∣
1−∑p

j=1 a
p
je

−i2πfj∆t
∣

∣

∣

2 (B.9)

where apj is the jth coefficient of a p pole autoregressive model, and σp is called

the “innovations variance,” or the variance in the signal noise. The coefficients apj are

defined in terms of the Yule-Walker equation that relates them to the autocorrelation

function Cj
















C0 C1 · · · Cp−1

C1 C0 · · · Cp−2

...
...

. . .
...

Cp−1 Cp−2 · · · C0

































ap1

ap2
...

app

















=

















C1

C2

...

Cp

















. (B.10)

Note that there can only be as many poles in the model as there are offsets in the

correlation function minus one. For a model of only 3 poles, one only need to compute

4 offsets in the autocorrelation function [C0, C1, C2, C3]. The matrix formed by the

correlation function in Eq. B.10 is a Toeplitz matrix, and the solution of such an

equation is efficiently solved using the Levinson-Durbin recursion algorithm [104,106].

The form of the recursion presented below follows Burgs modification to the standard

algorithm [104].

The recursion solves for the pth order σ2
p and set of [ap1, a

p
2, ..., a

p
p] given the previ-

ous order σ2
p−1, [ap−1

1 , ap−1
2 , ..., ap−1

p−1] and the autocorrelations [C0, C1, ..., Cp] using the

following relations

app =
Cp −

∑p−1
j=1 a

p−1
j Cp−j

σ2
p−1

, (B.11)

apj = ap−1
j − app ap−1

p−j , (B.12)

σ2
p = σ2

p−1

(

1−
∣

∣app
∣

∣

2
)

, (B.13)

199



where |a|2 = a⋆a is the square of the magnitude. The recursion is started with the

solution to the Yule-Walker equation for p = 1 giving the following initialization

a1
1 = C1/C0, (B.14)

σ2
1 = C0

(

1−
∣

∣a1
1

∣

∣

2
)

. (B.15)

The solution to the MEM spectral estimation described in this section was based

on an example autocorrelation function computed for a time series of complex data.

That is, the Yule-Walker equations and Levinson-Durbin recursion algorithm are gen-

eral and apply to complex autocorrelation functions, thereby retaining directionality

in the conjugate space.

B.4 Hybrid MEM/Fourier Spectral Estimate

The PCI data samples plasma fluctuations as a function of both space and time; the

above MEM spectral estimate was given for only a 1-D signal. A full 2-D MEM spec-

tral estimate is a non-linear problem requiring complex iterative solutions [107–109].

The Fourier based spectral estimate works very well in the time-domain because the

sampling is fast and uniform, and the responsivity of the detector elements do not

change in time. The spatial dimension suffers for sparse sampling, missing samples,

and spatially dependent responsivity of the different detector elements. Therefore,

a hybrid Fourier in time, MEM in space spectral estimate is used for analyzing low

power regions of the spectrum (to avoid large side-lobe contamination). The proce-

dure is as follows:

1. For each spatial sample (detector channel), break the time series into multiple

overlapped windows as depicted in Fig. B-1.

2. Compute the normalized autocorrelation function in both space and time, re-

taining only the positive spatial lags.

3. Use the FFT to transform in time, leaving a complex valued correlation function
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at each frequency.

4. For each frequency, use the 1-D MEM solution described in Sec. B.3.2 to trans-

form the correlation function at each frequency into wave-number space.
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