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#### Abstract

We consider two models for directed polymers in space-time independent random media (the O'Connell-Yor semi-discrete directed polymer and the continuum directed random polymer) at positive temperature and prove their KPZ universality via asymptotic analysis of exact Fredholm determinant formulas for the Laplace transform of their partition functions. In particular, we show that for large time $\tau$, the probability distributions for the free energy fluctuations, when rescaled by $\tau^{1 / 3}$, converges to the GUE Tracy-Widom distribution.

We also consider the effect of boundary perturbations to the quenched random media on the limiting free energy statistics. For the semi-discrete directed polymer, when the drifts of a finite number of the Brownian motions forming the quenched random media are critically tuned, the statistics are instead governed by the limiting Baik-Ben Arous-Péché distributions from spiked random matrix theory. For the continuum polymer, the boundary perturbations correspond to choosing the initial data for the stochastic heat equation from a particular class, and likewise for its logarithm - the Kardar-Parisi-Zhang equation. The Laplace transform formula we prove can be inverted to give the one-point probability distribution of the solution to these stochastic PDEs for the class of initial data.
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## 1. Introduction and main results

The main results of this paper are contained in Sections 1.2, 1.3 and 1.4. The below section introduces the study of directed polymers and motivates our main results within that field.
1.1. Directed polymers in random media. This article studies the effect of quenched disorder (homogeneous and inhomogeneous) on a class of path measures introduced first by Huse and Henley [37] which are commonly called directed polymers in a random media
(DPRM). Such polymers are directed in what is often referred to as a time direction, and then are free to configure themselves in the remaining $d$ spatial dimensions. The probability $d P_{\beta, Q}(\pi(\cdot))$ of a given configuration $\pi(\cdot)$ of the polymer is then given relative to an underlying reference path measure $d P_{0}$ by a Radon-Nikodym derivative. This derivative is written as a Boltzmann weight involving a Hamiltonian $H_{Q}$ which assigns an energy to the path1:

$$
d P_{\beta, Q}(\pi(\cdot))=Z_{\beta, Q}^{-1} e^{\beta H_{Q}(\pi(\cdot))} d P_{0}(\pi(\cdot))
$$

In the above equation $\beta$ is the inverse temperature which balances the entropy of the underlying reference path measure with the energy of the Hamiltonian. The subscript $Q$ stands for quenched which means that this $H_{Q}(\pi(\cdot))$ is a function of some disorder $\omega$ which we think of as an element of a probability space. Hence, with respect to this probability space, $H_{Q}$ is a random function. The normalization constant $Z_{\beta, Q}$, given by

$$
Z_{\beta, Q}=\int e^{\beta H_{Q}(\pi(\cdot))} d P_{0}(\pi(\cdot)),
$$

is the quenched partition function, and is a function of $\omega$ as well. The measure $d P_{\beta, Q}$ is a quenched polymer measure since it is also a function of $\omega$. We denote averages with respect to the disorder $\omega$ by $\mathbb{E}$, so that $\mathbb{E}\left(Z_{\beta, Q}\right)$ is the average of the quenched partition function. We denote by $\mathbb{P}$ the probability measure for the disorder $\omega$ and denote the variance with respect to the disorder as Var . From now on we will assume $d P_{0}$ is the path measure of a random walk with either a free end point, or a specified pinned endpoint. The latter case is called a point-to-point polymer. We will focus mainly on point-to-point polymers herein.

At infinite temperature, $\beta=0$, and under standard hypotheses on $d P_{0}$ (i.e., i.i.d. finite variance increments) the measure $d P_{\beta, Q}(\pi(\cdot))$ rescales diffusively to that of a Brownian motion and thus the polymer is purely maximizing entropy. At zero temperature, $\beta=\infty$, the polymer measure concentrates on the path (or paths) $\pi$ which maximize the polymer energy $H_{Q}(\pi)$. A well studied challenge is to understand the effect of quenched disorder at positive $\beta$ on the behavior of a $d P_{\beta, Q}$-typical path of the free energy $F_{Q, \beta}:=\beta^{-1} \ln \left(Z_{\beta, Q}\right)$. A rough description of the behaviour is given by the transversal fluctuation exponent $\xi$ and the longitudinal fluctuation exponent $\chi$. There are many different ways these exponents have been defined, and it is not at all obvious that they exist for a typical polymer model - though it is believed that they do. As $n$ goes to infinity, the first exponent describes the fluctuations of the endpoint of the path $\pi$ : typically $|\pi(n)| \approx n^{\xi}$. The second exponent describes the fluctuations of the free energy: $\operatorname{Var} F_{\beta, Q} \approx n^{2 \chi}$. Assuming the existence of these exponents, in order to have a better understanding of the system it is of essential interest to understand the statistics for the properly scaled location of the endpoint and fluctuations of the free energy.

From now on we will focus entirely on Hamiltonians which take the form of a path integral through a space-time independent noise field (the quenched disorder). In the discrete setting of $d P_{0}$ given as a simple symmetric random walk (SSRW) of length $n$, we consider a homogeneous noise field given by i.i.d. random variables $w_{t, x}$. The quenched Hamiltonian is then defined as $H_{Q}(\pi(\cdot))=\sum_{t=0}^{n} w_{t, \pi(t)}$.

[^0]The first rigorous mathematical work on directed polymers was by Imbrie and Spencer 40 in 1988 where they proved that in dimensions $d \geq 3$ and with small enough $\beta$, the polymer is diffusive $(\xi=1 / 2)$. Bolthausen [15] strengthened the result to a central limit theorem for the endpoint of the walk. This means that in $d \geq 3$ entropy dominates at high enough temperature, i.e., the polymer behaves as if there were no noise. Bolthausen's work relied on the now fundamental observation that renormalized partition function (for $d P_{0}$ a SSRW of length $n) W_{n}=Z_{\beta, Q} / \mathbb{E}\left(Z_{\beta, Q}\right)$ is a martingale. By a zero-one law, the limit $W_{\infty}=\lim _{n \rightarrow \infty} W_{n}$ is either almost surely 0 or almost surely positive.

Since at $\beta=0$ the effect of the randomness $\omega$ vanishes and one has $W_{\infty}=1$, one refers to the case $W_{\infty}>0$ as weak disorder, while the term strong disorder is used when $W_{\infty}=0$. There is a critical value $\beta_{c}$ such that weak disorder holds for $\beta<\beta_{c}$ and strong for $\beta>\beta_{c}$. It is known that $\beta_{c}=0$ for $d \in\{1,2\}$ [21] and $0<\beta_{c} \leq \infty$ for $d \geq 3$. In $d \geq 3$ and weak disorder the walk converges to a Brownian motion [22]. On the other hand, the behavior of the polymer paths in strong disorder is different since there exist (random) points at which the path $\pi$ has a uniform (in $n$ ) positive probability (under $d P_{\beta, Q}$ ) of ending (see [20, 21]).

The KPZ universality conjecture for $d=1$. In this paper we focus on the $d=1$ case. The universality conjecture says that the scaling exponents and limiting fluctuation statistics for the free energy exist and are universal in the sense that they do not depend of the details of the model, provided some generic requirements are satisfied (e.g. the variables $w$ have only local correlations, and enough non-trivial finite moments, see also the review [23]). The models we consider below are predicted to belong to the so-called the Kardar-Parisi-Zhang (KPZ) universality class [44] for which $\xi=2 / 3$ and $\chi=1 / 3$ [34,68]. In particular, since the transition from strong to weak disorder happens at $\beta=0$, the universality conjecture predicts that for any $\beta>0$ the scaling exponents $\xi, \chi$ and the fluctuation statistics equal the corresponding zero temperature ones $(\beta=\infty)$.

The first step to this conjecture is to identify $\xi, \chi$ and describe the scaling limit for polymers and their free energy. This can be done by studying any model believed to be in the universality class. The second step is to show universality, i.e., show that the results are independent of the chosen model. In this paper we show such universality for any $\beta>0$ for two particular polymer models - the semi-discrete and continuum directed random polymers.

Consider now $Z_{\beta, Q}^{\mathrm{pp}}(\tau, x)$ to be the point-to-point partition function of polymers ending at $x$ at time $\tau$. Denote by $F_{\beta, Q}^{\mathrm{pp}}:=\frac{1}{\beta} \ln \left(Z_{\beta, Q}^{\mathrm{pp}}\right)$ the free energy and by $f_{\beta, Q}^{\mathrm{pp}}$ the free energy limit shape (law of large numbers of $F_{\beta, Q}^{\mathrm{pp}}$ along different velocities). Then, a stronger version of the KPZ universality conjecture is to claim that over all models, there exists a unique limit ${ }^{2}$

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \varepsilon^{\chi}\left(F_{\beta, Q}^{\mathrm{pp}}\left(\varepsilon^{-1} \tau, \varepsilon^{-\xi} x\right)-\varepsilon^{-1} f_{\beta, Q}^{\mathrm{pp}}\left(\tau, \varepsilon^{1-\xi} x\right)\right) . \tag{1.1}
\end{equation*}
$$

One issue is that, since we are in the strong disorder regime, the quenched free energy differs from the annealed one (easier to compute) and there is no general way of determining it. The conjectural space-time limit is described in [26] where it is called the KPZ renormalization fixed point. Information about this fixed point has generally come from studying exactly

[^1]solvable models at zero temperature, $\beta=\infty$, such as last passage percolation, TASEP or PNG (see the review [23]). For these models, one indeed finds $\xi=2 / 3, \chi=1 / 3$, and although the existence of the full space-time limit under these scalings is not known, for fixed time $\tau>0$ the limiting spatial process is the Airy ${ }_{2}$ process [42, 53]. This extends the results of [9, 41] that show that the limiting one-point distribution (fixed $(\tau, x)$ ) is governed by the GUE Tracy-Widom distribution [62].

Some of the zero temperature models can be reinterpreted as growth models of interfaces belonging to the KPZ universality class (where the free energy plays the role of a height function). Thus, the universality conjecture says that the height function (properly rescaled) converges to the same limit as the polymer free energy. These other models require initial data (i.e., height function profile at time zero) and the description of the KPZ fixed point takes the limit of this initial data into consideration. The scalings $\xi$ and $\chi$ do not change, but the limiting statistics reflect the initial data (see the reviews [29, 30] and recent experiments [61]). For random polymers the change in statistics occurs for instance if one looks at point-to-line problem instead. We will look at a different way to change the statistics by considering point-to-point polymers with boundary perturbations.

Polymers with boundary perturbations. The role of initial data for growth processes and particle systems can be mimicked in the case of polymers by introducing inhomogeneity into the quenched disorder so as to encourage the path measure to spend more time on the boundary of the underlying path space. For instance consider a polymer with $d P_{0}$ given by a SSRW (either free or point-to-point) in a quenched disorder formed by i.i.d. centered weights $w_{t, x}$, for $x<t$; and i.i.d. boundary weights $w_{t, t}$ with positive mean, for $t \geq 0$. As the mean of the boundary weights $w_{t, t}$ increases, the paths which stay along the boundary for a long time tend to have a larger Boltzmann weight, and above a critical threshold, the energy-entropy competition is dominated by the boundary attraction so that the path spends a macroscopic proportion of its time pinned along the boundary. Note that once a path leaves the boundary it can not return. This leads to Gaussian scalings and statistics for the free energy and hence takes us beyond the basin of attraction for the KPZ renormalization fixed point.

However, in a scaling window of perturbation strength around the critical value, the boundary energy is strong enough to modify the free energy statistics and polymer measure, without modifying the scaling exponents. Modulating the strength within the window one sees a transition from sub to super critical behaviors (in terms of exponents and statistics). Under the scaling (1.1) these critically perturbed polymers should converge to the KPZ fixed point with a certain type of initial data, which results in different statistics than in the homogeneous disorder case. Information about these statistics originated from the analysis of a few solvable zero temperature, $\beta=\infty$, models [8, 10, 12, 17, 18, 38].

Contributions of this paper. In this work we consider two polymer models with boundary perturbations at positive temperature: the O'Connell-Yor semi-discrete directed polymer and the continuum directed random polymer (CDRP). Each of these two models are themselves scaling limits of discrete polymers with general weight distributions when the inverse temperature $\beta$ scales to 0 simultaneously with the other parameters scaling to infinity. This type of scaling is called intermediate disorder scaling as it moves between weak and strong disorder (see [2, 4, 31, 32]). This distinguishes these two models as being somewhat universal
in their own rights, and hence provides increased motivation to prove the KPZ universality conjecture in their cases.

The first contribution of this work is to rigorously establish the KPZ universality conjecture (for one-point scalings and statistics) for these two positive temperature polymer models with boundary perturbations. In particular, we determine the critical perturbation strength and show that the phase diagram of one-point scalings and statistics for these polymers match that of the solvable zero temperature models. These results significantly expand upon the previous proved results for positive temperature polymer models [5, 16, [25, 57, 58].

Our results rely on an algebraic framework for the exact solvability of these polymers which comes from Macdonald processes and their limits and degenerations [16]. One output of that work is an exact formula for the Laplace transform of the partition function for the semi-discrete polymer with arbitrary boundary perturbation strength. From this, [16] showed KPZ universality for the one-point scalings and statistics for the unperturbed semidiscrete polymer at sufficiently low temperatures. The second contribution of this work is to develop a variant on the formulas of [16] for the semi-discrete polymer which are well-adapted for rigorous asymptotic analysis at all temperatures (and for boundary perturbations). This requires modifications at a fairly high level of the hierarchy of models arising from Macdonald processes.

The third contribution is the discovery and proof of exact formulas for the Laplace transform of the partition function for the CDRP with boundary perturbations. The semi-discrete polymer has an intermediate disorder scaling limit in which it converges to the CDRP [31,32], and these formulas are found via rigorous asymptotics of the aforementioned variant on the formulas of [16]. These formulas display a striking similarity (and a clear limit transition) to those of the KPZ fixed point with initial data corresponding to the boundary perturbations [8]. The CDRP free energy solves the Kardar-Parisi-Zhang (KPZ) stochastic PDE and the boundary perturbation corresponds to particular class of half Brownian-like initial data. The discovered formulas also provide a new class of statistics for this equation, which is believed to model the fluctuations of randomly growing interfaces.

Let us now explain in detail our results.
1.2. O'Connell-Yor semi-discrete polymer free energy. The first result is about a semi-discrete directed polymer model introduced by O'Connell and Yor [52].

Definition 1.1. An up/right path in $\mathbb{R} \times \mathbb{Z}$ is an increasing path which either proceeds to the right or jumps up by one unit. For each sequence $0<s_{1}<\cdots<s_{N-1}<\tau$ we can associate an up/right path $\phi$ from $(0,1)$ to $(\tau, N)$ which jumps between the points $\left(s_{i}, i\right)$ and $\left(s_{i}, i+1\right)$, for $i=1, \ldots, N-1$, and is continuous otherwise. Fix a real vector $a=\left(a_{1}, \ldots, a_{N}\right)$ and let $B(s)=\left(B_{1}(s), \ldots, B_{N}(s)\right)$ for $s \geq 0$ be independent standard Brownian motions such that $B_{i}$ has drift $a_{i}$. Let $\mathbb{P}$ and $\mathbb{E}$ denote the probability measure and expectation with respect to the disorder $B(\cdot)$.

Define the energy of a path $\phi$ to be

$$
E(\phi)=B_{1}\left(s_{1}\right)+\left(B_{2}\left(s_{2}\right)-B_{2}\left(s_{1}\right)\right)+\cdots+\left(B_{N}(\tau)-B_{N}\left(s_{N-1}\right)\right) .
$$

Then the O'Connell-Yor semi-discrete directed polymer partition function $\mathbf{Z}^{N}(\tau)$ is given by

$$
\begin{equation*}
\mathbf{Z}^{N}(\tau)=\int e^{E(\phi)} d \phi \tag{1.2}
\end{equation*}
$$

where the integral is with respect to Lebesgue measure on the Euclidean set of all up/right paths $\phi$ (i.e., the simplex of jumping times $0<s_{1}<\cdots<s_{N-1}<\tau$ ). The quenched free energy $\mathbf{F}^{N}(\tau)$ is defined as

$$
\begin{equation*}
\mathbf{F}^{N}(\tau)=\ln \mathbf{Z}^{N}(\tau) \tag{1.3}
\end{equation*}
$$

whereas the annealed free energy is given by $\mathbf{F}_{\mathrm{an}}^{N}(\tau):=\ln \mathbb{E} \mathbf{Z}^{N}(\tau)$.
This model is related to the discrete polymer discussed in the introduction as follows: By rotating an angle of $\pi / 4$ the discrete polymer becomes a measure on up/right lattice paths starting at $(1,1)$ with weights in $\left(\mathbb{Z}_{>0}\right)^{2}$. Consider the point-to-point partition function for paths going from $(1,1)$ to $\left(\tau \varepsilon^{-1}, N\right)$ and rescale the lattice weights like $\varepsilon^{1 / 2} w_{i, j}$. Then as $\varepsilon \rightarrow 0$, due to the invariance principle the up/right lattice paths become like $\phi$ of the above definition, and the discrete path integral energy becomes $E(\phi)$.

We focus on scaling the semi-discrete polymer as $\tau=\kappa N$ for some $\kappa>0$. Due to Brownian scaling, the parameter $\kappa$ can be changed to 1 by replacing $E(\phi)$ by $\kappa^{1 / 2} E(\phi)$ in the exponential of (1.2). In this way, $\kappa$ corresponds to an inverse temperature parameter $\beta=\kappa^{1 / 2}$.

It is easy to calculate the annealed free energy exactly as

$$
\mathbf{F}_{\mathrm{an}}^{N}(\tau)=\frac{\tau}{2}+(N-1) \ln \tau-\ln (N-1)!
$$

which after setting $\tau=\kappa N$ implies that the annealed free energy density converges to

$$
\mathbf{f}_{\mathrm{an}}(\kappa):=\lim _{N \rightarrow \infty} N^{-1} \mathbf{F}_{\mathrm{an}}^{N}(\kappa N)=\frac{\kappa}{2}+\ln \kappa+1 .
$$

Let us briefly relate what the law of large numbers is for the quenched free energy of the unperturbed polymer.

Definition 1.2. The Digamma function is given by $\Psi(z)=\frac{d}{d z} \ln \Gamma(z)$. For $\theta \in \mathbb{R}_{+}$, define

$$
\kappa_{\theta}:=\Psi^{\prime}(\theta), \quad f_{\theta}:=\theta \Psi^{\prime}(\theta)-\Psi(\theta), \quad c_{\theta}:=\left(-\Psi^{\prime \prime}(\theta) / 2\right)^{1 / 3},
$$

or, equivalently, for $\kappa \in \mathbb{R}_{+}$, define

$$
\theta^{\kappa}:=\left(\Psi^{\prime}\right)^{-1}(\kappa) \in \mathbb{R}_{+}, \quad f^{\kappa}:=\inf _{t>0}(\kappa t-\Psi(t)) \equiv f_{\theta^{\kappa}}, \quad c^{\kappa}:=c_{\theta^{\kappa}} .
$$

The following law of large numbers for $\mathbf{F}^{N}(\kappa N)$ was conjectured in 52 and proved in 48 . Consider the semi-discrete directed polymer with drift vector $a=(0, \ldots, 0)$. Then for all $\kappa>0$,

$$
\lim _{N \rightarrow \infty} N^{-1} \mathbf{F}^{N}(\kappa N)=f^{\kappa}, \quad \text { a.s. }
$$

It follows that for all $\kappa>0, \mathbf{f}_{\mathrm{an}}(\kappa)=\frac{\kappa}{2}+\ln \kappa+1>f^{\kappa}$, and the quenched and annealed free energy density converge in the $\kappa \rightarrow 0$ limit. This is in agreement with strong disorder.

Below we analyze the large $N$ asymptotics of the fluctuations of $\mathbf{F}^{N}(\kappa N)$ when centered by $N f^{\kappa}$.

Theorem 1.3. Consider the semi-discrete directed polymer with drift vector $a=\left(a_{1}, \ldots, a_{m}, 0, \ldots, 0\right)$ where $m \leq N$ is fixed and the $m$ non-zero real numbers $a_{1}, a_{2}, \ldots, a_{m}$ may depend on $N$. We can consider without loss of generality that $a_{1} \geq a_{2} \geq \ldots \geq a_{m}$ as the free energy is invariant under permuting these parameters. Then for all $\kappa>0$, we have the following characterization of the limiting behavior of the free energy $\mathbf{F}^{N}(\kappa N)$ as $N \rightarrow \infty$.
(a) If $\lim \sup _{N \rightarrow \infty} N^{1 / 3}\left(a_{1}(N)-\theta^{\kappa}\right)=-\infty$, then

$$
\lim _{N \rightarrow \infty} \mathbb{P}\left(\frac{\mathbf{F}^{N}(\kappa N)-N f^{\kappa}}{c^{\kappa} N^{1 / 3}} \leq r\right)=F_{\mathrm{GUE}}(r),
$$

where $F_{\mathrm{GUE}}$ is the GUE Tracy-Widom distribution [62].
(b) If $\lim _{N \rightarrow \infty} N^{1 / 3}\left(a_{i}(N)-\theta^{\kappa}\right)=b_{i} \in \mathbb{R} \cup\{-\infty\}$ for $i=1, \ldots, m$, then

$$
\lim _{N \rightarrow \infty} \mathbb{P}\left(\frac{\mathbf{F}^{N}(\kappa N)-N f^{\kappa}}{c^{\kappa} N^{1 / 3}} \leq r\right)=F_{\mathrm{BBP}, b}(r),
$$

where $F_{\mathrm{BBP}, b}$ is the Baik-Ben Arous-Péché [8] distribution from spiked random matrix theory, with $b=\left(b_{1}, \ldots, b_{m}\right)$.

The definitions of $F_{\mathrm{GUE}}(r)$ and $F_{\mathrm{BBP}, b}$ are provided below in Definition 1.6. The fact that the result is independent of the ordering of $a_{1}, \ldots, a_{N}$ is apparent from the formulas, see e.g. Theorem 1.17 below. In Section 2 we reduce the proof of this result to a claim on certain asymptotics of the Fredholm determinant formula presented in Section 1.4. We provide a formal critical point derivation of these asymptotics in Section 2 and a rigorous proof later in Section 5 .

Remark 1.4. If $\lim _{N \rightarrow \infty} N^{1 / 3}\left(a_{i}(N)-\theta^{\kappa}\right)=\infty$ then the boundary perturbation overwhelms the free energy fluctuations and the scalings and statistics become Gaussian in nature. This super critical regime is proved for zero temperature polymers [8, 55]. We do not include a proof of this regime here, but it should be readily accessible from the exact formulas via asymptotic analysis.

Remark 1.5. In the unperturbed case, i.e., $a=(0, \ldots, 0)$, a tight upper bound on the exponent for the free energy fluctuation scalings was determined in [58]. In [16] the full onepoint scaling limit was proved for $\kappa>\kappa^{*}$ with $\kappa^{*}$ a large (enough) constant forced by some technical consideration in the asymptotic analysis. In this article we do away with those technical issues which allows us to rigorously extend the asymptotics to all positive $\kappa$, as well as to $\kappa$ tending to zero simultaneously with $N$, as we soon will consider.

Theorem 1.3 is expected by universality, because the same results hold in the zerotemperature limit $(\beta=\infty)$ and the phase transition is expected to be at $\beta=0$. More precisely, the limit of the free energy (divided by $\beta$ ) as $\beta$ goes to infinity and $(N, \tau)$ is fixed, is described by the ground-state maximization problem

$$
\begin{aligned}
M^{N}(\tau) & :=\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \ln \int e^{\beta E(\phi)} d \phi \\
& =\max _{0<s_{1}<\cdots<s_{N-1}<\tau} B_{1}\left(s_{1}\right)+\left(B_{2}\left(s_{2}\right)-B_{2}\left(s_{1}\right)\right)+\cdots+\left(B_{N}(\tau)-B_{N}\left(s_{N-1}\right)\right) .
\end{aligned}
$$

In the unperturbed case, $a_{i} \equiv 0, M^{N}(1)$ is distributed as the largest eigenvalue of an $N \times N$ GUE random matrix [11], see also Theorem 1.1 of 51]. In fact, as a process of $\tau, M^{N}(\tau)$ has the law of the largest eigenvalue of the standard Dyson Brownian motion on Hermitian matrices (the lower eigenvalues are also connected to certain generalizations of the free energy [51]). It follows from the original work of Tracy and Widom [62] and also [33,50] that

$$
\lim _{N \rightarrow \infty} \mathbb{P}\left(\frac{M^{N}(N)-2 N}{N^{1 / 3}} \leq r\right)=F_{\mathrm{GUE}}(r) .
$$

For general drift parameters, $M^{N}(\tau)$ is related to Dyson Brownian motion with drifts and the distribution of $M^{N}(\tau)$ then coincides with the largest eigenvalue of a spiked GUE matrix, for which the analog of Theorem 1.3 was proved by Péché 55. The first such results were for spiked LUE matrices in the work of Baik-Ben Arous-Péché [8].

We now record the definitions of these limiting distributions in terms of Fredholm determinants. Note that there are many equivalent ways to rewrite these formulas (cf. [7]) and we use the most convenient for our purposes.

Definition 1.6. The GUE Tracy-Widom distribution [62] is defined as

$$
F_{\mathrm{GUE}}(r)=\operatorname{det}\left(\mathbb{1}-K_{\mathrm{Ai}}\right)_{L^{2}(r, \infty)},
$$

where $K_{\mathrm{Ai}}$ is the Airy kernel, that has integral representations

$$
K_{\mathrm{Ai}}\left(\eta, \eta^{\prime}\right)=\frac{1}{(2 \pi \mathrm{i})^{2}} \int_{e^{-2 \pi \mathrm{i} / 3} \infty}^{e^{2 \pi \mathrm{i} / 3} \infty} d w \int_{e^{-\pi \mathrm{i} / 3} \infty}^{e^{\pi \mathrm{i} / 3} \infty} d z \frac{1}{z-w} \frac{e^{z^{3} / 3-z \eta}}{e^{w^{3} / 3-w \eta^{\prime}}}=\int_{\mathbb{R}_{+}} d \lambda \operatorname{Ai}(\eta+\lambda) \operatorname{Ai}\left(\eta^{\prime}+\lambda\right),
$$

where in the first representation the contours $z$ and $w$ must not intersect.
The BBP distribution from spiked random matrix theory [8] is defined as

$$
F_{\mathrm{BBP}, b}(r)=\operatorname{det}\left(\mathbb{1}-K_{\mathrm{BBP}, b}\right)_{L^{2}(r, \infty)},
$$

where $b=\left(b_{1} \geq b_{2} \geq \ldots \geq b_{m}\right) \in \mathbb{R}^{m}$ and $K_{\mathrm{BBP}, b}$ is given by

$$
\begin{equation*}
K_{\mathrm{BBP}, b}\left(\eta, \eta^{\prime}\right)=\frac{1}{(2 \pi \mathrm{i})^{2}} \int_{e^{-2 \pi \mathrm{i} / 3} \infty}^{e^{2 \pi \mathrm{i} / 3} \infty} d w \int_{e^{-\pi \mathrm{i} / 3} \infty}^{e^{\pi \mathrm{i} / 3} \infty} d z \frac{1}{z-w} \frac{e^{z^{3} / 3-z \eta}}{e^{w^{3} / 3-w \eta^{\prime}}} \prod_{k=1}^{m} \frac{z-b_{k}}{w-b_{k}}, \tag{1.4}
\end{equation*}
$$

where the path for $w$ passes on the right of $b_{1}, \ldots, b_{m}$ and does not intersect with the path $z$, see Figure 1. It is convenient to extend this definition to allow for $b_{i}=-\infty$ for all $i=\ell+1, \ldots, m$. Calling $\tilde{b}=\left(b_{1}, \ldots, b_{\ell}\right)$ the finite values of $b$, we then set $K_{\mathrm{BBP}, b}=K_{\mathrm{BBP}, \tilde{b}}$ and likewise define $F_{\mathrm{BBP}, b}(r)=F_{\mathrm{BBP}, \tilde{b}}(r)$. Notice that if $m=0$ then $K_{\mathrm{BBP}, b}=K_{\mathrm{Ai}}$. For representations of this kernel in terms of Airy functions see [8].
1.3. Continuum directed random polymer free energy. Just as Brownian motion serves as a paradigm for and universal scaling limit of random walks, the continuum directed random polymer (CDRP) serves a similar role for $1+1$ dimensional directed random polymers [2, 19]. It is proved that the CDRP is the limit of (general weight distribution) discrete [4] or semi-discrete polymers [31] under intermediate disorder scaling in which the inverse temperature (or noise strength) is scaled to zero as the system size grows (so as to converge to space-time white noise). One such result is quoted as Theorem 3.1.


Figure 1. Integration contours for $w$ (dashed) and $z$ (solid) of the kernel $K_{\mathrm{BBP}, b}$. The black dots are $b_{1}, \ldots, b_{m}$.

The directed polymers considered earlier are measures on random walk trajectories reweighted by a Boltzmann weight with Hamiltonian given in terms of a path integral through a space-time independent noise field along the walk's trajectory. In the continuum, random walks are replaced by Brownian motions and the space-time noise field becomes space-time Gaussian white-noise. It is possible to define a path measure in the continuum [3]. Here we will only focus on the continuum limit of the polymer partition function (1.2), not the path measure. We define the CDRP partition function with respect to general boundary perturbations. These perturbations are the limit of critically tuned boundary perturbations of the discrete polymers.

Definition 1.7. The partition function for the continuum directed random polymer with boundary perturbation $\ln \mathcal{Z}_{0}(X)$ is given by the solution to the stochastic heat equation with multiplicative Gaussian space-time white noise and $\mathcal{Z}_{0}(X)$ initial data:

$$
\begin{equation*}
\partial_{T} \mathcal{Z}=\frac{1}{2} \partial_{X}^{2} \mathcal{Z}+\mathcal{Z} \dot{\mathscr{W}}, \quad \mathcal{Z}(0, X)=\mathcal{Z}_{0}(X) \tag{1.5}
\end{equation*}
$$

The initial data $\mathcal{Z}_{0}(X)$ may be random but is assumed to be independent of the Gaussian space-time white noise $\dot{\mathscr{W}}$ and is assumed to be almost surely a sigma-finite positive measure. Observe that even if $\mathcal{Z}_{0}(X)$ is zero in some regions, the stochastic PDE makes sense and hence the partition function is well-defined.

The stochastic heat equation (1.5) is really short-hand for its integrated (mild) form

$$
\mathcal{Z}(T, X)=\int_{-\infty}^{\infty} p(T, X-Y) \mathcal{Z}_{0}(Y) d Y+\int_{0}^{T} \int_{-\infty}^{\infty} p(T-S, X-Y) \mathcal{Z}(S, Y) \dot{\mathscr{W}}(d S, d Y)
$$

where (formally) Gaussian space-time white noise has covariance

$$
\mathbb{E}[\dot{\mathscr{W}}(T, X) \dot{\mathscr{W}}(S, Y)]=\delta(T-S) \delta(Y-X)
$$

and $p(T, X)=(2 \pi T)^{-1 / 2} \exp \left(-X^{2} / 2 T\right)$ is the standard heat kernel. A detailed description of this stochastic PDE and the class of initial data for which it is well-posed can be found in [5, 14], or the review [54].

As long as $\mathcal{Z}_{0}$ is an almost surely sigma-finite positive measure, it follows from work of Müller [49] that, almost surely, $\mathcal{Z}(T, X)$ is positive for all $T>0$ and $X \in \mathbb{R}$. Hence we can take its logarithm.

Definition 1.8. For $\mathcal{Z}_{0}$ an almost surely sigma-finite positive measure define the free energy for the continuum directed random polymer with boundary perturbation $\ln \mathcal{Z}_{0}(X)$ as

$$
\mathcal{F}(T, X)=\ln \mathcal{Z}(T, X)
$$

The random space-time function $\mathcal{F}$ is also the Hopf-Cole solution to the Kardar-ParisiZhang equation with initial data $\mathcal{F}_{0}(X)=\ln \mathcal{Z}_{0}(X)$ [5, 14].

The solution to the stochastic heat equation is interpreted as a polymer partition function due to a version of the Feynman-Kac representation (see [13] or the review [23]):

$$
\mathcal{Z}(T, X)=\mathbb{E}_{B(T)=X}\left[\mathcal{Z}_{0}(B(0)): \exp :\left\{\int_{0}^{T} \dot{\mathscr{W}}(t, B(t)) d t\right\}\right]
$$

where the expectation $\mathbb{E}$ is taken over the law of a Brownian motion $B$ which is run backwards from time $T$ position $X$. The : exp : is the Wick exponential which accounts for the fact that one can not naïvely integrate white noise along a Brownian motion (various equivalent ways exist to define this exponential [5, 13, 23]). By time reversal we may consider this as the partition function for Brownian bridges which can depart at time 0 from any location $B(0) \in \mathbb{R}$ with an energetic cost of $\ln \left(p(T, X-B(0)) \mathcal{Z}_{0}(B(0))\right)$ and then must end at $X$ at time $T$. This departure energy cost is the limit of the boundary perturbations for the discrete and semi-discrete polymers.

Let us introduce the class of boundary perturbations which arise in the limit of the semidiscrete directed polymer partition function with the first few drift parameters $a_{1}, \ldots, a_{m}$ tuned as a function of $N$ in a critical way (and all other drifts zero).

Definition 1.9. The continuum directed random polymer partition function with m-spiked boundary perturbation corresponds to choosing initial data for (1.5) as follows: Fix $m \geq 1$ and a real vector $b=\left(b_{1}, \ldots, b_{m}\right)$; then

$$
\mathcal{Z}_{0}(X)=\mathbf{Z}^{m}(X) \mathbf{1}_{X \geq 0}
$$

where $\mathbf{Z}^{m}(X)$ is defined as in (1.2) with drift vector $b$, and where $\mathbf{1}_{X \geq 0}$ is the indicator function for $X \geq 0$. When $m=0$ we will define 0 -spiked initial data as corresponding to $\mathcal{Z}_{0}(X)=\mathbf{1}_{X=0}$, where $\mathbf{1}_{X=0}$ is the indicator function that $X=0$.

Theorem 1.10. Fix $m \geq 0$ and a real vector $b=\left(b_{1}, \ldots, b_{m}\right)$. Consider the free energy of the continuum directed random polymer with $m$-spiked boundary perturbation with drift vector $b$ (Definition 1.9).
(a) If $m=0$, then for any $T>0$ and any $S$ with positive real part,

$$
\mathbb{E}\left[e^{-S \exp (\mathcal{F}(T, 0)+T / 4!)}\right]=\operatorname{det}\left(\mathbb{1}-K_{\mathrm{CDRP}}\right)_{L^{2}\left(\mathbb{R}_{+}\right)} .
$$

(b) If $m \geq 1$, then for any $T>0$ and any $S$ with positive real part,

$$
\mathbb{E}\left[e^{-S \exp (\mathcal{F}(T, 0)+T / 4!)}\right]=\operatorname{det}\left(\mathbb{1}-K_{\mathrm{CDRP}, b}\right)_{L^{2}\left(\mathbb{R}_{+}\right)} .
$$

The kernel in the above theorem are given now.

Definition 1.11. Fix $m \geq 0$ and a real vector $b=\left(b_{1}, \ldots, b_{m}\right)$. The integral kernel

$$
\begin{equation*}
K_{\mathrm{CDRP}, b}\left(\eta, \eta^{\prime}\right)=\frac{1}{(2 \pi \mathrm{i})^{2}} \int_{\mathcal{C}_{w}} d w \int_{\mathcal{C}_{z}} d z \frac{\sigma \pi S^{(z-w) \sigma}}{\sin (\pi(z-w) \sigma)} \frac{e^{z^{3} / 3-z \eta^{\prime}}}{e^{w^{3} / 3-w \eta}} \prod_{k=1}^{m} \frac{\Gamma\left(\sigma w-b_{k}\right)}{\Gamma\left(\sigma z-b_{k}\right)}, \tag{1.6}
\end{equation*}
$$

where $\sigma=(2 / T)^{1 / 3}$. When $m=0$ the product of Gamma function ratios is replaced by 1 and the resulting kernel is denoted $K_{\mathrm{CDRP}}$. The $w$ contour $\mathcal{C}_{w}$ is from $-\frac{1}{4 \sigma}-\mathrm{i} \infty$ to $-\frac{1}{4 \sigma}+\mathrm{i} \infty$ and crosses the real axis on the right of $b_{1} / \sigma, \ldots, b_{m} / \sigma$. The $z$ contour $\mathcal{C}_{z}$ is taken as $\mathcal{C}_{w}$ shifted to the right by $\frac{1}{2 \sigma}$ (see Figure 圆 for an illustration). Just as in Definition 1.6 there exist integral representations for these kernels involving Airy functions. In particular,

$$
\begin{equation*}
K_{\mathrm{CDRP}}\left(\eta, \eta^{\prime}\right)=\int_{\mathbb{R}} d t \frac{S}{S+e^{-t / \sigma}} \operatorname{Ai}(t+\eta) \operatorname{Ai}\left(t+\eta^{\prime}\right) \tag{1.7}
\end{equation*}
$$

Similar formulas exist for $K_{\mathrm{CDRP}, b}$ involving Gamma deformed Airy functions [25, [39].


Figure 2. Integration contours for $w$ (dashed) and $z$ (solid) of the kernel $K_{\mathrm{CDRP}, b}$. The black dots are $b_{1} / \sigma, \ldots, b_{m} / \sigma$. The path $\mathcal{C}_{z}$ equals $\frac{1}{2 \sigma}+\mathcal{C}_{w}$, so as to avoid the zeros of the sine function.

Remark 1.12. To recover the case of $(m-1)$-spiked from the $m$-spiked boundary perturbation case, one needs to take $b_{m} \rightarrow-\infty$ and simultaneously replace $S$ by $-b_{m} S$.

In Section 3, Theorem 3.1 we explain how the semi-discrete polymer partition function limits to that of the CDRP. This reduces the proof of the above theorem to a claim on the asymptotics of the Fredholm determinant formula presented in Section 1.4. We provide a formal critical point derivation of these asymptotics in Section 3 and a rigorous proof later in Section 6.

Remark 1.13. The above Laplace transform can be inverted via a contour integral in $S$ so as to give the probability distribution for the free energy. Note that the branch cut in $S^{(z-w) \sigma}$ in the integrand in (1.6) should be taken as the negative real axis.

For $m=0$ the free energy probability distribution was discovered simultaneously and independently in both [5, 56] and rigorously proved in [5] via Tracy and Widom's ASEP formulas [63-65, 67]; the above Laplace transform formula was soon after (non-rigorously) derived from the replica trick approach in [19, 27]. For $m=1$ the free energy probability
distribution was discovered and rigorously proved in [25] also via ASEP [66]; the above Laplace transform formula was later (non-rigorously) derived from the replica trick approach in [39]. The general $m \geq 2$ result above is, to our knowledge, new and it is not clear how one would derive or prove it from ASEP.

There are other ways to write the kernel as well as the Fredholm determinant in the theorem, as can be seen in the above mentioned citations.

Remark 1.14. It is not necessary to focus just on the free energy at $(T, 0)$. When $m=0$, for $T$ fixed, $\mathcal{F}(T, X)-\ln p(T, X)$ is a stationary process in $X$ [5] due to the fact that space-time white noise is statistically invariant under affine shifts. For $m \geq 1, \mathcal{F}(T, X)$ is no longer stationary, however, a calculation given in Section 3.2 shows that if we let $\tilde{\mathcal{Z}}_{0}(X) \stackrel{(d)}{=} \mathbf{Z}^{m}(X) \mathbf{1}_{X \geq 0}$ for a shifted drift vector $b=\left(b_{1}+X / T, \ldots, b_{m}+X / T\right)$, then

$$
\mathcal{Z}(T, X)=e^{-\frac{x^{2}}{2 T}} \tilde{\mathcal{Z}}(T, 0)
$$

where $\tilde{\mathcal{Z}}(T, X)$ solves the stochastic heat equation with initial data $\tilde{\mathcal{Z}}_{0}(X)$.
A corollary of the above theorem is the large $T$ asymptotics of the free energy fluctuations for the CDRP with $m$-spiked boundary perturbation.

Corollary 1.15. Fix $m \geq 0$ and a real vector $b=\left(b_{1}, \ldots, b_{m}\right)$. Consider the free energy of the continuum directed random polymer with $m$-spiked boundary perturbation with drift vector $\sigma b$, with $\sigma=(2 / T)^{1 / 3}$ (Definition 1.9).
(a) If $m=0$, then for any $r \in \mathbb{R}$,

$$
\lim _{T \rightarrow \infty} \mathbb{P}\left(\frac{\mathcal{F}(T, 0)+T / 4!}{(T / 2)^{1 / 3}} \leq r\right)=F_{\mathrm{GUE}}(r),
$$

where $F_{\mathrm{GUE}}$ is the GUE Tracy-Widom distribution [62] (see Definition 1.6).
(b) If $m \geq 1$, then for any $r \in \mathbb{R}$,

$$
\lim _{T \rightarrow \infty} \mathbb{P}\left(\frac{\mathcal{F}(T, 0)+T / 4!}{(T / 2)^{1 / 3}} \leq r\right)=F_{\mathrm{BBP}, b}(r)
$$

where $F_{\mathrm{BBP} ; b}$ is the Baik-Ben Arous-Péché [8] distribution from spiked random matrix theory (see Definition (1.6).

For $m=0,1$ the above corollary is proved in [5] and [25] (respectively). Given the new $m \geq 2$ formulas, it is straightforward to prove the full corollary as is done in Section 3.3,
1.4. Fredholm determinant formula for semi-discrete polymer free energy. Theorems 1.3 and 1.10 are proved via asymptotic analysis of a Fredholm determinant formula for the Laplace transform of the O'Connell-Yor semi-discrete directed polymer partition function which we now give as Theorem 1.17. The formula is written in terms of a Fredholm determinant. One of the surprising aspects of the known exactly solvable positive temperature directed random polymers is that the Laplace transform of their partition functions are given by Fredholm determinants. Here we write the Laplace transform as a double-exponential transform of the free energy.


Figure 3. Left: The contour $\mathcal{C}_{\alpha, \varphi}$ (dashed), where the black dots are $a_{1}, \ldots, a_{N}$ and $\alpha>\max \left\{a_{1}, \ldots, a_{N}\right\}$. The contour $v+\mathcal{D}_{v}$ is the solid line. Right: The contour $\mathcal{D}_{v}$, where the thick part is $\mathcal{D}_{v, \sqsubset}$ and the thin part is $\mathcal{D}_{v, \mid}$. The grey dots are at $\{1,2, \ldots\}$

Definition 1.16. For $\alpha \in \mathbb{R}$ and $\varphi \in(0, \pi / 4)$, we define a contour $\mathcal{C}_{\alpha, \varphi}$ that surrounds the portion of the real axis with values less than $\alpha$ by $\mathcal{C}_{\alpha, \varphi}=\left\{\alpha+e^{\mathrm{i}(\pi+\varphi)} y\right\}_{y \in \mathbb{R}_{+}} \cup\left\{\alpha+e^{\mathrm{i}(\pi-\varphi)} y\right\}_{y \in \mathbb{R}_{+}}$. The contour is oriented so as to have increasing imaginary part.

For every $v \in \mathcal{C}_{\alpha, \varphi}$ we choose $R=-\operatorname{Re}(v)+\alpha+1, d>0$, and define a contour $\mathcal{D}_{v}$ as follows: $\mathcal{D}_{v}$ goes by straight lines from $R-\mathrm{i} \infty$, to $R-\mathrm{i} d$, to $1 / 2-\mathrm{i} d$, to $1 / 2+\mathrm{i} d$, to $R+\mathrm{i} d$, to $R+\mathrm{i} \infty$. The parameter $d$ is taken small enough so that $v+\mathcal{D}_{v}$ do not intersect $\mathcal{C}_{\alpha, \varphi}$. We also call $\mathcal{D}_{v, \mid}$ the portion of $\mathcal{D}_{v}$ with real part $R$ and $\mathcal{D}_{v, \sqsubset}$ the remaining part. See Figure 3 for an illustration.

Theorem 1.17. For fixed $N \geq 1, \tau \geq 0$, a drift vector $a=\left(a_{1}, \ldots, a_{N}\right)$, and $\alpha>\max \left\{a_{1}, \ldots, a_{N}\right\}$, the Laplace transform of the partition function for the O'Connell-Yor semi-discrete directed polymer with drift a is given by the Fredholm determinant formula

$$
\mathbb{E}\left[e^{-u \mathbf{Z}^{N}(\tau)}\right]=\operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi}\right)}
$$

where $\mathcal{C}_{\alpha, \varphi}$ is given in Definition 1.16 for any $\varphi \in(0, \pi / 4)$. The operator $K_{u}$ is defined in terms of its integral kernel

$$
\begin{equation*}
K_{u}\left(v, v^{\prime}\right)=\frac{1}{2 \pi \mathrm{i}} \int_{\mathcal{D}_{v}} d s \Gamma(-s) \Gamma(1+s) \prod_{m=1}^{N} \frac{\Gamma\left(v-a_{m}\right)}{\Gamma\left(s+v-a_{m}\right)} \frac{u^{s} e^{v \tau s+\tau s^{2} / 2}}{v+s-v^{\prime}} \tag{1.8}
\end{equation*}
$$

Theorem 5.2.10 of [16] gives a similar formula for the Laplace transform of the semi-discrete directed polymer partition function. The difference between the two formulas is the contours involved - both the contour of the $L^{2}$ space and the contour involved in defining the kernel. The contours of the above formula are unbounded. This somewhat technical modification is important since it enables us to perform rigorous steepest descent analysis as necessary to prove Theorems 1.3 and 1.10 . In [16], the corresponding contours were bounded, thus limiting the asymptotic analysis of the semi-discrete polymer to a low temperature regime.

In order to prove this modified formula we modify the choice of contours very early in the proof of Theorem 5.2 .10 of [16]. In Section 4 we provide a proof of the above formula (see in particular the end of Section 4.1) with the more detailed and technical pieces of the proof delayed until Section 7. The occurrence of unbounded contours introduce some new considerations in proving this theorem. It is not presently clear how to derive the above theorem directly from Theorem 5.2.10 of [16.
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## 2. Free energy fluctuations for the O'Connell-Yor semi-discrete polymer

In this section we reduce the proof of Theorems 1.3 to a statement about the asymptotics of a Fredholm determinant (Theorem 2.1 below). We then provide a formal critical point derivation of the asymptotics, delaying the rigorous proof until Section 5 .

The starting point for the proof of Theorem [1.3] is the Fredholm determinant formula given in Theorem 1.17 for $\mathbb{E}\left[e^{-u \mathbf{Z}^{N}(t)}\right]$. We rely on the fact that under the scalings we consider, the Laplace transform of the partition function converges to the asymptotic probability distribution of the free energy (a similar approach is used in the proof of Corollary 1.15). Towards this aim, define a sequence of functions $\left\{\Theta_{N}\right\}_{N \geq 1}$ by $\Theta_{N}(x)=\exp \left(-\exp \left(c^{\kappa} N^{1 / 3} x\right)\right)$, where $c^{\kappa}$ is given in Definition 1.2, Recall also that we are scaling $\tau=\kappa N$ for $\kappa>0$ fixed.

Assume that the drift vector $a=\left(a_{1}, \ldots, a_{N}\right)$ is as specified in the statement of Theorem 1.3. Set

$$
u=u(N, r, \kappa)=e^{-N f^{\kappa}-r c^{\kappa} N^{1 / 3}}
$$

where $f^{\kappa}$ is as in Definition 1.2 and observe that

$$
\begin{equation*}
\mathbb{E}\left[e^{-u \mathbf{Z}^{N}(\kappa N)}\right]=\mathbb{E}\left[\Theta_{N}\left(\frac{\mathbf{F}^{N}(\kappa N)-N f^{\kappa}}{c^{\kappa} N^{1 / 3}}-r\right)\right] . \tag{2.1}
\end{equation*}
$$

The $N \rightarrow \infty$ asymptotics of the left-hand side of (2.1) can be computed from taking asymptotics of the Fredholm determinant formula given in Theorem 1.17 which states that

$$
\begin{equation*}
\mathbb{E}\left[e^{-u \mathbf{Z}^{N}(\kappa N)}\right]=\operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi}\right)} \tag{2.2}
\end{equation*}
$$

for $\alpha>\max \left\{a_{1}, \ldots, a_{N}\right\}$ and $\varphi \in(0, \pi / 4)$. This asymptotic result is stated as Theorem 2.1 below and proved in Section 5. After explaining how it implies Theorem 1.3 we provide a formal critical point derivation of the asymptotics.

Theorem 2.1. Consider a vector $a=\left(a_{1}, \ldots, a_{m}, 0, \ldots, 0\right)$ where $m \leq N$ is fixed and the $m$ non-zero real numbers $a_{1}, a_{2}, \ldots, a_{m}$ may depend on $N$. We can consider without loss of generality that $a_{1} \geq a_{2} \geq \ldots \geq a_{m}>0$. Then for all $\kappa>0$,
(a) For the unperturbed case, $m=0$,

$$
\lim _{N \rightarrow \infty} \operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi}\right)}=\operatorname{det}\left(\mathbb{1}-K_{\mathrm{Ai}}\right)_{L^{2}(r, \infty)}=F_{\mathrm{GUE}}(r),
$$

where $F_{\mathrm{GUE}}$ is the GUE Tracy-Widom distribution [62].
(b) If $\lim _{N \rightarrow \infty} N^{1 / 3}\left(a_{i}(N)-\theta^{\kappa}\right)=b_{i} \in \mathbb{R} \cup\{-\infty\}$ for $i=1, \ldots, m$, then

$$
\lim _{N \rightarrow \infty} \operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi}\right)}=\operatorname{det}\left(\mathbb{1}-K_{\mathrm{BBP}, b}\right)_{L^{2}(r, \infty)}=F_{\mathrm{BBP}, b}(r),
$$

where $F_{\mathrm{BBP}, b}$ is the Baik-Ben Arous-Péché [8] distribution from spiked random matrix theory.

We remind from Definition 1.6 that when $b_{i}=-\infty, 1 \leq i \leq m$, then $F_{\mathrm{BBP}, b}=F_{\mathrm{GUE}}$.
The above result implies the the right-hand side of (2.1) has a limit $p(r)$ that is a continuous probability distribution function. Here $p(r)$ is the limiting distribution function in cases (a) or (b) of Theorem 2.1. The functions $\Theta_{N}(x-r)$ approximate $\mathbf{1}(x \leq r)$ in the sense necessary to apply Lemma 8.1, and hence $p(r)$ also describes the limiting probability distribution of the free energy:

$$
\lim _{N \rightarrow \infty} \mathbb{P}\left(\frac{\mathbf{F}^{N}(\kappa N)-N f^{\kappa}}{c^{\kappa} N^{1 / 3}} \leq r\right)=p(r) .
$$

This implies Theorem 1.3 ,
2.1. Formal critical point asymptotics for Theorem 2.1. We provide a formal analysis of the asymptotics of the Fredholm determinant $\operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi}\right)}$. In particular, we only focus on the limit of the kernel $K_{u}$, and even in that pursuit, we only consider the pointwise limit of the kernel in (1.8). We also disregard issues respecting the choice of contours. All of these issues are considered in the rigorous proof contained in Section 5 .

The first set of manipulations to $K_{u}$ that we make are to rewrite $\Gamma(-s) \Gamma(1+s)=$ $-\pi / \sin (\pi s)$, and to factor out the ratios of Gamma functions involving those $a_{i}$ for $1 \leq i \leq m$. With a change of variable $\tilde{z}=s+v$, we obtain

$$
\begin{equation*}
K_{u}\left(v, v^{\prime}\right)=\frac{-1}{2 \pi \mathrm{i}} \int d \tilde{z} \frac{\pi}{\sin (\pi(\tilde{z}-v))} \frac{\exp \left(N G(v)+r c^{\kappa} N^{1 / 3} v\right)}{\exp \left(N G(\tilde{z})+r c^{\kappa} N^{1 / 3} \tilde{z}\right)} \frac{1}{\tilde{z}-v^{\prime}} \prod_{k=1}^{m} \frac{\Gamma\left(v-a_{k}\right) \Gamma(\tilde{z})}{\Gamma\left(\tilde{z}-a_{k}\right) \Gamma(v)}, \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
G(z)=\ln \Gamma(z)-\kappa \frac{z^{2}}{2}+f^{\kappa} z \tag{2.4}
\end{equation*}
$$

The problem is now prime for steepest descent analysis of the integral defining the kernel above. The idea of steepest descent is to find critical points for the function in the exponential, and then to deform contours so as to go close to the critical point. The contours should be engineered so that away from the critical point, the real part of the function $G$ in the exponential decays and hence as $N$ gets large, has negligible contribution. This then justifies localizing and rescaling the integration around the critical point. The order of the first nonzero derivative (here third order) determines the rescaling in $N$ (here $N^{1 / 3}$ ) which in turn
corresponds with the scale of the fluctuations in the problem we are solving. It is exactly this third order nature that accounts for the emergence of Airy functions and hence the Tracy Widom (GUE) distribution as well as the BBP transition distributions.

The critical point equation for $G$ is given by $G^{\prime}(z)=0$ with

$$
G^{\prime}(z)=\Psi(z)-\kappa z+f^{\kappa} .
$$

The Digamma function $\Psi(z)=\frac{d}{d z} \ln (\Gamma(z))$ is given in Definition 1.2. Also given in that definition is $\theta^{\kappa} \in \mathbb{R}_{+}$which is the critical point, i.e., $G^{\prime}\left(\theta^{\kappa}\right)=0$. At the critical point $G^{\prime \prime}\left(\theta^{\kappa}\right)=0$ and $G^{(3)}\left(\theta^{\kappa}\right)=\Psi^{\prime \prime}\left(\theta^{\kappa}\right)=-2\left(c^{\kappa}\right)^{3}$ so that Taylor expansion at the critical point gives (up to higher order terms)

$$
G(v) \simeq G\left(\theta^{\kappa}\right)-\frac{\left(c^{\kappa}\right)^{3}}{3}\left(v-\theta^{\kappa}\right)^{3}, \quad G(\tilde{z}) \simeq G\left(\theta^{\kappa}\right)-\frac{\left(c^{\kappa}\right)^{3}}{3}\left(\tilde{z}-\theta^{\kappa}\right)^{3}
$$

This cubic behavior suggests rescaling around $\theta^{\kappa}$ by the change of variables

$$
w=c^{\kappa} N^{1 / 3}\left(v-\theta^{\kappa}\right), \quad w^{\prime}=c^{\kappa} N^{1 / 3}\left(v^{\prime}-\theta^{\kappa}\right), \quad z=c^{\kappa} N^{1 / 3}\left(\tilde{z}-\theta^{\kappa}\right) .
$$

Under the above change of variables we find that as $N \rightarrow \infty$,

$$
\frac{\exp \left(N G(v)+r c^{\kappa} N^{1 / 3} v\right)}{\exp \left(N G(\tilde{z})+r c^{\kappa} N^{1 / 3} \tilde{z}\right)} \rightarrow \frac{\exp \left(z^{3} / 3-r z\right)}{\exp \left(w^{3} / 3-r w\right)}
$$

Note that since the $v, v^{\prime}$ variables were scaled, there is a Jacobian factor of $1 /\left(c^{\kappa} N^{1 / 3}\right)$ introduced into the kernel. Grouping this with the reciprocal sine function we see that as $N \rightarrow \infty$,

$$
\frac{1}{c^{\kappa} N^{1 / 3}} \frac{\pi}{\sin (\pi(v-\tilde{z}))} \rightarrow \frac{1}{w-z}, \quad \frac{d \tilde{z}}{\tilde{z}-v^{\prime}} \rightarrow \frac{d z}{z-w^{\prime}} .
$$

It remains to study the ratio of Gamma functions. This is where the subcriticality (a) versus criticality (b) becomes important. First notice that the factor $\prod_{k=1}^{m} \Gamma(\tilde{z}) / \Gamma(v) \rightarrow 1$. The fact that the critical value for the $a_{i}$ 's is $\theta^{\kappa}$ coincides with the centering of the change of variables is not an accident as we now explain. After the above change of variables

$$
\frac{\Gamma\left(v-a_{k}\right)}{\Gamma\left(\tilde{z}-a_{k}\right)}=\frac{\Gamma\left(\theta^{\kappa}-a_{k}+w /\left(c^{\kappa} N^{1 / 3}\right)\right)}{\Gamma\left(\theta^{\kappa}-a_{k}+z /\left(c^{\kappa} N^{1 / 3}\right)\right)} .
$$

As long as $\lim \sup _{N \rightarrow \infty} N^{1 / 3}\left(a_{k}(N)-\theta^{\kappa}\right)=-\infty$, as $N \rightarrow \infty$, the numerator and denominator both converge to $\Gamma\left(\theta^{\kappa}-a_{k}\right)$ and hence their ratio is 1 . Thus for the subcritical case (a) the limiting kernel is given by

$$
\frac{1}{2 \pi \mathrm{i}} \int d z \frac{1}{(w-z)\left(z-w^{\prime}\right)} \frac{\exp \left(z^{3} / 3-r z\right)}{\exp \left(w^{3} / 3-r w\right)} .
$$

In the critical case, $\lim \sup _{N \rightarrow \infty} N^{1 / 3}\left(a_{k}(N)-\theta^{\kappa}\right)=b_{k}$ for $1 \leq k \leq m$. This means that after the change of variables

$$
\frac{\Gamma\left(v-a_{k}\right)}{\Gamma\left(\tilde{z}-a_{k}\right)}=\frac{\Gamma\left(\left(w-b_{k}\right) /\left(c^{\kappa} N^{1 / 3}\right)\right)}{\Gamma\left(\left(z-b_{k}\right) /\left(c^{\kappa} N^{1 / 3}\right)\right)} \simeq \frac{z-b_{k}}{w-b_{k}}
$$

for large $N$, since $\Gamma(z) \simeq 1 / z$ near 0 . Therefore, in the critical case (b) the limiting kernel is given by

$$
\widetilde{K}_{\mathrm{BBP}, b}\left(w, w^{\prime}\right)=\frac{1}{2 \pi \mathrm{i}} \int d z \frac{1}{(w-z)\left(z-w^{\prime}\right)} \frac{\exp \left(z^{3} / 3-r z\right)}{\exp \left(w^{3} / 3-r w\right)} \prod_{k=1}^{m} \frac{z-b_{k}}{w-b_{k}} .
$$

The variables $w, w^{\prime}$ are integrated along a contour $\mathcal{C}$ from $e^{-2 \pi \mathrm{i} / 3} \infty$ to $e^{2 \pi \mathrm{i} / 3} \infty$, passing on the right of $b_{1}, \ldots, b_{m}$. The variable $z$ is integrated along a contour which goes from $e^{-\pi \mathrm{i} / 3} \infty$ to $e^{\pi \mathrm{i} / 3} \infty$ without crossing $\mathcal{C}$.

The limiting Fredholm determinants we have derived can be rewritten as Fredholm determinants on $L^{2}(r, \infty)$ as shown in Section 8.3, and hence one sees their equivalence to those given in Definition 1.6.

This completes the formal critical point derivation of Theorem 2.1. Let us note, that in order to make this formal manipulations into a proof it is necessary (among other things) to be careful about the contours. First one has to find a steep descent path 3 for $G(v)$, which might not be obvious due to the Digamma function (it turns out a useful representation for the real part of the Digamma function is as an infinite sum, see Section 5.1). Secondly, one would like to find a steep descent path for $-G(\tilde{z})$, but because the path for $\tilde{z}$ has to include all the poles at $v+1, v+2, \ldots$, such path does not exists. The way out we used was to find a steep descent path for $-G(\tilde{z})$ and then add the contributions of the poles at the $v+1, \ldots, v+\ell$ which lie on the left of the path (see Figures 6 and 7 ). Finally, one needs to get estimates so that not only the kernel converges, but also the Fredholm determinant. Further technical details are presented in the proof, see Section 5 .

## 3. Laplace transform of the CDRP partition function

In this section we reduce the proof of Theorem 1.10 to a statement about the asymptotics of a Fredholm determinant (Theorem 2.1 below). We then provide a formal critical point derivation of the asymptotics, delaying the rigorous proof until Section 6. We also include two brief calculations delayed from the introduction.

The CDRP occurs as limits of discrete and semi-discrete polymers under what has been called intermediate disorder scaling. This means that the inverse temperature should be scaled to zero in a critical way as the system size scales up. For the discrete directed polymer it was observe independently by Calabrese, Le Doussal and Rosso [19] and by Alberts, Khanin and Quastel [2] that if one scaled the inverse temperature to zero at the right rate while diffusively scaling time and space, then the discrete polymer partition function converges to CDRP partition function. Using convergence of discrete to continuum chaos series, [4] provide a proof of this result that is universal with respect to the underlying i.i.d. random variables which form the random media (subject to certain moment conditions).

Concerning the semi-discrete directed polymer, 31] prove convergence of the partition function to that of the CDRP. The results of [31] deal with zero drift vector, and in [32] the

[^2]convergence is extended to deal with a finite number of non-zero drifts, critically tuned so as to result in an boundary perturbation for the CDRP partition function.
Theorem 3.1 ( [31, 32]). Fix $T>0, X \in \mathbb{R}, m \geq 0$, and a real vector $b=\left(b_{1}, \ldots, b_{m}\right)$. Set $\kappa=\sqrt{T / N}$ from which $\tau=\kappa N=\sqrt{T N}$, and $\theta=\theta^{\kappa} \simeq \sqrt{N / T}+\frac{1}{2}$. For each $N \geq m$ define a drift vector $a=\left(a_{1}, \ldots, a_{m}, 0, \ldots, 0\right)$ where $a_{k}:=\theta+b_{k}$ for $1 \leq k \leq m$. Consider the O'Connell-Yor semi-discrete polymer partition function $\mathbf{Z}^{N}(\tau)$ with drift vector $a$. For $\sqrt{T N}+X>0$, define its rescaling as
$$
\mathcal{Z}^{N}(T, X)=\frac{\mathbf{Z}^{N}(\sqrt{T N}+X)}{C(N, T, X)}
$$
with scaling constant
$$
C(N, T, X)=\exp \left(N+\frac{1}{2} N \ln (T / N)+\frac{1}{2}(\sqrt{T N}+X)+X \sqrt{N / T}\right) \exp \left(-\frac{1}{2} m \ln (T / N)\right)
$$

Then as $N \rightarrow \infty, \mathcal{Z}^{N}(T, X)$ converges in distribution to $\mathcal{Z}(T, X)$ which is the partition function for the continuum directed random polymer with $m$-spiked boundary perturbation corresponding to drift vector $b$.
Remark 3.2. For $S$ with positive real part, due to the almost sure positivity of $\mathcal{Z}(T, X)$, the above weak convergence also implies convergence of Laplace transforms:

$$
\mathbb{E}\left[e^{-S \mathcal{Z}(T, X)}\right]=\lim _{N \rightarrow \infty} \mathbb{E}\left[e^{-S \mathcal{Z}^{N}(T, X)}\right]
$$

Let us focus on the semi-discrete polymer with drift vector as specified in the above theorem, and $X=0$. Then, rewrite the CDRP partition function in terms of the free energy, the previous remark implies

$$
\mathbb{E}\left[e^{-S \exp (\mathcal{F}(T, 0)+T / 4!)}\right]=\lim _{N \rightarrow \infty} \mathbb{E}\left[e^{-u \mathbf{Z}^{N}(\sqrt{T N})}\right]=\lim _{N \rightarrow \infty} \operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi}\right)}
$$

where

$$
\begin{equation*}
u=S e^{-N-\frac{1}{2} N \ln (T / N)-\frac{1}{2} \sqrt{T N}+T / 4!} e^{\frac{1}{2} m \ln (T / N)}, \tag{3.1}
\end{equation*}
$$

$\alpha>\max \left\{a_{1}, \ldots, a_{N}\right\}$ and $\varphi \in(0, \pi / 4)$. This reduces the proof of Theorem 1.10 to the following.

Theorem 3.3. Fix $S$ with positive real part, $T>0, m \geq 0$, and a real vector $b=\left(b_{1}, \ldots, b_{m}\right)$. Set $\kappa=\sqrt{T / N}$ from which $\tau=\kappa N=\sqrt{T N}$, and $\theta=\theta^{\kappa} \simeq \sqrt{N / T}+\frac{1}{2}$. For each $N \geq m$ define a drift vector $a=\left(a_{1}, \ldots, a_{m}, 0, \ldots, 0\right)$ where $a_{k}:=\theta+b_{k}$ for $1 \leq k \leq m$, and define $u$ by (3.1). Fix any $\alpha>\max \left\{a_{1}, \ldots, a_{N}\right\}$ and $\varphi \in(0, \pi / 4)$. Then, recalling the kernel $K_{u}$ from (1.8), it holds that:
(a) In the unperturbed case, $m=0$,

$$
\lim _{N \rightarrow \infty} \operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi}\right)}=\operatorname{det}\left(\mathbb{1}-K_{\mathrm{CDRP}}\right)_{L^{2}\left(\mathbb{R}_{+}\right)}
$$

with $K_{\mathrm{CDRP}}$ given in Definition 1.11.
(b) For the perturbed case, $m \geq 1$,

$$
\lim _{N \rightarrow \infty} \operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi}\right)}=\operatorname{det}\left(\mathbb{1}-K_{\mathrm{CDRP}, b}\right)_{L^{2}\left(\mathbb{R}_{+}\right)}
$$

with $K_{\mathrm{CDRP}, b}$ given in Definition 1.11.

This theorem is proved in Section 6. However, we now include a formal critical point derivation of the asymptotics.
3.1. Formal critical point aysmptotics for Theorem 3.3. We provide a formal analysis of the asymptotics of the Fredholm determinant $\operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi}\right)}$ under the prescribed scalings. In particular, we only focus on the limit of the kernel $K_{u}$, and even in that pursuit, we only consider the pointwise limit of the kernel in (1.8). We also disregard issues respecting the choice of contours. All of these issues are considered in the rigorous proof contained in Section 6.

Set $\kappa=\sqrt{T / N}$ and note that $u=\left(S / \theta^{m}\right) e^{-N f^{\kappa}+\mathcal{O}\left(N^{-1 / 2}\right)}$ (recall Definition 1.2) so that the result is the same if we just set $u=\left(S / \theta^{m}\right) e^{-N f^{\kappa}}$. It is convenient to do the change of variable $v \rightarrow \theta+\sigma w$ and $\tilde{z} \rightarrow \theta+\sigma z$. In these new variables, the kernel is (up to the approximations) given by

$$
K_{\theta}\left(w, w^{\prime}\right)=\frac{-1}{2 \pi \mathrm{i}} \int d z \frac{\sigma \pi S^{(z-w) \sigma}}{\sin (\pi(z-w) \sigma)} \frac{e^{N G(\theta+\sigma w)-N G(\theta+\sigma z)}}{z-w^{\prime}} \prod_{k=1}^{m} \frac{\Gamma\left(\sigma w-b_{k}\right) \Gamma(\theta+\sigma z) \theta^{\sigma w}}{\Gamma\left(\sigma z-b_{k}\right) \Gamma(\theta+\sigma w) \theta^{\sigma z}},
$$

where $G$ is given by (2.4).
$G$ has a double critical point at $\theta$, as $G^{\prime}(\theta)=G^{\prime \prime}(\theta)=0$. Therefore, using the large $N$ Taylor expansion of $G$ one sees that

$$
N G(\theta+\sigma w) \simeq N G(\theta)-\frac{1}{3} w^{3}
$$

Also, as $\theta$ is going to infinity with $N$, it is immediate that $\Gamma(\theta+\sigma z) \theta^{\sigma w} / \Gamma(\theta+\sigma w) \theta^{\sigma z} \rightarrow 1$. Thus, as $N \rightarrow \infty$, the kernel $K_{\theta}$ goes to

$$
\widetilde{K}_{\mathrm{CDRP}, b}\left(w, w^{\prime}\right)=\frac{-1}{2 \pi \mathrm{i}} \int d z \frac{\sigma \pi S^{(z-w) \sigma}}{\sin (\pi(z-w) \sigma)} \frac{e^{z^{3} / 3-w^{3} / 3}}{z-w^{\prime}} \prod_{k=1}^{m} \frac{\Gamma\left(\sigma w-b_{k}\right)}{\Gamma\left(\sigma z-b_{k}\right)} .
$$

The variables $w, w^{\prime}$ are on the contour $\mathcal{C}_{w}$ and $z$ on $\mathcal{C}_{z}$ of Figure 2. The Fredholm determinant with this kernel can be rewritten as a Fredholm determinant on $L^{2}\left(\mathbb{R}_{+}\right)$as shown in Section 8.3 and one checks that this corresponds with $\operatorname{det}\left(\mathbb{1}-K_{\mathrm{CDRP}, b}\right)_{L^{2}\left(\mathbb{R}_{+}\right)}$as desired.

This completes the brief and formal critical point derivation of Theorem 3.3. The technical challenges in order to produce a rigorous proof are similar to those explained at the end of Section 2. There is a new difficulty with regards to contours which arises in this case, however. The variables $w, w^{\prime}, z$ arose from the change of variables of $v, v^{\prime}, \tilde{z}$. Besides a shift by $\theta$ (which goes to infinity when $N$ ), the variables are just scaled by $\sigma$, which is of order 1 (here $T$ is fixed). This means that all of the singularities of $1 / \sin (\pi(\tilde{z}-v))$ remain in the $N \rightarrow \infty$ scaling. This necessitates significant care in the choice of contours along which to take asymptotics. The complete proof of these asymptotics is given in Section 6 .
3.2. Affine shifting of the perturbed CDRP partition function. The following calculation shows how the claim (for $m \geq 1$ ) in Remark 1.14 is derived. As explained in Section 1.3 , we can write

$$
\mathcal{Z}(T, X)=\int_{-\infty}^{\infty} p(T, Y-X) \mathcal{Z}_{0}(Y) \mathbb{E}_{\substack{B(0)=Y \\ B(T)=X}}\left[: \exp :\left\{\int_{0}^{T} \dot{\mathscr{W}}(t, B(t)) d t\right\}\right] d Y
$$

where $\mathbb{E}_{\substack{B(0)=Y \\ B(T)=X}}$ denotes the expectation over a Brownian bridge $B$ starting at $B(0)=Y$ and ending at $B(T)=X$. Let $\tilde{B}(s)=B(s)-s X / T$, then observe

$$
\mathcal{Z}(T, X)=\int_{-\infty}^{\infty} \frac{p(T, Y)}{p(T, Y)} p(T, Y-X) \mathcal{Z}_{0}(Y) \mathbb{E}_{\substack{\tilde{B}(0)=Y \\ \tilde{B}(T)=0}}\left[: \exp :\left\{\int_{0}^{T} \dot{\mathscr{W}}(t, \tilde{B}(t)) d t\right\}\right] d Y
$$

where the space-time white noise here is the affine shift of the previous one (but, in any case, equal in law). We have also inserted a factor of 1 so that we can now rewrite

$$
\mathcal{Z}(T, X)=e^{-\frac{X^{2}}{2 T}} \int_{-\infty}^{\infty} p(T, Y) \mathcal{Z}_{0}(Y) e^{X Y / T} \mathbb{E}_{\substack{\tilde{B}(0)=Y \\ \tilde{B}(T)=0}}\left[: \exp :\left\{\int_{0}^{T} \dot{\mathscr{W}}(t, \tilde{B}(t)) d t\right\}\right] d Y
$$

If $\mathcal{Z}_{0}(Y)=\mathbf{Z}^{m}(Y) \mathbf{1}_{Y \geq 0}$ for drift vector $b=\left(b_{1}, \ldots, b_{m}\right)$ then $\tilde{\mathcal{Z}}_{0}(Y)=\mathcal{Z}_{0}(Y) e^{X Y / T}=$ $\mathbf{Z}^{m}(Y) \mathbf{1}_{Y \geq 0}$ for drift vector $b=\left(b_{1}+X / T, \ldots, b_{m}+X / T\right)$. Letting $\tilde{\mathcal{Z}}$ correspond to the solution to the stochastic heat equation with $\tilde{\mathcal{Z}}_{0}(Y)$ initial data, we find that

$$
\mathcal{Z}(T, X)=e^{-\frac{x^{2}}{2 T}} \tilde{\mathcal{Z}}(T, 0)
$$

Thus, after a parabolic shift, and an addition of drift into the boundary perturbation, the distribution of the general $X$ free energy can also be determined from Theorem 1.10 as well.
3.3. Proof of Corollary 1.15. Recall $\sigma=(2 / T)^{1 / 3}$. Let us focus on $m \geq 1$ and note that $m=0$ is proved identically. Define a sequence of function $\left\{\Theta_{T}\right\}_{T \geq 0}$ by $\Theta_{T}(x)=e^{-e^{x / \sigma}}$. Then if we set $S=e^{-r / \sigma}$

$$
\begin{equation*}
\mathbb{E}\left[e^{-S \exp (\mathcal{F}(T, 0)+T / 4!)}\right]=\mathbb{E}\left[\Theta_{T}\left(\frac{\mathcal{F}(T, 0)+T / 4!}{\sigma^{-1}}-r\right)\right] . \tag{3.2}
\end{equation*}
$$

Let us first calculating the $T \rightarrow \infty$ limit of the Fredholm determinant expression for the left-hand side of the above equality. It is easy to see that in this limit

$$
K_{\mathrm{CDRP}, \sigma b}\left(\eta, \eta^{\prime}\right) \rightarrow K_{\mathrm{BBP}, b}\left(\eta+r, \eta^{\prime}+r\right) .
$$

This is because $T \rightarrow \infty$ corresponds to $\sigma \rightarrow 0$ and thus

$$
\frac{\sigma \pi S^{(z-w) \sigma}}{\sin (\pi(z-w) \sigma)} \rightarrow \frac{e^{-r(z-w)}}{z-w}, \quad \frac{\Gamma\left(\sigma\left(w-b_{k}\right)\right)}{\Gamma\left(\sigma\left(z-b_{k}\right)\right)} \rightarrow \frac{z-b_{k}}{w-b_{k}} .
$$

One readily identifies the resulting expression with that of Definition 1.6. The tail bounds necessary to justify this are not hard (see [5, 25] for instance). Going back to (3.2), this implies that

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \mathbb{E}\left[\Theta_{T}\left(\frac{\mathcal{F}(T, 0)+T / 4!}{\sigma^{-1}}-r\right)\right]=F_{\mathrm{BBP}, b}(r) . \tag{3.3}
\end{equation*}
$$

Since (away from $x=r) \Theta_{T}(x-r)$ is converging to $\mathbf{1}_{x \leq r}$ (and in particular due to Lemma8.1),

$$
\lim _{T \rightarrow \infty} \mathbb{E}\left[\Theta_{T}\left(\frac{\mathcal{F}(T, 0)+T / 4!}{\sigma^{-1}}-r\right)\right]=\lim _{T \rightarrow \infty} \mathbb{P}\left(\frac{\mathcal{F}(T, 0)+T / 4!}{\sigma^{-1}} \leq r\right)
$$

and hence the corollary is proved.

## 4. Proof of Theorem 1.17: The main formula

The proof of Theorem 1.17 follows closely the proof of Theorem 5.2.10 in [16]. The major difference is that the formula resulting from Theorem 5.2.10 had bounded contours which were unsuitable for the full scope of asymptotic analysis necessary to prove Theorems 1.3 and 1.10. This somewhat minor modification to the final formula requires us to modify the proof quite early on and in fact the unboundedness of contours results in a fair number of new technical steps in the proof. We produce in this section the complete proof. Results used along the way which are stated and proved in [16] are not reproved. Some of the more technical points in the proof are delayed until Section 7.

To prove Theorem 1.17 we use the theory of Macdonald processes as developed in [16. As we explain below in Section 4.1, due to O'Connell's work 51 on a continuum version of tropical RSK correspondence, the partition function $\mathbf{Z}^{N}(t)$ arises as a marginal of the Whittaker process (or measure). Macdonald processes sit above Whittaker processes due to the hierarchy of symmetric functions. Under suitable scaling, Macdonald processes converge weakly to Whittaker processes (and hence a suitable marginal converges to $\mathbf{Z}^{N}(t)$ ). Due to the Macdonald difference operators and the Macdonald version of the Cauchy identity it is possible to compute simple formulas for expectations of a large class of observables of Macdonald processes. In particular it is possible to compute $q$-moments for the marginal random variable which converges to $\mathbf{Z}^{N}(t)$. A $q$-Laplace transform can be rigorously computed by taking an appropriate generating function of the $q$-moments, and switching the expectations and summation is rigorously justified. For the $q$-Laplace transform we find a nice Fredholm determinant. Taking the degeneration of Macdonald processes to Whittaker processes, the $q$-Laplace transform becomes the usual Laplace transform, and due to the weak convergence, we recover the desired formula for the Laplace transform of $\mathbf{Z}^{N}(t)$.

We do not provide an introduction to the theory of Macdonald symmetric functions here. Instead we refer readers to Section 2.1 of [16] for all of the relevant details, or to Chapter VI of [47]. We also do not define Macdonald processes in their full generality but content ourselves with studying a certain set of marginals of the processes which are called Macdonald measures, and a certain Plancherel specialization.
4.1. O'Connell's Whittaker measure and its relation to polymers. In order to state the pre-asymptotic Laplace transform formula and set up its derivation, it is useful to introduce a few concepts. Initially they may seem a little out of place, but due to O'Connell's work [51] (some of which is recorded in Theorem 4.3) the connection to the semi-discrete polymer becomes clear. This connection is analogous to the relation between last passage percolation and the Schur process (see e.g. [43]).

The class-one $\mathfrak{g l}_{N}$-Whittaker functions are basic objects of representation theory and integrable systems [28,45]. One of their properties is that they are eigenfunctions for the quantum $\mathfrak{g l}_{N}$-Toda chain. As showed by Givental [36], they can also be defined via the following integral representation

$$
\psi_{\lambda}\left(x_{N, 1}, \ldots, x_{N, N}\right)=\int_{\mathbb{R}^{N(N-1) / 2}} e^{\mathcal{F}_{\lambda}(x)} \prod_{k=1}^{N-1} \prod_{i=1}^{k} d x_{k, i}
$$

where $\lambda=\left(\lambda_{1}, \ldots, \lambda_{N}\right)$ and

$$
\mathcal{F}_{\lambda}(x)=\mathrm{i} \sum_{k=1}^{N} \lambda_{k}\left(\sum_{i=1}^{k} x_{k, i}-\sum_{i=1}^{k-1} x_{k-1, i}\right)-\sum_{k=1}^{N-1} \sum_{i=1}^{k}\left(e^{x_{k, i}-x_{k+1, i}}+e^{x_{k+1, i+1}-x_{k, i}}\right) .
$$

For any $\tau>0$ set

$$
\theta_{\tau}\left(x_{1}, \ldots, x_{N}\right)=\int_{\mathbb{R}^{N}} \psi_{\nu}\left(x_{1}, \ldots, x_{N}\right) e^{-\tau \sum_{j=1}^{N} \nu_{j}^{2} / 2} m_{N}(\nu) \prod_{j=1}^{N} d \nu_{j}
$$

with the Skylanin measure

$$
m_{N}(\nu)=\frac{1}{(2 \pi)^{N}(N)!} \prod_{j \neq k} \frac{1}{\Gamma\left(\mathrm{i} \nu_{k}-\mathrm{i} \nu_{j}\right)} .
$$

Note that our definition of Whittaker functions differs by factors of i from those considered by O'Connell 51].

Definition 4.1. For $N \geq 1$, define the Whittaker measure with respect to a vector $a=\left(a_{1}, \ldots, a_{N}\right) \in \mathbb{R}^{N}$ via the density function (with respect to Lebesgue) given by

$$
\begin{equation*}
\mathbf{W M}_{\left(a_{1}, \ldots, a_{N} ; \tau\right)}\left(\left\{T_{i}\right\}_{1 \leq i \leq N}\right)=e^{-\tau \sum_{j=1}^{N} a_{j}^{2} / 2} \psi_{\iota a}\left(T_{1}, \ldots, T_{N}\right) \theta_{\tau}\left(T_{1}, \ldots, T_{N}\right) \tag{4.1}
\end{equation*}
$$

The fact that this measure integrates to one follows from analytic continuation of the orthogonality relation for Whittaker functions (see [16] Proposition 4.1.17). We write expectations with respect to Whittaker measures as $\langle\cdot\rangle_{\mathbf{w M}_{\left(a_{1}, \ldots, a_{N} ; \tau\right)}}$.

Let us remark that in [16,51] the Whittaker measure is a level $N$ marginal of a measure on triangular arrays called the Whittaker process, which is also defined via Whittaker functions, but whose precise definition will not be important for us in this work.

The connection between the Whittaker measure and the semi-discrete polymer is best explained by introducing an extension to the polymer partition function and free energy.

Definition 4.2. The hierarchy of partition functions $\mathbf{Z}_{n}^{N}(\tau)$ for $0 \leq n \leq N$ is defined so that $\mathbf{Z}_{0}^{N}(\tau)=1$ and for $n \geq 1$,

$$
\mathbf{Z}_{n}^{N}(\tau)=\int_{D_{n}^{N}(\tau)} e^{\sum_{i=1}^{n} E\left(\phi_{i}\right)} d \phi_{1} \cdots d \phi_{n}
$$

where the integral is with respect to the Lebesgue measure on the Euclidean set $D_{n}^{N}(\tau)$ of all n-tuples of non-intersecting (disjoint) up/right paths with initial points $(0,1), \ldots,(0, n)$ and endpoints $(\tau, N-n+1), \ldots,(\tau, N)$. For a path $\phi_{i}$ which starts at $(0, i)$, ends at $(\tau, N-n+i)$ and jumps between levels $j$ and $j+1$ at times $s_{j}$, the energy $E\left(\phi_{i}\right)$ is defined as

$$
E\left(\phi_{i}\right)=B_{i}\left(s_{i}\right)+\left(B_{i+1}\left(s_{i+1}\right)-B_{i+1}\left(s_{i}\right)\right)+\cdots+\left(B_{N}(\tau)-B_{N}\left(s_{N-1}\right)\right),
$$

with $B_{1}, \ldots, B_{N}$ independent Brownian motions. It follows that $\mathbf{Z}_{1}^{N}(\tau)=\mathbf{Z}^{N}(\tau)$ as defined in (1.2).

The hierarchy of free energies $\mathbf{F}_{n}^{N}(\tau)$ for $1 \leq n \leq N$ is defined via

$$
\mathbf{F}_{n}^{N}(\tau)=\ln \left(\frac{\mathbf{Z}_{n}^{N}(\tau)}{\mathbf{Z}_{n-1}^{N}(\tau)}\right) .
$$

It follows that $\mathbf{F}_{1}^{N}(\tau)=\mathbf{F}^{N}(\tau)$ as defined in (1.3).
The following result is shown in [51] by utilizing a continuous version of the tropical RSK correspondence (see also [24] for a discrete analog) and certain Markov kernel intertwining relations.

Theorem 4.3. Fix $N \geq 1, \tau \geq 0$ and a vector of drifts $a=\left(a_{1}, \ldots, a_{N}\right)$, then $\left\{\mathbf{F}_{n}^{N}(\tau)\right\}_{1 \leq n \leq N}$ is distributed according to the Whittaker measure $\mathbf{W M}_{\left(-a_{1}, \ldots,-a_{N} ; \tau\right)}$ of (4.1).

More is shown in [51] including the fact that the collection of free energies evolves as a Markov diffusion with infinitesimal generator given in terms of the quantum $\mathfrak{g l}_{N}$ Toda lattice Hamiltonian; as well as the fact that the entire triangular array $\mathbf{F}(\tau)$ is distributed according to the Whittaker process which we briefly mentioned earlier.

Remark 4.4. It is useful to note the following symmetry: The transformation $T_{i} \leftrightarrow-T_{N+1-i}$ maps $\mathbf{W M}_{\left(-a_{1}, \ldots,-a_{N} ; \tau\right)}$ to $\mathbf{W M}_{\left(a_{1}, \ldots, a_{N} ; \tau\right)}$ (the sign of $a_{j}$ 's changes). This easily follows from the definition of $\mathbf{W M}_{\left(a_{1}, \ldots, a_{N} ; \tau\right)}$.

The result below is similar to the formula found in Theorem 4.1.40 of [16] except that the contours have been modified. This technical change requires us to go through the proof of this theorem and perform a number of estimates which are harder than in [16], due to the unboundedness of the contours.

Theorem 4.5. Fix $N \geq 1, \tau>0$ and a vector $a=\left(a_{1}, \ldots, a_{N}\right) \in \mathbb{R}^{N}$ and $\alpha>\max \left\{a_{i}\right\}$. Then for all $u \in \mathbb{C}$ with positive real part

$$
\left\langle e^{-u e^{-T_{N}}}\right\rangle_{\mathbf{W M}_{\left(a_{1}, \ldots, a_{N} ; \tau\right)}}=\operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi}\right)}
$$

where the operator $K_{u}$ is defined in terms of its integral kernel

$$
\begin{equation*}
K_{u}\left(v, v^{\prime}\right)=\frac{1}{2 \pi \mathrm{i}} \int_{\mathcal{D}_{v}} d s \Gamma(-s) \Gamma(1+s) \prod_{m=1}^{N} \frac{\Gamma\left(v-a_{m}\right)}{\Gamma\left(s+v-a_{m}\right)} \frac{u^{s} e^{v \tau s+\tau s^{2} / 2}}{v+s-v^{\prime}} \tag{4.2}
\end{equation*}
$$

The paths $\mathcal{C}_{\alpha, \varphi}$ and $\mathcal{D}_{v}$ are as in Definition 1.16, where $\varphi$ is any angle in $(0, \pi / 4)$.
This theorem is proved over the course of the rest of this section, with the more technical aspects of the proof relegated to the later Section 7. Before going into this, let us note that in view Theorem 4.3, the proof of Theorem 1.17 is now immediate.

Proof of Theorem 1.17. By appealing to Theorem4.3 and Remark 4.4 we relate $\mathbf{Z}^{N}(\tau)$ to $T_{N}$ as

$$
\left\langle e^{-u e^{-T_{N}}}\right\rangle_{\mathbf{W M}_{\left(a_{1}, \ldots, a_{N} ; \tau\right)}}=\mathbb{E}\left[e^{-u \mathbf{Z}^{N}(\tau)}\right] .
$$

Applying Theorem 4.5 gives the claimed Laplace transform and completes the proof.
4.2. Macdonald measures. We now turn to the proof of Theorem 4.5. Before giving the proof (as we do in Section 4.5) we need to recall and develop a variation on the solvability framework of Macdonald measures [16].

The Macdonald measure is defined as (following the notation of [16] where it is introduced and studied)

$$
\operatorname{MM}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)(\lambda)=\frac{P_{\lambda}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N}\right) Q_{\lambda}(\rho)}{\Pi\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)} .
$$

Here $\lambda$ is a partition of length $\ell(\lambda) \leq N$ (i.e., $\lambda=\left(\lambda_{1} \geq \lambda_{2} \geq \cdots \lambda_{N} \geq 0\right)$ ) and $P_{\lambda}$ and $Q_{\lambda}$ are Macdonald symmetric functions which are defined with respect to two additional parameter: 4 $q, t \in[0,1)$. The notation $P_{\lambda}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N}\right)$ means to specialize the symmetric function to an $N$ variable symmetric polynomial, and then evaluate those $N$ variables at the $\tilde{a}_{i}{ }^{\prime}{ }^{5} 5$. The notation $Q_{\lambda}(\rho)$ means to apply a specialization $\rho$ to $Q_{\lambda}$. A specialization of a symmetric function $f$ in the space Sym of symmetric functions of an infinite number of indeterminants is an algebra homomorphism $\rho: \operatorname{Sym} \rightarrow \mathbb{C}$, and its application to $f$ is written as $f(\rho)$. We will focus here on a single class of Plancherel specializations $\rho$ which are defined with respect to a parameter $\gamma>0$ via the relation

$$
\begin{equation*}
\sum_{n \geq 0} g_{n}(\rho) u^{n}=\exp (\gamma u)=: \Pi(u ; \rho) . \tag{4.3}
\end{equation*}
$$

Here $u$ is a formal variable and $g_{n}=Q_{(n)}$ is the $(q, t)$-analog of the complete homogeneous symmetric function $h_{n}$. The above generating function in $u$ is denoted $\Pi(u ; \rho)$. Since $g_{n}$ forms a $\mathbb{Q}[q, t]$ algebraic basis of Sym, this uniquely defines the specialization $\rho$. The Plancherel specialization has the property that $Q_{\lambda}(\rho) \geq 0$ for all partitions $\lambda$.

On account of the Cauchy identity for Macdonald polynomials

$$
\sum_{\lambda: \ell(\lambda) \leq N} P_{\lambda}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N}\right) Q_{\lambda}(\rho)=: \Pi\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)=\Pi\left(\tilde{a}_{1} ; \rho\right) \cdots \Pi\left(\tilde{a}_{N} ; \rho\right) .
$$

Our ability to compute expectations of observables for Macdonald measures comes from the following idea: Assume we have a linear operator $\mathcal{D}$ on the space of functions in $N$ variables whose restriction to the space of symmetric polynomials diagonalizes in the basis of Macdonald polynomials: $\mathcal{D} P_{\lambda}=d_{\lambda} P_{\lambda}$ for any partition $\lambda$ with $\ell(\lambda) \leq N$. Then we can apply $\mathcal{D}$ to both sides of the identity

$$
\sum_{\lambda: \ell(\lambda) \leq N} P_{\lambda}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N}\right) Q_{\lambda}(\rho)=\Pi\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right) .
$$

Dividing the result by $\Pi\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)$ we obtain

$$
\begin{equation*}
\left\langle d_{\lambda}\right\rangle_{\mathbf{M M}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)}=\frac{\mathcal{D} \Pi\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)}{\Pi\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)}, \tag{4.4}
\end{equation*}
$$

[^3]where $\langle\cdot\rangle_{\mathbf{M M}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)}$ represents averaging over the specified Macdonald measure. If we apply $\mathcal{D}$ several times we obtain
$$
\left\langle d_{\lambda}^{k}\right\rangle_{\operatorname{MM}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)}=\frac{\mathcal{D}^{k} \Pi\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)}{\Pi\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)} .
$$

If we have several possibilities for $\mathcal{D}$ we can obtain formulas for averages of the observables equal to products of powers of the corresponding eigenvalues. One of the remarkable features of Macdonald polynomials is that there exists a large family of such operators for which they form the eigenbasis (and this fact can be used to define the polynomials). These are the Macdonald difference operators. We need only consider the first of these operators $D_{N}^{1}$ which acts on functions $f$ of $N$ independent variables as

$$
\left(D_{N}^{1} f\right)\left(x_{1}, \ldots, x_{N}\right)=\sum_{i=1}^{N} f\left(x_{1}, \ldots, x_{i-1}, q x_{i}, x_{i+1}, \ldots, x_{N}\right) \prod_{j \neq i} \frac{t x_{i}-x_{j}}{x_{i}-x_{j}}
$$

This difference operator takes symmetric polynomials to symmetric polynomials and acts diagonally on Macdonald polynomials.
Proposition 4.6 (VI(4.15) of [47]). For any partition $\lambda=\left(\lambda_{1} \geq \lambda_{2} \geq \cdots\right)$ with $\lambda_{m}=0$ for $m>N$

$$
D_{N}^{1} P_{\lambda}\left(x_{1}, \cdots, x_{N}\right)=\left(q^{\lambda_{1}} t^{N-1}+q^{\lambda_{2}} t^{N-2}+\cdots+q^{\lambda_{N}}\right) P_{\lambda}\left(x_{1}, \cdots, x_{N}\right)
$$

Although the operator $D_{N}^{1}$ does not look particularly simple, it can be represented by contour integrals by properly encoding the shifts in terms of residues.
Proposition 4.7 (Proposition 2.2 .13 of [16]). Fix $k \geq 1$. Assume that $F\left(u_{1}, \ldots, u_{N}\right)=$ $f\left(u_{1}\right) \cdots f\left(u_{N}\right)$. Take $x_{1}, \ldots, x_{N}>0$ and assume that $f(u)$ holomorphic and nonzero in a complex neighborhood of an interval in $\mathbb{R}$ that contains $\left\{q^{i} x_{j} \mid i=0, \ldots, k, j=1 \ldots, N\right\}$. Then $\frac{\left(\left(D_{n}^{1}\right)^{k} F\right)(x)}{F(x)}=\frac{(t-1)^{-k}}{(2 \pi \mathrm{i})^{k}} \oint \cdots \oint_{1 \leq a<b \leq k} \prod_{1} \frac{\left(t z_{a}-q z_{b}\right)\left(z_{a}-z_{b}\right)}{\left(z_{a}-q z_{b}\right)\left(t z_{a}-z_{b}\right)} \prod_{c=1}^{k}\left(\prod_{m=1}^{N} \frac{\left(t z_{c}-x_{m}\right)}{\left(z_{c}-x_{m}\right)}\right) \frac{f\left(q z_{c}\right)}{f\left(z_{c}\right)} \frac{d z_{c}}{z_{c}}$,
where the $z_{c}$-contour contains $\left\{q z_{c+1}, \ldots, q z_{k}, x_{1}, \ldots, x_{N}\right\}$ and no other singularities for $c=1, \ldots, k$.

Observe that $\Pi\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)=\prod_{i=1}^{N} \Pi\left(\tilde{a}_{i} ; \rho\right)$. Hence, Proposition 4.7 is suitable for evaluating the right-hand side of equation (4.4) and hence computing the associated observable of the Macdonald process.
4.3. The emergence of a Fredholm determinant. Macdonald polynomials in $N$ variables with $t=0$ are also known of as $q$-deformed $\mathfrak{g l}_{N}$ Whittaker functions [35]. We now denote the Macdonald measure as $\mathbf{M M}_{t=0}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)$ and refer to these as $q$-Whittaker measures.

The partition function for the corresponding $q$-Whittaker measure $\mathbf{M M}_{t=0}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)$ when $\rho$ is Plancherel simplifies as

$$
\sum_{\lambda \in \mathbb{Y}(N)} P_{\lambda}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N}\right) Q_{\lambda}(\rho)=\Pi\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)=\prod_{j=1}^{N} \exp \left(\gamma \tilde{a}_{j}\right)
$$

4.3.1. Formulas for $q$-moments. Let us take the limit $t \rightarrow 0$ of Proposition 4.7. Write

$$
\mu_{k}=\left\langle q^{k \lambda_{N}}\right\rangle_{\mathbf{M M}_{t=0}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)}
$$

Then

$$
\begin{equation*}
\mu_{k}=\frac{(-1)^{k} q^{\frac{k(k-1)}{2}}}{(2 \pi \mathrm{i})^{k}} \oint \cdots \oint \prod_{1 \leq A<B \leq k} \frac{z_{A}-z_{B}}{z_{A}-q z_{B}} \frac{f\left(z_{1}\right) \cdots f\left(z_{k}\right)}{z_{1} \cdots z_{k}} d z_{1} \cdots d z_{k} \tag{4.5}
\end{equation*}
$$

where $f(z)=\prod_{i=1}^{N} \frac{\tilde{a}_{i}}{\tilde{a}_{i}-z} \exp \{(q-1) \gamma z\}$ and where the $z_{j}$-contours contain $\left\{q z_{j+1}, \ldots, q z_{k}\right\}$ as well as $\left\{\tilde{a}_{1}, \ldots, \tilde{a}_{N}\right\}$ but not 0 . For example when $k=2$ and all $\tilde{a}_{i} \equiv 1, z_{2}$ can be integrated along a small contours around 1 , and $z_{1}$ is integrated around a slightly larger contour which includes 1 and the image of $q$ times the $z_{2}$ contour.

We have encountered the point at which we diverge from [16]. In particular, we will now deform our contours from bounded curves to infinite contours (as justified by Cauchy's theorem). This may not seem so significant presently, but in the final formula this frees us up to deform contours to steepest descent contours and hence to rigorously prove the various asymptotics desired for our limit theorems. However, the unboundedness of contours introduces new complications which we must address.

First, however, let us define two important unbounded contours we will soon encounter.
Definition 4.8. For an illustration, see Figure 4 For any $\tilde{\alpha}>0$ and $\varphi \in(0, \pi / 4)$ define $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}=\left\{\tilde{\alpha}+e^{-\mathrm{i} \varphi \operatorname{sgn}(y)} y, y \in \mathbb{R}\right\}$ (note that it is oriented so as to have decreasing imaginary part). For $w \in \widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$ for some choice of parameters, define a contour $\widetilde{\mathcal{D}}_{w}$ in the same way as $\mathcal{D}_{w}$ of Definition 1.16 but with $R$ and $d$ taken such that the following holds: For all $s \in \widetilde{\mathcal{D}}_{w}$ (i) if $b=\frac{\pi}{4}-\frac{\varphi}{2}$, then $\arg \left(w\left(q^{s}-1\right)\right) \in(\pi / 2+b, 3 \pi / 2-b)$; (ii) $q^{s} w$ lies to the left of $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$.

Remark 4.9. Let us check that the contours $\widetilde{\mathcal{D}}_{w}$ in above definition actually exist. Fix $\varphi \in(0, \pi / 4)$ and fix a contour $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$ as above. For $w \in \widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$ we must show that there exists $R$ and $d$ as desired to satisfy (i) and (ii). The existence of these contains is clear for $|w|$ small, so let us consider when $|w|$ is sufficiently large. Then the argument of $w$ is roughly $\varphi$ (actually, $\pm \varphi$ but let us focus on $w$ with positive imaginary part). Then, for $R>R_{0}$ large enough and $d<d_{0}$ small enough (though positive) it follows from basic geometry that the argument of $w\left(q^{s}-1\right)$ can be bounded in $(\pi / 2+b, 3 \pi / 2-b)$. In order that $q^{s} w$ avoid $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$. it suffices that $d$ be less than a constant times $|w|^{-1}$ and that $|w| q^{R}$ be small (but still of order 1 ). This implies that $R$ can be chosen roughly as $-\ln _{q}|w|$.

For the moment we will only make use of the contour $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$.
Lemma 4.10. Fix $k \geq 1$ and consider positive $\tilde{a}_{1}, \ldots, \tilde{a}_{N}$. Then, for any $\varphi \in(0, \pi / 4)$,

$$
\mu_{k}=\frac{(-1)^{k} q^{\frac{k(k-1)}{2}}}{(2 \pi \mathrm{i})^{k}} \int \cdots \int \prod_{1 \leq A<B \leq k} \frac{z_{A}-z_{B}}{z_{A}-q z_{B}} \frac{f\left(z_{1}\right) \cdots f\left(z_{k}\right)}{z_{1} \cdots z_{k}} d z_{1} \cdots d z_{k}
$$

with $f(z)=\exp ((q-1) \gamma z) \prod_{i=1}^{N} \frac{\tilde{a}_{i}}{\tilde{a}_{i}-z}$ and the $z_{j}$-contours given by $\widetilde{\mathcal{C}}_{\tilde{\alpha}_{j}, \varphi}$ where $\left\{\tilde{\alpha}_{j}\right\}_{j=1}^{N}$ are positive real numbers such that $\tilde{\alpha}_{j}<q \tilde{\alpha}_{j+1}$ for all $1 \leq j \leq N-1$ and $\tilde{\alpha}_{N}<\min _{i}\left\{\tilde{a}_{i}\right\}$.


Figure 4. (a) $w$-contour $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$. The black dots are $\tilde{a}_{1}, \ldots, \tilde{a}_{N}$; (b) $s$-contour $\widetilde{\mathcal{D}}_{w}$ which depends on the value of $w \in \widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi} ;$ (c) The contour $\widetilde{\mathcal{D}}_{w}$ is chosen so that $q^{s} w$ sits entirely to the left of $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$ as is demonstrated here; (d) The image of $q^{s}$ for $s \in \widetilde{\mathcal{D}}_{w}$. The value of $d$ and $R$ are also chosen so that the argument of $w\left(q^{s}-1\right)$ is contained in $(\pi / 2+b, 3 \pi / 2-b)$. This amounts to making sure that the angle $q^{s}-1$ makes with the negative real axis is within $(-b, b)$.

Proof. The formula in (4.5) for $\mu_{k}$ involves closed contours for the $z_{j}$ which can be chosen to be concentric circles centered on the real axis and with their left crossing point with the real axis a $\tilde{\alpha}_{j}$ (the $z_{A}$ contours containing $q$ times the $z_{B}$ contour for all $A<B$ as well as the poles at the $\left.\tilde{a}_{i}{ }^{\prime} \mathrm{s}\right)$. We now proceed to expand these contours to the infinite contours $\widetilde{\mathcal{C}}_{\tilde{\alpha}_{j}, \varphi}$, one at a time. We start with $z_{1}$. We may freely deform $z_{1}$ to a pie slice shape with radius $r \gg 1$ made up of the portion of $\widetilde{\mathcal{C}}_{\tilde{\alpha}_{1}, \varphi}$ with distance from $\alpha_{1}$ less than $r$, and then a circular arc through the real axis: precisely the contour is $\left\{\tilde{\alpha}_{1}+e^{\mathrm{i} \varphi} t\right\}_{0 \leq t \leq r} \cup\left\{\tilde{\alpha}_{1}+e^{-\mathrm{i} \varphi} t\right\}_{0 \leq t \leq r} \cup\left\{\tilde{\alpha}+e^{\mathrm{i} \sigma} r\right\}_{-\varphi \leq \sigma \leq \varphi}$. We would like to replace this by the infinite contour $\widetilde{\mathcal{C}}_{\tilde{\alpha}_{1}, \varphi}$. To justify this observe that for $z$ with positive real part, $f(z)$ decays exponentially with respect to the real part of $z$. Since $\varphi \in(0, \pi / 4)$, as $r$ goes to infinity, the contributions of the contour integral away from the origin along both the pie slice and the limiting contour become negligible, and hence the replacement is justified. This procedure can be repeated for $z_{2}$ and so on until the contours are as claimed in the lemma. Note that as the original contours were positively oriented circles,
and the expanded sections were on the left of the circles, the contours are now oriented so as to have decreasing imaginary part.

In order to combine the $q$-moments $\mu_{k}$ into a Fredholm determinant it is useful to have all of the contours coincide. This, however, involves keeping track of the residues which result from such a deformation. First, define the $q$-Pochhammer symbol and $q$-factorial as

$$
(a ; q)_{n}=\prod_{i=0}^{n-1}\left(1-q^{i} a\right), \quad k_{q}!:=\frac{(q ; q)_{k}}{(1-q)^{k}} .
$$

Proposition 4.11. Fix $k \geq 1$ and consider a meromorphic function $f(z)$ with $N$ poles $\tilde{a}_{1}, \ldots, \tilde{a}_{N}$ with positive real part. Then setting

$$
\mu_{k}=\frac{(-1)^{k} q^{\frac{k(k-1)}{2}}}{(2 \pi \mathrm{i})^{k}} \int \cdots \int \prod_{1 \leq A<B \leq k} \frac{z_{A}-z_{B}}{z_{A}-q z_{B}} \frac{f\left(z_{1}\right) \cdots f\left(z_{k}\right)}{z_{1} \cdots z_{k}} d z_{1} \cdots d z_{k}
$$

we have

$$
\begin{aligned}
\mu_{k}= & k_{q}!\sum_{\substack{\lambda \not-k \\
\lambda=1^{m_{1}} 2^{m_{2}} \ldots}} \frac{1}{m_{1}!m_{2}!\cdots} \\
& \times \frac{(1-q)^{k}}{(2 \pi \mathrm{i})^{\ell(\lambda)}} \int \cdots \int \operatorname{det}\left[\frac{1}{w_{i} q^{\lambda_{i}}-w_{j}}\right]_{i, j=1}^{\ell(\lambda)} \prod_{j=1}^{\ell(\lambda)} f\left(w_{j}\right) f\left(q w_{j}\right) \cdots f\left(q^{\lambda_{j}-1} w_{j}\right) d w_{j},
\end{aligned}
$$

with the $z_{j}$-contours given by $\widetilde{\mathcal{C}}_{\tilde{\alpha}_{j}, \varphi}$ where $\left\{\tilde{\alpha}_{j}\right\}_{j=1}^{k}$ are positive real numbers such that $\tilde{\alpha}_{j}<q \tilde{\alpha}_{j+1}$ for all $1 \leq j \leq k-1$ and $\tilde{\alpha}_{k}<\min _{i}\left\{\tilde{a}_{i}\right\}$, and where the $w_{j}$-contours are all the same and given by $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$ for any $\tilde{\alpha} \in\left(0, \min _{i}\left\{\tilde{a}_{i}\right\}\right)$. The notation $\lambda \vdash k$ above means that $\lambda$ partitions $k$ (i.e., if $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots\right.$ ) then $k=\sum \lambda_{i}$ ), and the notation $\lambda=1^{m_{1}} 2^{m_{2}} \cdots$ means that $i$ shows up $m_{i}$ times in the partition $\lambda$.

Proof. Word-for-word repetition of that for Proposition 3.2.1 of [16].
4.3.2. A first Fredholm determinant. Before stating our first Fredholm determinant in this derivation, let us recall how such determinants are defined. Fix a Hilbert space $L^{2}(X, \mu)$ where $X$ is a measure space and $\mu$ is a measure on $X$. When $X=\mathcal{C}$ is a simple smooth contour in $\mathbb{C}$, we write $L^{2}(\mathcal{C})$ where $\mu$ is understood to be the path measure along $\mathcal{C}$ divided by $2 \pi \mathrm{i}$. When $X$ is the product of a discrete set $D$ and a contour $\mathcal{C}, \mu$ is understood to be the product of the counting measure on $D$ and the path measure along $\mathcal{C}$ divided by $2 \pi \mathrm{i}$. Let $K$ be an integral operator acting on $f(\cdot) \in L^{2}(X, \mu)$ by $K f(x)=\int_{X} K(x, y) f(y) d \mu(y)$. $K(x, y)$ is called the kernel of $K$. One way of defining the Fredholm determinant of $K$, for trace class operators $K$, is via the Fredholm series

$$
\begin{equation*}
\operatorname{det}(\mathbb{1}+K)_{L^{2}(X, \mu)}=1+\sum_{n=1}^{\infty} \frac{1}{n!} \int_{X} \cdots \int_{X} \operatorname{det}\left[K\left(x_{i}, x_{j}\right)\right]_{i, j=1}^{n} \prod_{i=1}^{n} d \mu\left(x_{i}\right) . \tag{4.6}
\end{equation*}
$$

In fact, if an operator $K$ is such that the above right-hand side series is absolutely convergent, then we still write it as $\operatorname{det}(\mathbb{1}+K)$ as short-hand even if $K$ is not trace class. This is
sufficient for our purposes as we will deal directly with the expansion. We will often write only $\operatorname{det}(\mathbb{1}+K)_{L^{2}(X)}$ for $\operatorname{det}(\mathbb{1}+K)_{L^{2}(X, \mu)}$.

Our first Fredholm determinant formula now follows.
Proposition 4.12. Fix $k \geq 1$ and consider positive $\tilde{a}_{1}, \ldots, \tilde{a}_{N}$. Then for any $\varphi \in(0, \pi / 4)$ and any $\tilde{\alpha} \in\left(0, \min _{i}\left\{\tilde{a}_{i}\right\}\right)$, there exists a positive constant $C \geq 1$ such that for all $|\zeta|<C^{-1}$,

$$
\begin{equation*}
\left\langle\frac{1}{\left(\zeta q^{\lambda_{N}} ; q\right)_{\infty}}\right\rangle_{\mathbf{M M}_{t=0}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)}=\operatorname{det}(\mathbb{1}+K)_{L^{2}\left(\mathbb{Z}_{>0} \times \widetilde{\mathcal{c}}_{\tilde{\alpha}, \varphi}\right)} \tag{4.7}
\end{equation*}
$$

where the kernel $K$ is given by

$$
\begin{equation*}
K\left(n_{1}, w_{1} ; n_{2}, w_{2}\right)=\frac{\zeta^{n_{1}} f\left(w_{1}\right) f\left(q w_{1}\right) \cdots f\left(q^{n_{1}-1} w_{1}\right)}{q^{n_{1}} w_{1}-w_{2}} \tag{4.8}
\end{equation*}
$$

with

$$
f(w)=\exp ((q-1) \gamma w) \prod_{m=1}^{N} \frac{\tilde{a}_{m}}{\tilde{a}_{m}-w} .
$$

Recall that the contour $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$ is given in Definition 4.8.
The left-hand-side of (4.7) is the $q$-Laplace transform of the random variable $q^{\lambda_{N}}$ (with respect to the $e_{q}$ exponential) - see Section 3.1.1 of [16]. The $q$-Binomial theorem is analogous to Taylor expansion of the $e_{q}$ exponential. Because $q^{\lambda_{N}}<1$ it we can justify interchanging the summation (of the series expansion resulting from the $q$-Binomial theorem) and the expectation and hence we find that the $q$-Laplace transform can be written as a generating series of $q$-moments. Using the expression for these moments coming from Proposition 4.11 it is an easy formal manipulation of terms in a summation to turn this generating series into the desired Fredholm determinant. A little extra arguing shows that these formal manipulations are numerical equalities and proves the claimed result. The details are given in Section 7.1,
4.3.3. A Fredholm determinant suitable for asymptotics. By using a Mellin-Barnes type integral representation and analytic continuation we can reduce our Fredholm determinant to that of an operator acting on a single contour. The above developments all lead to the following result.

Theorem 4.13. Fix $\rho$ a Plancherel (see equation 4.3)) Macdonald nonnegative specialization and positive $\tilde{a}_{1}, \ldots, \tilde{a}_{N}$. Then for all $\zeta \in \mathbb{C} \backslash \mathbb{R}_{+}$

$$
\begin{equation*}
\left\langle\frac{1}{\left(\zeta q^{\lambda_{N}} ; q\right)_{\infty}}\right\rangle_{\mathbf{M M}_{t=0}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)}=\operatorname{det}\left(\mathbb{1}+\tilde{K}_{\zeta}\right)_{L^{2}\left(\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}\right)} \tag{4.9}
\end{equation*}
$$

where $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$ as in Definition 4.8 with any $\tilde{\alpha} \in\left(0, \min _{i}\left\{\tilde{a}_{i}\right\}\right)$ and any $\varphi \in(0, \pi / 4)$. The operator $\tilde{K}_{\zeta}$ is defined in terms of its integral kernel

$$
\tilde{K}_{\zeta}\left(w, w^{\prime}\right)=\frac{1}{2 \pi \mathrm{i}} \int_{\tilde{\mathcal{D}}_{w}} \Gamma(-s) \Gamma(1+s)(-\zeta)^{s} g_{w, w^{\prime}}\left(q^{s}\right) d s
$$

where

$$
\begin{equation*}
g_{w, w^{\prime}}\left(q^{s}\right)=\frac{\exp \left(\gamma w\left(q^{s}-1\right)\right)}{q^{s} w-w^{\prime}} \prod_{m=1}^{N} \frac{\left(q^{s} w / \tilde{a}_{m} ; q\right)_{\infty}}{\left(w / \tilde{a}_{m} ; q\right)_{\infty}} \tag{4.10}
\end{equation*}
$$

and the contour $\widetilde{\mathcal{D}}_{w}$ is as in Definition 4.8.
The details of the proof of this result are given in Section 7.2.
4.4. Weak convergence to the Whittaker measure. We are now almost prepared to relate the above discussion to the Fredholm determinant in Theorem 4.5. The connection relies on the following weak convergence of probability measures result.

Theorem 4.14 (Theorem 4.1.20 of [16]). Fix $N \geq 1$, a drift vector $a=\left(a_{1}, \ldots, a_{N}\right) \in \mathbb{R}^{N}$, and a time parameter $\tau>0$. For positive $\tilde{a}_{1}, \ldots, \tilde{a}_{N}$ and $\gamma>0$, consider a partition $\lambda=\left(\lambda_{1}, \ldots, \lambda_{N}\right)$ distributed according to the $q$-Whittaker measure (i.e., Macdonald measure at $t=0) \mathbf{M M}_{t=0}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)$ with Plancherel specialization $\rho$ determined by $\gamma$. For a small parameter $\varepsilon>0$ let
$q=e^{-\epsilon}, \quad \gamma=\tau \epsilon^{-2}, \quad \tilde{a}_{j}=e^{-\epsilon a_{j}}, \quad \lambda_{j}=\tau \epsilon^{-2}-(N+1-2 j) \epsilon^{-1} \ln \epsilon+T_{j} \epsilon^{-1}, \quad 1 \leq j \leq N$.
Consider the $\varepsilon$-indexed measure induced on $\left\{T_{j}\right\}_{1 \leq j \leq N}$. This measure weakly converges, as $\varepsilon \rightarrow 0$, to the Whittaker measure $\mathbf{W M}_{\left(a_{1}, \ldots, a_{N}, \tau\right)}$ on $\left\{T_{j}\right\}_{1 \leq j \leq N}$.
4.5. Proof of Theorem 4.5. We may now combine the above results to provide a proof of Theorem 4.5. We follow approach taken in proving Theorem 4.1.40 of [16] but due to the unboundedness of the contours with which we are dealing, there are a number of extra and somewhat involved estimates we must make. These are stated as propositions and proved in Sections 7.4 and 7.5 .

The proof splits into two parts. Step 1: We prove that the left-hand side of equation (4.9) of Theorem 4.13 converges to $\left\langle e^{-u e^{-T_{N}}}\right\rangle_{\mathbf{W M}_{\left(a_{1}, \ldots, a_{N} ; \tau\right)}}$. This relies on combining Theorem4.14 (which provides weak convergence of the $q$-Whittaker measure to the Whittaker measure) with Lemma 8.2 and the fact that the $q$-Laplace transform converges to the usual Laplace transform. Step 2: We prove that the Fredholm determinant expression coming from the right-hand side of Theorem 4.13 converges to the Fredholm determinant given in the theorem we are presently proving (see 4.2).

In accordance with the scalings of Theorem 4.14, we scale the parameters of Theorem 4.13 as

$$
\begin{array}{ll}
q=e^{-\varepsilon}, & \gamma=\tau \varepsilon^{-2}, \quad \tilde{a}_{k}=e^{-\varepsilon a_{k}}, \quad 1 \leq k \leq N \\
w=q^{v}, & \zeta=-\varepsilon^{N} e^{\tau \varepsilon^{-1}} u, \quad \lambda_{N}=\tau \varepsilon^{-2}+(N-1) \varepsilon^{-1} \ln \varepsilon+T_{N} \varepsilon^{-1} . \tag{4.11}
\end{array}
$$

Step 1: We assume throughout that $u \in \mathbb{C}$ with positive real part. Rewrite the left-hand side of equation (4.9) in Theorem 4.13 as

$$
\left\langle\frac{1}{\left(\zeta q^{\lambda_{N}} ; q\right)_{\infty}}\right\rangle_{\mathbf{M M}_{t=0}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)}=\left\langle e_{q}\left(x_{q}\right)\right\rangle_{\mathbf{M M}_{t=0}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)}
$$

where

$$
x_{q}=(1-q)^{-1} \zeta q^{\lambda_{N}}=-u e^{-T_{N}} \varepsilon /(1-q)
$$

and

$$
e_{q}(x)=\frac{1}{((1-q) x ; q)_{\infty}}
$$

is a $q$-exponential. Combine this with the fact that $e_{q}(x) \rightarrow e^{x}$ uniformly on $\operatorname{Re}(x)<0$ to show that, considered as a function of $T_{N}, e_{q}\left(x_{q}\right) \rightarrow e^{-u e^{-T_{N}}}$ uniformly for $T_{N} \in \mathbb{R}$. By Theorem 4.14, the measure on $T_{N}$ (induced from the $q$-Whittaker measure on $\lambda_{N}$ ) converges weakly in distribution as $\varepsilon \rightarrow 0$ to the marginal of the Whittaker measure $\mathbf{W M}_{\left(a_{1}, \ldots, a_{N} ; \tau\right)}$ on the $T_{N}$ coordinate. Combining this weak convergence with the uniform convergence of $e_{q}\left(x_{q}\right)$ and Lemma 8.2 gives that

$$
\left\langle\frac{1}{\left(\zeta q^{\lambda_{N}} ; q\right)_{\infty}}\right\rangle_{\mathbf{M M}_{t=0}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)} \rightarrow\left\langle e^{-u e^{-T_{N}}}\right\rangle_{\mathbf{W M}_{\left(a_{1}, \ldots, a_{N} ; \tau\right)}}
$$

as $q \rightarrow 1$, or equivalently $\varepsilon \rightarrow 0$.
Step 2: Recall the kernel in the right-hand side of equation (4.9) in Theorem 4.13, It can be rewritten as a Fredholm determinant of a kernel with the variables $v$ and $v^{\prime}\left(\right.$ recall $\left.w=q^{v}\right)$ as follows:

$$
\operatorname{det}\left(\mathbb{1}+\tilde{K}_{\zeta}\right)=\operatorname{det}\left(\mathbb{1}+K_{u}^{\varepsilon}\right)
$$

Here the $L^{2}$ space with respect to which this determinant is defined is that of the contour specified in Definition 4.15 below. The kernel is denoted by $K_{u}^{\varepsilon}$ to denote the dependence on $u$ (through $\zeta=-\varepsilon^{N} e^{\tau \varepsilon^{-1}} u$ ) and $\varepsilon$ (through $q^{-\varepsilon}$ ). It is given by

$$
\begin{equation*}
K_{u}^{\varepsilon}\left(v, v^{\prime}\right)=\frac{1}{2 \pi \mathrm{i}} \int_{\tilde{\mathcal{D}}_{q^{v}}} h^{q}(s) d s \tag{4.12}
\end{equation*}
$$

where

$$
\begin{equation*}
h^{q}(s)=\Gamma(-s) \Gamma(1+s)\left(\frac{-\zeta}{(1-q)^{N}}\right)^{s} \frac{q^{v} \ln q}{q^{s+v}-q^{v^{v}}} e^{\gamma q^{v}\left(q^{s}-1\right)} \prod_{m=1}^{N} \frac{\Gamma_{q}\left(v-a_{m}\right)}{\Gamma_{q}\left(s+v-a_{m}\right)} \tag{4.13}
\end{equation*}
$$

where the new term $q^{v} \ln q$ came from the Jacobian of changing $w$ to $v$ and where the $q$-Gamma function is defined as

$$
\Gamma_{q}(x)=\frac{(q ; q)_{\infty}}{\left(q^{x} ; q\right)_{\infty}}(1-q)^{1-x}
$$

The contour on which this kernel $K_{u}^{\varepsilon}$ acts is the image of the contour $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$ under the map $x \mapsto \ln _{q} x$. There is a fair amount of freedom in specifying this contour, so we will fix a particular such pre-image contour.

Definition 4.15. Let $\alpha=1+\max a_{i}$ then we define the contour $\mathcal{C}_{\alpha, \varphi}^{\epsilon}$ as the image of $q^{\alpha}+e^{ \pm \varphi \mathbf{i}} \mathbb{R}_{+}$under the map $x \mapsto \ln _{q} x$. This contour is illustrated in Figure 5.

We will assume that $K_{u}^{\varepsilon}$ acts on the contour $\mathcal{C}_{\alpha, \varphi}^{\epsilon}$. Note that as $\varepsilon \rightarrow 0$ this contour converges locally uniformly to $\alpha+e^{(\pi \pm \varphi) i} \mathbb{R}_{+}$as can readily be seen by Taylor expanding the map $x \mapsto \ln _{q} x$.

It follows from the above observation that the contour on which the kernel $K_{u}^{\varepsilon}$ is defined converges as $\varepsilon \rightarrow 0$ to the contour a $\mathcal{C}_{\alpha, \varphi}$ on which the kernel in Theorem 4.5 is defined. Let us likewise demonstrate the pointwise convergence of the integrand in the integral (4.12) defining kernel $K_{u}^{\varepsilon}$ to that of the kernel $K_{u}$.

Consider the behavior of each term as $q \rightarrow 1$ (or equivalently as $\varepsilon \rightarrow 0$ as $q=e^{-\varepsilon}$ ):

$$
\begin{align*}
e^{-\tau s \varepsilon^{-1}}\left(\frac{-\zeta}{(1-q)^{N}}\right)^{s} & \rightarrow u^{s},  \tag{4.14}\\
\frac{q^{v} \ln q}{q^{s+v}-q^{v^{\prime}}} & \rightarrow \frac{1}{v+s-v^{\prime}},  \tag{4.15}\\
\frac{\Gamma_{q}\left(v-a_{m}\right)}{\Gamma_{q}\left(v+s-a_{m}\right)} & \rightarrow \frac{\Gamma\left(v-a_{m}\right)}{\Gamma\left(s+v-a_{m}\right)},  \tag{4.16}\\
e^{\tau s \varepsilon^{-1}} \exp \left(\gamma q^{v}\left(q^{s}-1\right)\right) & \rightarrow e^{v \tau s+\tau s^{2} / 2} . \tag{4.17}
\end{align*}
$$

Combining these pointwise limits together gives the integrand of the kernel $K_{u}$ given in (4.2). However, in order to prove convergence of the determinants, or equivalently the Fredholm expansion series, one needs more than just this straightforward pointwise convergence.

There are four things we must do to complete Step 2 and prove convergence of the determinants. In proving convergence of Fredholm determinants it is convenient to have the contour on which the operator acts be fixed with $\varepsilon$.

In Step $2 a$ we deform $\mathcal{C}_{\alpha, \varphi}^{\epsilon}$ to a contour $\mathcal{C}_{\alpha, \varphi, r}^{\epsilon}$ with a portion $\mathcal{C}_{\alpha, \varphi,<r}$ (of distance $<r$ to the origin) which coincides with the limiting contour $\mathcal{C}_{\alpha, \varphi}$.

Then in Step $2 b$ we show that for any fixed $\eta>0$, by choosing $\varepsilon_{0}$ small enough and $r_{0}$ large enough, for all $\varepsilon<\varepsilon_{0}$ and $r>r_{0}$ the determinant restricted to $L^{2}\left(\mathcal{C}_{\alpha, \varphi,<r}\right)$ differs from the entire determinant on $L^{2}\left(\mathcal{C}_{\alpha, \varphi, r}^{\epsilon}\right)$ by less than $\eta$. Thus, at an arbitrarily small cost of $\eta$ we can restrict to a sufficiently large radius on which the contour is independent of $\varepsilon$.

In Step $2 c$ we show that for any $\eta>0$, for $\varepsilon$ small, the Fredholm determinant of $K_{u}^{\varepsilon}$ restricted to $L^{2}\left(\mathcal{C}_{\alpha, \varphi,<r}\right)$ differs by at most $\eta$ from the Fredholm determinant of $K_{u}$ restricted to the same space.

Finally, Step 2d shows that for $r_{0}$ large enough, for all $r>r_{0}$ the Fredholm determinant of $K_{u}$ restricted to $L^{2}\left(\mathcal{C}_{\alpha, \varphi,<r}\right)$ differs from the Fredholm determinant of $K_{u}$ on $L^{2}\left(\mathcal{C}_{\alpha, \varphi}\right)$ by at most $\eta$. Summing up the steps, we deform the contour, we cut the contour to be finite, we take the $\varepsilon \rightarrow 0$ limit, and then we repair the contour to its final form - all at cost $3 \eta$ for $\eta$ arbitrarily small.

Step 2a: We must define the contour to which we want to $\operatorname{deform} \mathcal{C}_{\alpha, \varphi}^{\epsilon}$, and then justify this deformation as not changing the value of the Fredholm determinant.

Definition 4.16. Fix $\varphi \in(0, \pi / 4)$ and $r>0$. For $\alpha \in \mathbb{R}$, define the finite contour $\mathcal{C}_{\alpha, \varphi,<r}$ to be $\left\{\alpha+t e^{(\pi \pm \varphi) \mathrm{i}}: 0 \leq t \leq r\right\}$. The maximal imaginary part along $\mathcal{C}_{\alpha, \varphi,<r}$ is $r \sin (\varphi)$. Define the infinite contour $\mathcal{C}_{\alpha, \varphi, r}^{\epsilon}$ to be the union of $\mathcal{C}_{\alpha, \varphi,<r}$ with $\mathcal{C}_{\alpha, \varphi,>r}^{\epsilon}$ and $\mathcal{C}_{\alpha, \varphi,=r}^{\epsilon}$. Here, the contour $\mathcal{C}_{\alpha, \varphi,>r}^{\epsilon}$ is the portion of the contour $\mathcal{C}_{\alpha, \varphi}^{\epsilon}$ which has imaginary part exceeding $r \sin (\varphi)$ in absolute value; and the contour $\mathcal{C}_{\alpha, \varphi,=r}^{\epsilon}$ is composed of the two horizontal line segments which join $\mathcal{C}_{\alpha, \varphi,<r}$ with $\mathcal{C}_{\alpha, \varphi,>r}^{\epsilon}$. These contours are illustrated in Figure 5.

Now we justify replacing the contour $\mathcal{C}_{\alpha, \varphi}^{\epsilon}$ by $\mathcal{C}_{\alpha, \varphi, r}^{\epsilon}$.
Lemma 4.17. For any $r>0$ there exists $\varepsilon_{0}>0$ such that for all $\varepsilon<\varepsilon_{0}$,

$$
\operatorname{det}\left(\mathbb{1}+K_{u}^{\varepsilon}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi}^{\epsilon}\right)}=\operatorname{det}\left(\mathbb{1}+K_{u}^{\varepsilon}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi, r}^{\epsilon}\right)} .
$$



Figure 5. Left: The infinite contour $\mathcal{C}_{\alpha, \varphi}^{\epsilon}$ and the limiting contour $\mathcal{C}_{\alpha, \varphi}$. Right: The infinite contour $\mathcal{C}_{\alpha, \varphi, r}^{\epsilon}$ (which we deform from $\mathcal{C}_{\alpha, \varphi}^{\epsilon}$ ).

Proof. The two contours differ only by a finite length modification. We can continuously deform between the two contours. We will employ Lemma 8.3 which says that as long as the kernel is analytic in a neighborhood of the contour as we continuously deform then the Fredholm determinant remains unchanged throughout the deformation. The only things which could threaten the analyticity of the kernel are the poles coming from the left-hand side terms of (4.15) and (4.16). On account of the condition satisfied by the contour $\widetilde{\mathcal{D}}_{q^{v}}$ (see Definition 4.8), it follows that these poles are avoided. By choosing $\varepsilon$ small enough, the two contours we are deforming between can be made as close as desired. Taking them close enough ensures it is possible then to deform between them while avoiding poles of the kernel in $v$ or $v^{\prime}$ - hence proving the lemma.

Step 2b: We must now show that we can, with small error, restrict our Fredholm determinant to acting on the finite, fixed contour $\mathcal{C}_{\alpha, \varphi,<r}$. This requires us choosing $r>r_{0}$ for $r_{0}$ large enough, and also choosing $\varepsilon<\varepsilon_{0}$ for $\varepsilon_{0}$ small enough.

Proposition 4.18. Fix $\varphi \in(0, \pi / 4)$. For any $\eta>0$ there exists $r_{0}>0$ and $\varepsilon_{0}>0$ such that for all $r>r_{0}$ and $\varepsilon<\varepsilon_{0}$

$$
\left|\operatorname{det}\left(\mathbb{1}+K_{u}^{\varepsilon}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi, r}^{\epsilon}\right)}-\operatorname{det}\left(\mathbb{1}+K_{u}^{\varepsilon}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi},<r\right)}\right| \leq \eta .
$$

The proof of this proposition is fairly technical and is given in Section 7.5.
Step 2c: Having restricted our attention to the finite, unchanging (with $\varepsilon$ ) contour $\mathcal{C}_{\alpha, \varphi,<r}$ we may now take the limit of Fredholm determinant on the restricted $L^{2}$ space as $\varepsilon \rightarrow 0$.
Proposition 4.19. Fix $\varphi \in(0, \pi / 4)$. For any $\eta>0$ and any $r>0$ there exists $\varepsilon_{0}>0$ such that for all $\varepsilon<\varepsilon_{0}$

$$
\left|\operatorname{det}\left(\mathbb{1}+K_{u}^{\varepsilon}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi,<r}\right)}-\operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi,<r}\right)}\right| \leq \eta
$$

where $K_{u}\left(v, v^{\prime}\right)$ is given by the integral (1.8).
The proof of this proposition is also fairly technical and is given in Section 7.4.

Step 2d: Finally, we show that post-asymptotics we can return to the simple infinite contour $\mathcal{C}_{\alpha, \varphi}$.

Proposition 4.20. Fix $\varphi \in(0, \pi / 4)$. For any $\eta>0$ there exists $r_{0}>0$ such that for all $r>r_{0}$

$$
\left|\operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi},<r\right)}-\operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi}\right)}\right| \leq \eta .
$$

The proof of this proposition is given in Section 7.3. It is a fair amount more straight forward than the previous two proofs and hence is given first.

Having completed the four substeps we may combine Propositions 4.18, 4.19 and 4.20 to show that for any $\eta>0$, there exists $\varepsilon_{0}>0$ such that for all $\varepsilon<\varepsilon_{0}$,

$$
\left|\operatorname{det}\left(\mathbb{1}+\tilde{K}_{\zeta}\right)_{L^{2}\left(\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}\right)}-\operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi}\right)}\right| \leq 3 \eta
$$

where $\operatorname{det}\left(\mathbb{1}+\tilde{K}_{\zeta}\right)$ is as in the right-hand side of equation (4.9) in Theorem 4.13, subject to the scalings given in (4.11). Since $\eta$ is arbitrary this shows that

$$
\lim _{\varepsilon \rightarrow 0} \operatorname{det}\left(\mathbb{1}+\tilde{K}_{\zeta}\right)_{L^{2}\left(\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}\right)}=\operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{\alpha, \varphi}\right)} .
$$

The above result completes the proof of Theorem 4.5 modulo proving Propositions 4.18, 4.19 and 4.20.

## 5. Details in the proof of Theorem 1.3

As discussed in Section 2, to finish the proof of Theorem 1.3 we need to show Theorem 2.1, For $\kappa>0$, Definition 1.2 associates the scaling parameters $\theta^{\kappa}$, $f^{\kappa}$ and $c^{\kappa}$ which appear in the statement of this result. The variable $\kappa$ and $\theta$ are dual in the sense that one could instead start with some fixed $\theta>0$ and then associated scaling parameters $\kappa_{\theta}, f_{\theta}$ and $c_{\theta}$. In particular, for $\theta=\theta^{\kappa}$ one recovers $f_{\theta}=f^{\kappa}$ and $c_{\theta}=c^{\kappa}$. In the proof it is more natural to parameterize everything by $\theta$ instead of $\kappa$, so we will do it.

First we prove the convergence to the GUE Tracy-Widom distribution without boundary perturbations, since the proof with boundary perturbations is a small modification of it.
5.1. Proof of Theorem 2.1(a). We first give explicit expansions for some of the functions from Definition [1.2, Let $\Psi(z)=\frac{d}{d z} \ln (\Gamma(z))$ be the Digamma function and fix $\theta \in(0, \infty)$. Then

$$
\Psi(z)=-\gamma_{\mathrm{E}}+\sum_{n=0}^{\infty}\left(\frac{1}{n+1}-\frac{1}{n+z}\right)
$$

where $\gamma_{\mathrm{E}}$ is the Euler constant. Hence,

$$
\begin{align*}
& \kappa_{\theta}=\Psi^{\prime}(\theta)=\sum_{n=0}^{\infty} \frac{1}{(\theta+n)^{2}},  \tag{5.1}\\
& f_{\theta}=\theta \Psi^{\prime}(\theta)-\Psi(\theta)=\gamma_{\mathrm{E}}+\sum_{n=0}^{\infty}\left(\frac{n+2 \theta}{(n+\theta)^{2}}-\frac{1}{n+1}\right),  \tag{5.2}\\
& c_{\theta}=\left(-\Psi^{\prime \prime}(\theta) / 2\right)^{1 / 3}=\left(\sum_{n=0}^{\infty} \frac{1}{(n+\theta)^{3}}\right)^{1 / 3} . \tag{5.3}
\end{align*}
$$

Under the scaling limit

$$
\tau=\kappa_{\theta} N, \quad u=e^{-N f_{\theta}-r c_{\theta} N^{1 / 3}}
$$

we have to show the following: For $K_{u}$ as in (1.8) and a contour $\mathcal{C}_{v}:=\mathcal{C}_{0, \varphi}$,

$$
\lim _{N \rightarrow \infty} \operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{v}\right)}=\operatorname{det}\left(\mathbb{1}-K_{\mathrm{Ai}}\right)_{L^{2}(r, \infty)} .
$$

To show this we start with the kernel (1.8), replace $\Gamma(-s) \Gamma(1+s)=-\pi / \sin (\pi s)$ and then perform the change of variable $\tilde{z}=s+w$ to obtain

$$
K_{u}\left(v, v^{\prime}\right)=\frac{-1}{2 \pi \mathrm{i}} \int d \tilde{z} \frac{\pi}{\sin (\pi(\tilde{z}-v))} \frac{e^{N G(v)-N G(\tilde{z})} e^{r N^{1 / 3}(v-\tilde{z})}}{\tilde{z}-v^{\prime}} .
$$

where

$$
G(z)=\ln \Gamma(z)-\kappa \frac{z^{2}}{2}+f^{\kappa} z
$$

We will show that the leading contribution to the Fredholm determinant comes for $v, v^{\prime}$ in a $N^{-1 / 3}$-neighborhood of $\theta$. Now let us specify the exact choice for the contour $\mathcal{C}_{v}$ as well as the contour along which $\tilde{z}$ is integrated. We choos $\boldsymbol{\sigma}^{6}$

$$
\mathcal{C}_{v}:=\{\theta-|y|+\mathrm{i} y, y \in \mathbb{R}\} .
$$

$\mathcal{C}_{v}$ is a steep descent path (see the footnote in Section [2.1) for the function $\operatorname{Re}(G(v))$. The path for $\tilde{z}$ is dependent on $v$, since it has to pass to the left of, or contain the simple poles $v+1, v+2, \ldots$, see Figure 6 (left). Consider the sequence of points $S=\{\operatorname{Re}(v)+1, \operatorname{Re}(v)+$ $2, \ldots\}$. There are three possibilities:
(1) If the sequence $S$ does not contain points in $\left[\theta, \theta+3 c_{\theta}^{-1} N^{-1 / 3}\right]$, then let $\ell \in \mathbb{N}_{0}$ be such that $\operatorname{Re}(v)+\ell \in[\theta-1, \theta]$ and we set $\tilde{\varepsilon}=c_{\theta}^{-1} N^{-1 / 3}$.
(2) If the sequence $S$ contains a point in $\left[\theta, \theta+2 c_{\theta}^{-1} N^{-1 / 3}\right]$, then let $\ell \in \mathbb{N}$ such that $\operatorname{Re}(v)+\ell \in\left[\theta, \theta+2 c_{\theta}^{-1} N^{-1 / 3}\right]$ and set $\tilde{\varepsilon}=3 c_{\theta}^{-1} N^{-1 / 3}$.
(3) If the sequence $S$ contains a point in $\left(\theta+2 c_{\theta}^{-1} N^{-1 / 3}, \theta+3 c_{\theta}^{-1} N^{-1 / 3}\right]$, then let $\ell \in \mathbb{N}$ such that $\operatorname{Re}(v)+\ell \in\left(\theta-1+2 c_{\theta}^{-1} N^{-1 / 3}, \theta-1+3 c_{\theta}^{-1} N^{-1 / 3}\right]$ and set $\tilde{\varepsilon}=c_{\theta}^{-1} N^{-1 / 3}$.
With this choice, the singularity of the sine along the line $\theta+\tilde{\varepsilon}+i \mathbb{R}$ is not present, since the poles are at a distance at least $c_{\theta}^{-1} N^{-1 / 3}$ from it. Then, the path for $\tilde{z}$ is given by

$$
\mathcal{C}_{\tilde{z}}:=\{\theta+\tilde{\varepsilon}+\mathrm{i} y, y \in \mathbb{R}\} \cup \bigcup_{k=1}^{\ell} B_{v+k},
$$

and $B_{v+k}$ denotes a small circle (radius smaller than $1 / 2$ ) around $v+k$ and clockwise oriented. If $\ell=0$ then the small circles are simply not present. The idea behind this choice of the path $\mathcal{C}_{\tilde{z}}$ is that the $z$-contour consists of a fixed line that is (almost) independent of kernel
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Figure 6. Left: Integration paths $\mathcal{C}_{v}$ (dashed) and $\mathcal{C}_{\tilde{z}}$ (the solid line plus circles at $v+1, \ldots, v+\ell$ ). The small black dots are poles either of the sine or of the gamma function. Right: Integration paths after the change of variables $\mathcal{C}_{w}$ (dashed) and $\mathcal{C}_{z}$ (the solid line plus circles at $w+1, \ldots, w+\ell$ ), with $p=p(w) \in\{1,3\}$.
arguments, and an additional number of little circles (i.e., poles) as needed. Moreover, the leading contribution of the kernel comes only from the cases where $\ell=0$ (i.e., situation (1)) for which $\tilde{\varepsilon}=c_{\theta}^{-1} N^{-1 / 3}$.

Also, we do the change of variable

$$
\left\{v, v^{\prime}, \tilde{z}\right\}=\left\{\Phi(w), \Phi\left(w^{\prime}\right), \Phi(z)\right\} \quad \text { with } \quad \Phi(z):=\theta+z c_{\theta}^{-1} N^{-1 / 3} .
$$

After this change of variable, $\operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{v}\right)}=\operatorname{det}\left(\mathbb{1}+K_{N}\right)_{L^{2}\left(\mathcal{C}_{w}\right)}$, the path $\mathcal{C}_{v}$ becomes (see Figure 6 (right))

$$
\begin{equation*}
\mathcal{C}_{w}:=\{-|y|+\mathrm{i} y, y \in \mathbb{R}\} \tag{5.4}
\end{equation*}
$$

and the accordingly rescaled kernel

$$
\begin{aligned}
K_{N}\left(w, w^{\prime}\right) & :=c_{\theta}^{-1} N^{-1 / 3} K_{u}\left(\Phi(w), \Phi\left(w^{\prime}\right)\right) \\
& =\frac{-c_{\theta}^{-1} N^{-1 / 3}}{2 \pi \mathrm{i}} \int_{\mathcal{C}_{z}:=\Phi^{-1}\left(\mathcal{C}_{\tilde{z}}\right)} d z \frac{\pi e^{N G(\Phi(w))-N G(\Phi(z))}}{\sin \left(\pi(z-w) c_{\theta}^{-1} N^{-1 / 3}\right)} \frac{e^{r(w-z)}}{z-w^{\prime}}
\end{aligned}
$$

where

$$
G(w)=\ln (\Gamma(w))+f_{\theta} w-\kappa_{\theta} w^{2} / 2 .
$$

In Proposition 5.2 we show that for any $w, w^{\prime} \in \mathcal{C}_{w}$, there exists a constant $C \in(0, \infty)$ such that

$$
\left|K_{N}\left(w, w^{\prime}\right)\right| \leq C e^{-|\operatorname{Im}(w)|}
$$

uniformly for all $N$ large enough. Therefore,

$$
\left|\operatorname{det}\left(K_{N}\left(w_{i}, w_{j}\right)\right)_{1 \leq i, j \leq n}\right| \leq n^{n / 2} C^{n} \prod_{i=1}^{n} e^{-\left|\operatorname{Im}\left(w_{i}\right)\right|}
$$

where the factor $n^{n / 2}$ is Hadamard's bound. From this bound, it follows that the Fredholm expansion of the determinant,

$$
\operatorname{det}\left(\mathbb{1}+K_{N}\right)_{L^{2}\left(\mathcal{C}_{w}\right)}=\sum_{n=0}^{\infty} \frac{1}{n!} \int_{\mathcal{C}_{w}} d w_{1} \cdots \int_{\mathcal{C}_{w}} d w_{n} \operatorname{det}\left(K_{N}\left(w_{i}, w_{j}\right)\right)_{1 \leq i, j \leq n},
$$

is absolutely integrable and summable. Thus we can by dominated convergence take the $N \rightarrow \infty$ limit inside the series, i.e., replace $K_{N}$ by its pointwise limit,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} K_{N}\left(w, w^{\prime}\right)=\widetilde{K}_{\mathrm{Ai}}\left(w, w^{\prime}\right):=\frac{-1}{2 \pi \mathrm{i}} \int_{e^{-\pi \mathrm{i} / 4} \infty}^{e^{\pi \mathrm{i} / 4} \infty} d z \frac{e^{z^{3} / 3-w^{3} / 3} e^{r w-r z}}{(z-w)\left(z-w^{\prime}\right)}, \tag{5.5}
\end{equation*}
$$

derived in Proposition 5.1, i.e., we have shown that

$$
\lim _{N \rightarrow \infty} \operatorname{det}\left(\mathbb{1}+K_{N}\right)_{L^{2}\left(\mathcal{C}_{w}\right)}=\operatorname{det}\left(\mathbb{1}+\widetilde{K}_{\mathrm{Ai}^{1}}\right)_{L^{2}\left(\mathcal{C}_{w}\right)} .
$$

The last part is a standard reformulation, which we report in Lemma 8.6, see also [65]. This ends the proof of Theorem 2.1.
5.2. Pointwise convergence and bounds. The function $G$ satisfies

$$
\begin{equation*}
G^{\prime}(\theta)=G^{\prime \prime}(\theta)=0, \quad G^{(3)}(\theta)=-2 \sum_{n=0}^{\infty} \frac{1}{(n+\theta)^{3}}=-2 c_{\theta}^{3}, \quad G^{(4)}(\theta)=\sum_{n=0}^{\infty} \frac{6}{(n+\theta)^{4}}, \tag{5.6}
\end{equation*}
$$

therefore $G$ has a double critical point at $\theta$. For the steep descent analysis we need to analyze the function $g(x, y)=\operatorname{Re}(G(x+i y))$. It holds ${ }^{7}$

$$
\begin{aligned}
\operatorname{Re}(\ln \Gamma(x+\mathrm{i} y)) & =\sum_{n=1}^{\infty}\left(\frac{x}{n}-\frac{1}{2} \ln \left(\frac{(x+n)^{2}+y^{2}}{n^{2}}\right)\right)-\gamma_{\mathrm{E}} x-\frac{1}{2} \ln \left(x^{2}+y^{2}\right) \\
& =\sum_{n=0}^{\infty}\left(\frac{x}{n+1}-\frac{1}{2} \ln \left((x+n)^{2}+y^{2}\right)+\ln (n) \mathbf{1}_{n \geq 1}\right)-\gamma_{\mathrm{E}} x
\end{aligned}
$$

Together with (5.1) and (5.2) we get

$$
\begin{align*}
g(x, y) & =\operatorname{Re}(\ln \Gamma(x+\mathrm{i} y))+f_{\theta} x-\frac{1}{2} \kappa_{\theta}\left(x^{2}-y^{2}\right) \\
& =\sum_{n=0}^{\infty}\left(\frac{(n+2 \theta) x-\left(x^{2}-y^{2}\right) / 2}{(n+\theta)^{2}}-\frac{1}{2} \ln \left((x+n)^{2}+y^{2}\right)+\ln (n) \mathbf{1}_{n \geq 1}\right) . \tag{5.7}
\end{align*}
$$

It follows that

$$
\begin{equation*}
g_{1}(x, y):=\frac{\partial g(x, y)}{\partial x}=\sum_{n=0}^{\infty}\left(\frac{n+2 \theta-x}{(n+\theta)^{2}}-\frac{x+n}{(x+n)^{2}+y^{2}}\right) \tag{5.8}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{2}(x, y):=\frac{\partial g(x, y)}{\partial y}=\sum_{n=0}^{\infty}\left(\frac{y}{(\theta+n)^{2}}-\frac{y}{(x+n)^{2}+y^{2}}\right) . \tag{5.9}
\end{equation*}
$$

[^5]Proposition 5.1. Uniformly for $w, w^{\prime}$ in a bounded set of $\mathcal{C}_{w}$,

Proof. Consider $w, w^{\prime}$ in a bounded set of $\mathcal{C}_{w}$, i.e., the original variables $v, v^{\prime}$ of order $N^{-1 / 3}$ around the critical point $\theta$. For $N$ large enough and $w$ bounded, $\operatorname{Re}\left((-w) c_{\theta}^{-1} N^{-1 / 3}\right) \in(0,1)$, and $\mathcal{C}_{z}:=\Phi^{-1}\left(\mathcal{C}_{\tilde{z}}\right)=\{1+\mathrm{i} y, y \in \mathbb{R}\}$. Using (5.6) we have the expansion

$$
\begin{align*}
N G(\Phi(w)) & =N G(\theta)-\frac{1}{3} w^{3}+\mathcal{O}\left(w^{4} N^{-1 / 3}\right)  \tag{5.11}\\
-N G(\Phi(z)) & =-N G(\theta)+\frac{1}{3} z^{3}-\mu_{\theta} z^{4} N^{-1 / 3}+\mathcal{O}\left(z^{5} N^{-2 / 3}\right)
\end{align*}
$$

with $\mu_{\theta}=G^{(4)}(\theta) c_{\theta}^{-4} / 24>0$ and

$$
\begin{equation*}
\frac{\pi}{\sin \left(\pi(z-w) c_{\theta}^{-1} N^{-1 / 3}\right)}=\frac{c_{\theta} N^{1 / 3}}{z-w}\left(1+\mathcal{O}\left((z-w)^{2} N^{-1 / 3}\right)\right) \tag{5.12}
\end{equation*}
$$

It is also easy to control the $w^{\prime}$-dependence because $\left|z-w^{\prime}\right| \geq 1$.
Now we divide the integral over $z$ into (a) $|\operatorname{Im}(z)|>\delta N^{1 / 3}$ and (b) $|\operatorname{Im}(z)| \leq \delta N^{1 / 3}$ for some $\delta>0$ which can be taken as small as desired (but independent of $N$ ).
(a) Contribution of the integration over $|\operatorname{Im}(z)|>\delta N^{1 / 3}$. We need to estimate

$$
\begin{equation*}
\left|\frac{-c_{\theta}^{-1} N^{-1 / 3}}{2 \pi \mathrm{i}} \int_{1+\mathrm{i} y,|y|>\delta N^{1 / 3}} d z \frac{\pi e^{N G(\Phi(w))-N G(\Phi(z))}}{\sin \left(\pi(z-w) c_{\theta}^{-1} N^{-1 / 3}\right)} \frac{e^{r(w-z)}}{z-w^{\prime}}\right| . \tag{5.13}
\end{equation*}
$$

From (5.11), (5.12), and the fact that $w$ is in a bounded neighborhood of 0 , we have

$$
\begin{equation*}
\text { (5.13) } \leq \mathcal{O}(1) \int_{|y| \geq \delta N^{1 / 3}} d y e^{N \operatorname{Re}(G(\Phi(0))-G(\Phi(1+\mathrm{i} y)))} . \tag{5.14}
\end{equation*}
$$

Setting $\tilde{\varepsilon}=c_{\theta}^{-1} N^{-1 / 3}$ and doing the change of variable $\tilde{y}=y c_{\theta}^{-1} N^{-1 / 3}$ we obtain

$$
\begin{equation*}
\left(\underline{5.14)} \leq \mathcal{O}\left(N^{1 / 3}\right) \int_{\delta / c_{\theta}}^{\infty} d \tilde{y} e^{N(g(\theta+\tilde{\varepsilon}, \tilde{y})-g(\theta, 0))}\right. \tag{5.15}
\end{equation*}
$$

The function $g(x, y):=\operatorname{Re}(G(x+\mathrm{i} y))$ is given in (5.7). Finally, in Lemma 5.4 we show that the path $\theta+\tilde{\varepsilon}+\mathbb{i} \mathbb{R}$ is steep descent for the function $-G(\tilde{z})$ with derivative of $-\operatorname{Re}(G(\tilde{z}))$ going to $-\infty$ linearly in $\operatorname{Im}(\tilde{z})$. It then follows that (5.15) is of order $N^{1 / 3} e^{N g(\theta, 0)-N g(\theta+\tilde{\varepsilon}, 0)} e^{-c_{1}(\delta) N}$ for some positive constant $c_{1}(\delta) \sim \delta^{4}$ for small $\delta$. But

$$
N g(\theta, 0)-N g(\theta+\tilde{\varepsilon}, 0)=\frac{1}{3}+\mathcal{O}\left(N^{-1 / 3}\right)
$$

Thus the contribution of the integration over $|\operatorname{Im}(z)|>\delta N^{1 / 3}$ is $\mathcal{O}\left(e^{-c_{2}(\delta) N}\right)$ for some positive constant $c_{2}(\delta) \sim \delta^{4}$ for small $\delta$.
(b) Contribution of the integration over $|\operatorname{Im}(z)| \leq \delta N^{1 / 3}$. We need to determine the asymptotics of

$$
\begin{equation*}
\frac{-c_{\theta}^{-1} N^{-1 / 3}}{2 \pi \mathrm{i}} \int_{1+\mathrm{i} y,|y| \leq \delta N^{1 / 3}} d z \frac{\pi e^{N G(\Phi(w))-N G(\Phi(z))}}{\sin \left(\pi(z-w) c_{\theta}^{-1} N^{-1 / 3}\right)} \frac{e^{r(w-z)}}{z-w^{\prime}} . \tag{5.16}
\end{equation*}
$$

Using the expansion (5.11) and (5.12) we get

$$
\begin{equation*}
\text { (5.16) }=\frac{-1}{2 \pi \mathrm{i}} \int_{1-\mathrm{i} \delta N^{1 / 3}}^{1+\mathrm{i} \delta N^{1 / 3}} d z \frac{e^{-\mu_{\theta} z^{4} N^{-1 / 3}}}{(z-w)\left(z-w^{\prime}\right)} \frac{e^{z^{3} / 3-r z}}{e^{w^{3} / 3-r w}}\left(1+\mathcal{O}\left((z-w)^{2} N^{-1 / 3}\right)\right) e^{\mathcal{O}\left(w^{4} N^{-1 / 3} ; z^{5} N^{-2 / 3}\right)} \tag{5.17}
\end{equation*}
$$

Denoting $z=1+\mathrm{i} y$ we have

$$
\operatorname{Re}\left(z^{3} / 3\right)=-3 y^{2}+1, \quad \operatorname{Re}\left(z^{4}\right)=y^{4}-6 y^{2}+1 .
$$

The convergence of the integral is controlled by $e^{-\mu_{\theta} y^{4} N^{-1 / 3}-3 y^{2}}$. One employs the bound $\left|e^{x}-1\right| \leq|x| e^{|x|}$ with $x=\mathcal{O}\left(w^{4} N^{-1 / 3} ; z^{5} N^{-2 / 3}\right)$ to control the error terms. Altogether they are only of order $\mathcal{O}\left(N^{-1 / 3}\right)$, i.e., we have obtained

$$
\text { (5.17) }=\mathcal{O}\left(N^{-1 / 3}\right)+\frac{-1}{2 \pi \mathrm{i}} \int_{1-\mathrm{i} \delta N^{1 / 3}}^{1+\mathrm{i} \delta N^{1 / 3}} d z \frac{e^{-\mu_{\theta} z^{4} N^{-1 / 3}}}{(z-w)\left(z-w^{\prime}\right)} \frac{e^{z^{3} / 3-r z}}{e^{w^{3} / 3-r w}}
$$

Finally, we deform the integration contour to the following one: from $\delta N^{1 / 3}(1-\mathrm{i})$ to $\delta N^{1 / 3}(1+\mathrm{i})$. The error term is again of order $e^{-c_{1}(\delta) N}$. However, with the new contour, using again $\left|e^{x}-1\right| \leq|x| e^{|x|}$ but with $x=-\mu_{\theta} z^{4} N^{-1 / 3}$ one sees that the eliminating the quartic power in $z$ amounts in an error of order $\mathcal{O}\left(N^{-1 / 3}\right)$. The last step is to replace $\delta$ by $\infty$ in the integration boundaries. This leads to an extra error $\mathcal{O}\left(e^{-c_{3}(\delta) N}\right)$ with some positive constant $c_{3}(\delta) \sim \delta^{3}$ for small $\delta$.

To summarize, we first choose $\delta$ small enough so that all the $c_{k}(\delta)>0$. Then for all $N$ large enough we have shown that the contribution of the integration over $|\operatorname{Im}(z)|>\delta N^{1 / 3}$ is of order $\mathcal{O}\left(e^{-c_{1}(\delta) N}\right)$ and the integration over $|\operatorname{Im}(z)| \leq \delta N^{1 / 3}$ is given by

$$
\mathcal{O}\left(N^{-1 / 3}\right)+\frac{-1}{2 \pi \mathrm{i}} \int_{e^{-\pi \mathrm{i} / 4} \infty}^{e^{\pi \mathrm{i} / 4} \infty} d z \frac{1}{(z-w)\left(z-w^{\prime}\right)} \frac{e^{z^{3} / 3-r z}}{e^{w^{3} / 3-r w}}
$$

Taking the $N \rightarrow \infty$ limit we obtain the result.
Proposition 5.2. For any $w, w^{\prime} \in \mathcal{C}_{w}$, there exists a constant $C \in(0, \infty)$ such that

$$
\left|K_{N}\left(w, w^{\prime}\right)\right| \leq C e^{-|\operatorname{Im}(w)|}
$$

uniformly for all $N$ large enough.
Proof. Since the $z$-contour can be chosen such that $\left|z-w^{\prime}\right| \geq 1 / 2$, we can estimate the absolute value of the factor $\left(z-w^{\prime}\right)^{-1}$ by 2 and discard it from further considerations. For $w$ in a bounded set of $\mathcal{C}_{w}$, the statement is a consequence of the computations in the proof of Proposition 5.1. Thus, it is enough to consider $w=-|y|+\mathrm{i} y$ for $y \geq L$, for $L$ which will be chosen large enough (but independent of $N$ ). In the original variables $v, v^{\prime}$, this means that we need to consider $v=\theta-|y|+\mathrm{i} y$ for $y \geq L c_{\theta}^{-1} N^{-1 / 3}$. Let $v=\Phi(w), v^{\prime}=\Phi\left(w^{\prime}\right)$, then the kernel $K_{N}$ is given by

$$
K_{N}\left(w, w^{\prime}\right)=\frac{e^{N(G(v)-G(\theta))+r(v-\theta) c_{\theta} N^{1 / 3}}}{c_{\theta} N^{1 / 3} 2 \pi \mathrm{i}} \int_{\mathcal{C}_{\tilde{z}}} d \tilde{z} \frac{\pi e^{N G(\theta)-N G(\tilde{z})} e^{r(\theta-\tilde{z}) c_{\theta} N^{1 / 3}}}{\sin (\pi(\tilde{z}-v))\left(\tilde{z}-v^{\prime}\right)}
$$

We divide the bound dividing in two contributions: (a) integration over $\theta+\tilde{\varepsilon}+i \mathbb{R}$, with $\tilde{\varepsilon}=p c_{\theta}^{-1} N^{-1 / 3}$ (with $p \in\{1,3\}$ depending on the value of $v$, see the proof of Theorem 2.1(a) above), and (b) integration over the circles $B(v+k), k=1, \ldots, \ell(v)$.
(a) Integration over $\theta+\tilde{\varepsilon}+\mathrm{i} \mathbb{R}$. The relevant dependence on $v$ is in the prefactor $e^{N(G(v)-G(\theta))+r(v-\theta) c_{\theta} N^{1 / 3}}$ and in the sine. The dependence of $\tilde{\varepsilon}$ on $v$ is marginal, as the needed bounds can be made for any $\tilde{\varepsilon}$ small enough. The estimates as in the proof of Proposition 5.1 imply that this contribution is bounded by

$$
C e^{N(\operatorname{Re}(G(v))-G(\theta))+r(\operatorname{Re}(v)-\theta) c_{\theta} N^{1 / 3}}=C e^{N(g(\theta-y, y)-g(\theta, 0))-r y c_{\theta} N^{1 / 3}},
$$

where we used the parametrization $v=\theta-|y|+\mathrm{i} y$ and, by symmetry, considered only $y>0$. In Lemma 5.3 we show that $g(\theta-y, y)$ is strictly decreasing as $y$ increases and for large $y$ the derivative goes to $-\infty$ (logarithmically). Thus, for any fixed $\delta>0$, there exists a constant $c_{1}>0$ such that for all $y \geq \delta, \partial_{y} g(\theta-y, y) \leq-c_{1}$. In Lemma 5.3 we also show that for small $y, g(\theta-y, y)-g(\theta, 0)=-\frac{2}{3} c_{\theta}^{3} y^{3}+\mathcal{O}\left(y^{4}\right)$. Therefore, we can choose $\delta>0$ small enough such that:
(1) for $L c_{\theta}^{-1} N^{-1 / 3} \leq y \leq \delta, g(\theta-y, y) \leq g(\theta, 0)-\frac{1}{3} c_{\theta}^{3} y^{3}$,
(2) for $y>\delta / 2, \partial_{y} g(\theta-y, y) \leq-2 c_{1}$. It follows $g(\theta-y, y) \leq g(\theta, 0)-c_{1} y$ for all $y>\delta$.

Replacing $y=\operatorname{Im}(v)=\operatorname{Im}(w) /\left(c_{\theta} N^{1 / 3}\right)$ we get the bounds:
(1) for $L \leq \operatorname{Im}(w) \leq \delta c_{\theta} N^{1 / 3}$,

$$
C e^{-\operatorname{Im}(w)^{3} / 3-r \operatorname{Im}(w)} \leq C e^{-\operatorname{Im}(w)^{3} / 6} \leq 3 C e^{-\operatorname{Im}(w)}
$$

for $L$ large enough (depending on $r$ only).
(2) for $\operatorname{Im}(w) \geq \delta c_{\theta} N^{1 / 3}$,

$$
C e^{-\operatorname{Im}(w)\left(N^{2 / 3} c_{1} / c_{\theta}+r\right)} \leq C e^{-\operatorname{Im}(w)}
$$

for $N$ large enough.
(b) Integration over the circles $B(v+k), k=1, \ldots, \ell(v)$. This happens only if $y+3 c_{\theta}^{-1} N^{-1 / 3} \geq 1$, where $y=\operatorname{Im}(v)=\operatorname{Im}(w) /\left(c_{\theta} N^{1 / 3}\right)$. The contribution of the integration over $B_{v+k}$ (up to a $\pm$ sign depending on $k$ ) is

$$
\frac{e^{N G(v)-N G(v+k)} e^{-r k c_{\theta} N^{1 / 3}}}{\left(v+k-v^{\prime}\right)}
$$

We have $\left|v+k-v^{\prime}\right| \geq 1 / \sqrt{2}$, thus the contribution from the pole at $v+k$ is bounded by

$$
2 e^{N(g(\theta-v, v)-g(\theta-v+k, v))} e^{|r| k c_{\theta} N^{1 / 3}}
$$

Define the function $h(v, k):=g(\theta-v, v)-g(\theta-v+k, v)$. In Lemma 5.5 we show that $h(v, k)$ is strictly decreasing as a function of $k$, for $k \in[0, y+\tilde{\varepsilon}]$ (we have a positive $\delta$ instead of $\tilde{\varepsilon}$, but for $N$ large enough $\tilde{\varepsilon}<\delta)$. Also, $k \leq \ell(v)=\lfloor y+\tilde{\varepsilon}\rfloor$, so that the contribution of the poles at $v+1, \ldots, v+\ell(v)$ is bounded by

$$
\begin{equation*}
2 \ell(v) e^{N h(v, 1)+|r| \ell(v) c_{\theta} N^{1 / 3}} . \tag{5.18}
\end{equation*}
$$

We consider separately the cases (1) $y \leq \theta$ (i.e., $\operatorname{Re}(v) \geq 0$ ) and (2) $y>0$ (i.e., $\operatorname{Re}(v)<0$ ).
(1) For $y \leq \theta$, from the bound on $\partial_{k} h(v, k)$, see Lemma 5.5, we get $h(v, 1) \leq-y c_{\theta}^{3} / 4$.
(2) For $y>\theta$, we know that $h(v, 1)<0$ for all $y$ and when $y \rightarrow \infty,\left.\partial_{k} h(v, k)\right|_{k=0} \simeq-y \kappa_{\theta}$. Since the function $h(v, 1)$ is continuous in $y$, there exists a positive constant $c>0$ such that $h(v, 1) \leq-c y$ for all $y>\theta$.

Thus, with $c^{\prime}=\min \left\{c, c_{\theta}^{3} / 4\right\}$ we get

$$
\text { (5.18) } \leq e^{-\operatorname{Im}(w) N^{2 / 3} c^{\prime} / c_{\theta}+\mathcal{O}(1)} \mathcal{O}\left(\operatorname{Im}(w) N^{-1 / 3}\right) \leq C e^{-\operatorname{Im}(w)}
$$

for $N$ large enough. This ends the proof of the Proposition.
Finally let us collect the lemmas on the steep descent properties used in the propositions above.

Lemma 5.3. The function $g(\theta-y, y)$ is strictly decreasing for $y>0$.
For $y \rightarrow \infty$ it holds $\partial_{y} g(\theta-y, y) \sim-\ln (y)$.
For $y \searrow 0$ we have $g(\theta-y, y)=g(\theta, 0)-\frac{2}{3} c_{\theta}^{3} y^{3}+\mathcal{O}\left(y^{4}\right)$.
Proof. Using (5.8) and (5.9) we have

$$
\begin{align*}
& \frac{\partial g(\theta-y, y)}{\partial y}=g_{2}(\theta-y, y)-g_{1}(\theta-y, y) \\
& =-\sum_{n=0}^{\infty}\left(\frac{1}{\theta+n}-\frac{n+\theta-2 y}{(n+\theta-y)^{2}+y^{2}}\right)=-\sum_{n=0}^{\infty} \frac{2 y^{2}}{(\theta+n)\left((\theta+n-y)^{2}+y^{2}\right)} \tag{5.19}
\end{align*}
$$

which is 0 for $y=0$ and strictly negative for $y>0$. The asymptotics for large $y$ are obtained by writing (5.19) as

$$
\frac{\mathrm{i}}{2} \Psi(-y+\theta+\mathrm{i} y)-\frac{\mathrm{i}}{2} \Psi(-y+\theta-\mathrm{i} y)-\frac{1}{2} \Psi(-y+\theta-\mathrm{i} y)-\frac{1}{2} \Psi(-y+\theta+\mathrm{i} y)+\Psi(\theta)
$$

and using the large- $z$ expansion

$$
\begin{equation*}
\Psi(z)=\ln (z)-\frac{1}{2 z}+\mathcal{O}\left(z^{-2}\right) \tag{5.20}
\end{equation*}
$$

Taylor expansion gives the small $y$ estimate.
Lemma 5.4. For any $x \geq \theta$, the function $g(x, y)$ is strictly increasing for $y>0$.
For $y \rightarrow \infty$ it holds $\partial_{y} g(x, y) \sim \kappa_{\theta} y$.
Proof. From (5.9) we have

$$
\frac{\partial g(x, y)}{\partial y}=\sum_{n=0}^{\infty}\left(\frac{y}{(\theta+n)^{2}}-\frac{y}{(x+n)^{2}+y^{2}}\right)
$$

which is 0 for $y=0$ and for $y>0$ is strictly positive. For large $y$, the second term goes to zero, leading to the estimate.

Lemma 5.5. Let $y>0$ be fixed. The function

$$
h(y, k):=g(\theta-y, y)-g(\theta-y+k, y)
$$

satisfies $h(y, 0)=0, h(y, k)$ is strictly decreasing for $k \in[0, y]$.
For any $\delta \in(0, \theta), y \geq \delta, h(y, k)$ is strictly decreasing in $k \in[0, y+\delta / 2]$.
For $y \rightarrow \infty,\left.\partial_{k} h(y, k)\right|_{k=0} \sim-y \kappa_{\theta}$.
For $y \leq \theta, \partial_{k} h(y, k) \leq-\frac{k y c_{\theta}^{3}}{2}$ for $k \in[0, y]$.

Proof. From (5.8) we have

$$
\begin{aligned}
\frac{\partial h(y, k)}{\partial k} & =-g_{1}(\theta-y+k, y)=-\sum_{n=0}^{\infty}\left(\frac{\theta+n+y-k}{(\theta+n)^{2}}-\frac{\theta+n-y+k}{(\theta+n-y+k)^{2}+y^{2}}\right) \\
& =-\sum_{n=0}^{\infty} \frac{(\theta+n)\left(y^{2}-(k-y)^{2}\right)+(y-k)^{3}+y^{2}(y-k)}{(\theta+n)^{2}\left((\theta+n-y+k)^{2}+y^{2}\right)}
\end{aligned}
$$

which strictly negative for $k \in[0, y]$.
The second statement follows from

$$
\begin{aligned}
& (\theta+n)\left(y^{2}-(k-y)^{2}\right)+(y-k)^{3}+y^{2}(y-k) \\
& \quad \geq \theta\left(y^{2}-(k-y)^{2}\right)+(y-k)^{3}+y^{2}(y-k) \\
& \quad \geq \theta\left(\delta^{2} / 2-\delta^{2} / 4\right)+\theta y^{2} / 2-\delta^{3} / 8-\delta y^{2} / 2 \geq \delta^{8} / 8 .
\end{aligned}
$$

To get the asymptotics of the derivative for large $y$, we can rewrite

$$
\left.\frac{\partial h(y, k)}{\partial k}\right|_{k=0}=\Psi(\theta)-\Psi^{\prime}(\theta) y-\frac{1}{2} \Psi(-y+\theta-\mathrm{i} y)-\frac{1}{2} \Psi(-y+\theta+\mathrm{i} y)
$$

and use (5.20) and $\Psi^{\prime}(\theta)=\kappa_{\theta}$.
Moreover, for $k \in[0, y]$ and $y \leq \theta$ we have the bound

$$
\begin{align*}
\frac{\partial h(y, k)}{\partial k} & \leq-\sum_{n=0}^{\infty} \frac{\left(y^{2}-(k-y)^{2}\right)}{(\theta+n)\left((\theta+n-y+k)^{2}+y^{2}\right)}  \tag{5.21}\\
& \leq-k y \sum_{n=0}^{\infty} \frac{1}{(\theta+n)\left((\theta+n-y+k)^{2}+y^{2}\right)} \leq-k y \sum_{n=0}^{\infty} \frac{1}{2(\theta+n)^{3}}=-\frac{k y c_{\theta}^{3}}{2} .
\end{align*}
$$

5.3. Proof of Theorem $\mathbf{2 . 1}(\mathbf{b})$. Now we turn to the proof of the Theorem with boundary perturbations.

Note that due to the ordering of the $a_{i}$ 's, $b_{1} \geq b_{2}>\cdots$. Call $\bar{b}=b_{1}$. The scaling of the $a_{i}$ 's implies that the contours $\mathcal{C}_{w}$ and $\mathcal{C}_{z}$ can be chosen as before except for a modification in a $N^{-1 / 3}$-neighborhood of the critical point, since they have to pass on the right of $\theta+\bar{b} c_{\theta}^{-1} N^{-1 / 3}$ (see Figure 7). Let us denote

$$
\begin{equation*}
P(w, z, a):=\frac{\Gamma(\Phi(w)-a)}{\Gamma(\Phi(w))} \frac{\Gamma(\Phi(z))}{\Gamma(\Phi(z)-a)} . \tag{5.22}
\end{equation*}
$$

Then, the only difference with respect to the kernel (5.10) is that in the $N \rightarrow \infty$ limit there might remains a factor coming from $\prod_{k=1}^{m} P\left(w, z, a_{k}\right)$.

Using $\frac{\Gamma(z+a)}{\Gamma(z+b)} \sim z^{a-b}(1+\mathcal{O}(1 / z))$ (see (6.1.47) of [1]), for any $w, z$ on $\mathcal{C}_{w}, \mathcal{C}_{z}$ we have the bound $\left|P\left(w, z, a_{k}\right)\right| \leq C e^{c\left|a_{k}\right|(|\operatorname{Im}(w)|+|\operatorname{Im}(z)|) N^{-1 / 3}}$ for some constants $C, c$. The local modification of the paths has no influence on any of the bounds for large $w$ and $z$, so that the proof of pointwise convergence and of the bounds are minor modifications of Proposition 5.1 and


Figure 7. Perturbation of the integration paths, compare with Figure 6 (right). The white dots on the right are the values of $b_{1}, \ldots, b_{m}$.

Proposition 5.2. It remains to determine the pointwise limits of $P\left(w, z, a_{k}\right)$ as $N \rightarrow \infty$. Case 1: If $\lim \sup _{N \rightarrow \infty}\left(a_{k}(N)-\theta\right) N^{1 / 3}=-\infty$, then

$$
\lim _{N \rightarrow \infty} P\left(w, z, a_{k}\right)=1
$$

Case 2: If $\lim \sup _{N \rightarrow \infty}\left(a_{k}(N)-\theta\right) N^{1 / 3}=b_{k}$, then

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} \frac{\Gamma\left(\Phi(w)-\Phi\left(b_{k}\right)\right)}{\Gamma(\Phi(w))} \frac{\Gamma(\Phi(z))}{\Gamma\left(\Phi(z)-\Phi\left(b_{k}\right)\right)} \\
= & \lim _{N \rightarrow \infty} \frac{\Gamma\left(\left(w-b_{k}\right) c_{\theta}^{-1} N^{-1 / 3}\right)}{\Gamma\left(\theta+w c_{\theta}^{-1} N^{-1 / 3}\right)} \frac{\Gamma\left(\theta+z c_{\theta}^{-1} N^{-1 / 3}\right)}{\Gamma\left(\left(z-b_{k}\right) c_{\theta}^{-1} N^{-1 / 3}\right)}=\frac{z-b_{k}}{w-b_{k}}
\end{aligned}
$$

because $\Gamma(z)=z^{-1}-\gamma_{E}+\mathcal{O}(z)$ as $z \rightarrow 0$.
Therefore, one obtains

$$
\lim _{N \rightarrow \infty} \operatorname{det}\left(\mathbb{1}+K_{N}\right)_{L^{2}\left(\mathcal{C}_{w}\right)}=\operatorname{det}\left(\mathbb{1}+\widetilde{K}_{\mathrm{BBP}, b}\right)_{L^{2}\left(\mathcal{C}_{w}\right)}
$$

where

$$
\begin{equation*}
\widetilde{K}_{\mathrm{BBP}, b}\left(s, s^{\prime}\right)=\frac{-1}{2 \pi \mathrm{i}} \int_{e^{-\pi \mathrm{i} / 4} \infty}^{e^{\pi \mathrm{i} / 4} \infty} d z \frac{e^{z^{3} / 3-w^{3} / 3} e^{r w-r z}}{(z-w)\left(z-w^{\prime}\right)} \prod_{k=1}^{m} \frac{z-b_{k}}{w-b_{k}} . \tag{5.23}
\end{equation*}
$$

The reformulation of Lemma 8.7 complete the proof.

## 6. Details in the proof of Theorem 1.10

As discussed at the beginning of Section 5, in the proof we parameterize using the position of the critical point $\theta$ instead of $\kappa$. Let us set $\mathcal{T} \in(0, \infty)$ and consider the scaling limit

$$
\theta:=\sqrt{N / \mathcal{T}}, \quad \tau=\kappa_{\theta} N, \quad u=S e^{-N f_{\theta}} .
$$

One has the following large- $\theta$ expansion of (5.1) and (5.2) gives

$$
\begin{aligned}
\kappa_{\theta} & =\frac{1}{\theta}+\frac{1}{2 \theta^{2}}+\frac{1}{6 \theta^{3}}+\mathcal{O}\left(\theta^{-5}\right) \\
f_{\theta} & =1-\ln (\theta)+\frac{1}{\theta}+\frac{1}{4 \theta^{2}}+\mathcal{O}\left(\theta^{-4}\right) .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \tau=\kappa_{\theta} N=\sqrt{\mathcal{T} N}+\frac{1}{2} \mathcal{T}+\mathcal{O}\left(N^{-1 / 2}\right) \\
& u=S e^{-N f_{\theta}}=S e^{-N-\frac{1}{2} N \ln (\mathcal{T} / N)+\sqrt{\mathcal{T} N}+\frac{1}{4} \mathcal{T}+\mathcal{O}\left(N^{-1}\right)} .
\end{aligned}
$$

Equivalently, we can set $\tau=\sqrt{T N}$, then $\theta=\sqrt{N / T}+\frac{1}{2}-\frac{1}{12} \sqrt{T / N}+\mathcal{O}\left(N^{-3 / 2}\right)$, so that

$$
\begin{aligned}
\mathcal{T} & =T-T^{3 / 2} / N^{1 / 2}+\frac{11}{12} T^{2} / N+\mathcal{O}\left(N^{-3 / 2}\right), \\
u & =S e^{-N-\frac{1}{2} N \ln (T / N)-\frac{1}{2} \sqrt{T N}+T / 4!+\mathcal{O}\left(N^{-1}\right)} .
\end{aligned}
$$

As shown in Section 3, what it remains is to prove Theorem 3.3. We first prove the statement for the unperturbed case, and then we will show how the generalization is obtained.
6.1. Proof of Theorem 3.3(a). We have to determine is $\lim _{N \rightarrow \infty} \operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{v}\right)}$. Consider the case of a drift vector $b=0$. The path $\mathcal{C}_{v}$ is chosen as

$$
\mathcal{C}_{v}=\left\{\theta-1 / 4+\mathrm{i} r,|r| \leq r^{*}\right\} \cup\left\{\theta e^{\mathrm{it}}, t^{*} \leq|t| \leq \pi / 2\right\} \cup\{\theta-|y|+\mathrm{i} y,|y| \geq \theta\}
$$

where $r^{*}=\sqrt{\theta / 2-1 / 16}, t^{*}=\arcsin \left(\sqrt{1 / 2 \theta-1 / 16 \theta^{2}}\right)$. The path $\mathcal{C}_{\tilde{z}}$ is set as

$$
\begin{equation*}
\mathcal{C}_{\tilde{z}}=\{\theta+p / 4+\mathrm{i} \tilde{y}, \tilde{y} \in \mathbb{R}\} \cup \bigcup_{k=1}^{\ell} B_{v+k} \tag{6.1}
\end{equation*}
$$

where $B_{z}$ is a small circle around $z$ clockwise oriented and $p \in\{1,2\}$ depending on the value of $v$, see Figure 8. More precisely, for given $v$, we consider the sequence of points $S=\{\operatorname{Re}(v)+1, \operatorname{Re}(v)+2, \ldots\}$ and we choose $p=p(v)$ and $\ell=\ell(v)$ as follows:
(1) If the sequence $S$ does not contain points in $[\theta, \theta+1 / 2]$, then let $\ell \in \mathbb{N}_{0}$ be such that $\operatorname{Re}(v)+\ell \in[\theta-1, \theta]$ and we set $p=1$.
(2) If the sequence $S$ contains a point in $[\theta, \theta+3 / 8]$, then let $\ell \in \mathbb{N}$ such that $\operatorname{Re}(v)+\ell \in$ $[\theta, \theta+3 / 8]$ and set $p=2$.
(3) If the sequence $S$ contains a point in $[\theta+3 / 8, \theta+1 / 2]$, then let $\ell \in \mathbb{N}$ such that $\operatorname{Re}(v)+\ell \in[\theta-5 / 8, \theta-1 / 2]$ and set $p=1$.
With this choice, the singularity of the sine along the line $\theta+p / 4+i \mathbb{R}$ is not present, since the poles are at a distance at least $1 / 8$ from it. Also, the leading contribution of the kernel will come from situation (1) with $\ell=0$ and $p=1$. We denote

$$
\sigma:=(2 / \mathcal{T})^{1 / 3}
$$

and we do the change of variable

$$
\left\{v, v^{\prime}, \tilde{z}\right\}=\left\{\Phi(w), \Phi\left(w^{\prime}\right), \Phi(z)\right\} \quad \text { with } \quad \Phi(z):=\theta+z \sigma
$$



Figure 8. Left: Integration paths $\mathcal{C}_{v}$ (dashed) and $\mathcal{C}_{\tilde{z}}$ (the solid line plus circles at $v+1, \ldots, v+\ell$, where $\theta_{+}=\theta+p / 4$ and $\theta_{-}=\theta-1 / 4$, the small black dots are poles either of the sine or of the gamma function. Right: Integration paths after the change of variables $\mathcal{C}_{w}$ (dashed) and $\mathcal{C}_{z}$ (the solid line plus circles at $w+1, \ldots, w+\ell$, with $p=p(w) \in\{1,2\}$
and

$$
\begin{equation*}
K_{\theta}\left(w, w^{\prime}\right):=\sigma K_{u}\left(\Phi(w), \Phi\left(w^{\prime}\right)\right)=\frac{-1}{2 \pi \mathrm{i}} \int_{\mathcal{C}_{z}} d z \frac{\sigma \pi S^{(z-w) \sigma}}{\sin (\pi(z-w) \sigma)} \frac{e^{N G(\Phi(w))-N G(\Phi(z))}}{z-w^{\prime}} . \tag{6.2}
\end{equation*}
$$

After this change of variable, the paths $\mathcal{C}_{w}=\Phi^{-1}\left(\mathcal{C}_{v}\right)$ and $\mathcal{C}_{z}=\Phi^{-1}\left(\mathcal{C}_{\tilde{z}}\right)$ are given by

$$
\begin{align*}
\mathcal{C}_{w} & =\left\{-1 /(4 \sigma)+\mathrm{i} r / \sigma,|r| \leq r^{*}\right\} \cup\left\{\left(e^{\mathrm{i} t}-1\right) \theta / \sigma, t^{*} \leq|t| \leq \pi / 2\right\} \cup\{-|y|+\mathrm{i} y,|y| \geq \theta / \sigma\} \\
\mathcal{C}_{z} & =\{p /(4 \sigma)+\mathrm{i} y, y \in \mathbb{R}\} \cup \bigcup_{k=1}^{\ell} B_{w+k / \sigma} \tag{6.3}
\end{align*}
$$

where $r^{*}=\sqrt{\theta / 2-1 / 16}, t^{*}=\arcsin \left(\sqrt{1 / 2 \theta-1 / 16 \theta^{2}}\right)$, and $B_{z}$ is a small circle around $z$ clockwise oriented. After this change of variable, we have

$$
\begin{equation*}
\operatorname{det}\left(\mathbb{1}+K_{u}\right)_{L^{2}\left(\mathcal{C}_{v}\right)}=\operatorname{det}\left(\mathbb{1}+K_{\theta}\right)_{L^{2}\left(\mathcal{C}_{w}\right)} . \tag{6.4}
\end{equation*}
$$

Thus, we need to prove that

$$
\lim _{N \rightarrow \infty} \operatorname{det}\left(\mathbb{1}+K_{\theta}\right)_{L^{2}\left(\mathcal{C}_{w}\right)}=\operatorname{det}\left(\mathbb{1}-K_{\mathrm{CDRP}}\right)_{L^{2}\left(\mathbb{R}_{+}\right)}
$$

with $K_{\mathrm{CDRP}}$ given in Definition 1.11. The proof is very similar to the second part of the proof of Theorem 2.1(a), where this time the convergence of the kernel is in Proposition 6.1 and the exponential bound in Proposition 6.2. We then obtain

$$
\lim _{N \rightarrow \infty} \operatorname{det}\left(\mathbb{1}+K_{\theta}\right)_{L^{2}\left(\mathcal{C}_{w}\right)}=\operatorname{det}\left(\mathbb{1}+\widetilde{K}_{\mathrm{CDRP}}\right)_{L^{2}\left(\mathcal{C}_{w}\right)}
$$

with $\widetilde{K}_{\text {CDRP }}$ given in (6.6). Lemma 8.8 shows that the limiting Fredholm determinant is equivalent to $\operatorname{det}\left(\mathbb{1}-K_{\mathrm{CDRP}}\right)_{L^{2}\left(\mathbb{R}_{+}\right)}$and thus completes the proof of Theorem 3.3(a).
6.2. Pointwise convergence and bounds. The leading contribution of the Fredholm determinant and in the kernel comes from $w, w^{\prime}, z$ of order 1 away from $\theta \sim \mathcal{O}(\sqrt{N})$. The scale for steep descent analysis is $N \theta$ instead of $N$ as in the case of the convergence to the GUE Tracy-Widom distribution function. So, the function whose real part has to be controlled is this time

$$
\widetilde{G}(Z):=\frac{G(\theta+\theta Z)}{\theta}
$$

that satisfies

$$
\begin{align*}
& \widetilde{G}^{(3)}(0)=-1+\mathcal{O}\left(\theta^{-1}\right), \\
& \widetilde{G}^{(4)}(0)=2+\mathcal{O}\left(\theta^{-1}\right),  \tag{6.5}\\
& \widetilde{G}^{(n)}(0)=\mathcal{O}(1), \quad n \geq 3, \\
& G^{(n)}(\theta)=\theta^{-n+1} \widetilde{G}^{(n)}(0) .
\end{align*}
$$

For asymptotic analysis we need to control the real part of $\widetilde{G}$, which we denote

$$
\widetilde{g}(X, Y):=\operatorname{Re}(\widetilde{G}(X+\mathrm{i} Y))=\frac{g(\theta+\theta X, \theta Y)}{\theta}
$$

In Lemmas 6.5, 6.4, and 6.6 we will analyze the steep descent properties for $\widetilde{G}$ (those are analogs of Lemmas 5.3 5.5), that we use to prove Proposition 6.1 and Proposition 6.2 below.

Proposition 6.1. Uniformly for $w, w^{\prime}$ in a bounded set of $\mathcal{C}_{w}$,

$$
\lim _{N \rightarrow \infty} K_{\theta}\left(w, w^{\prime}\right)=\widetilde{K}_{\mathrm{CDRP}}\left(w, w^{\prime}\right)
$$

where

$$
\begin{equation*}
\widetilde{K}_{\mathrm{CDRP}}\left(w, w^{\prime}\right)=\frac{-1}{2 \pi \mathrm{i}} \int_{\frac{1}{4 \sigma}+\mathrm{iR}} d z \frac{\sigma \pi S^{(z-w) \sigma}}{\sin (\pi(z-w) \sigma)} \frac{e^{z^{3} / 3-w^{3} / 3}}{z-w^{\prime}} . \tag{6.6}
\end{equation*}
$$

Proof. First remark that the only dependence on $N$ in the kernel (6.2) is in the factor

$$
\exp [N(G(\Phi(w))-G(\Phi(z)))]=\exp [N \theta(\widetilde{G}(w \sigma / \theta)-\widetilde{G}(z \sigma / \theta))] .
$$

Let $w, w^{\prime}$ be in a bounded set of $\mathcal{C}_{w}$ around the origin. For $N$ large enough and $w$ bounded in $\mathcal{C}_{w}, \operatorname{Re}(w \sigma+1)>1 / 2$ and $\operatorname{Re}((z-w) \sigma) \in(0,1)$ so that we have $\ell=0$ and $p=1$, i.e., in this case $\mathcal{C}_{z}=\left\{\frac{1}{4 \sigma}+\mathrm{i} y, y \in \mathbb{R}\right\}$. We have

$$
\begin{align*}
N G(\Phi(w))=N G(\theta+w \sigma) & =N G(\theta)+\frac{N}{6} G^{(3)}(\theta) \sigma^{3} w^{3}+\mathcal{O}\left(N w^{4} / \theta^{3}\right) \\
& =N G(\theta)-\frac{N w^{3} \sigma^{3}}{6 \theta^{2}}+\mathcal{O}\left(N w^{4} / \theta^{3}, N w^{3} / \theta^{3}\right)  \tag{6.7}\\
& =N G(\theta)-\frac{w^{3}}{3}+\mathcal{O}\left(w^{4} / \theta\right)
\end{align*}
$$

where the $\theta$-dependence in the error term follows from $G^{(4)}(\theta)=\mathcal{O}\left(\theta^{-3}\right)$ and then we used the expansion (6.5) for $G^{(3)}(\theta)$.

We divide the integral over $z$ into two parts: (a) $|\operatorname{Im}(z)|>\theta^{1 / 3}$ and (b) $|\operatorname{Im}(z)| \leq \theta^{1 / 3}$.
(a) Contribution of the integration over $|\operatorname{Im}(z)|>\theta^{1 / 3}$. For $w, w^{\prime}$ on $\mathcal{C}_{w}$ of order 1 and $z \in \mathcal{C}_{z},\left|z-w^{\prime}\right| \geq \mathcal{O}(1),\left|\sin (\pi(z-w) \sigma)^{-1}\right|=\mathcal{O}(1)$. So,

$$
\left|K_{\theta}\left(w, w^{\prime}\right)\right| \leq \mathcal{O}(\theta) \int_{\theta^{-2 / 3}}^{\infty} d Y \exp \left[N \theta\left(\widetilde{g}(0,0)-\widetilde{g}\left((4 \sigma \theta)^{-1}, Y\right)\right)\right]
$$

From Lemma 6.4 we have that $-\widetilde{g}\left((4 \sigma \theta)^{-1}, Y\right)$ is strictly decreasing with derivative going to $-\infty$ as $Y$ goes to infinity. Then, the integral over $Y$ is bounded and of leading order

$$
\begin{equation*}
\exp \left[N \theta\left(\widetilde{g}(0,0)-\widetilde{g}\left((4 \sigma \theta)^{-1}, \theta^{-2 / 3}\right)\right)\right] . \tag{6.8}
\end{equation*}
$$

The estimates for small $Y$ of Lemma 6.4 with $X=(4 \sigma \theta)^{-1}$ and $Y=\theta^{-2 / 3}$ lead then to
(6.8) $\leq \exp \left[N \theta\left(\widetilde{g}(0,0)-\widetilde{g}\left((4 \sigma \theta)^{-1}, 0\right)-\frac{1}{12 \theta^{8 / 3}}+\mathcal{O}\left(\theta^{-11 / 3}\right)\right)\right]=\mathcal{O}(1) \exp \left(-\frac{\mathcal{T}^{5 / 6} N^{1 / 6}}{12}\right)$
where we also used the fact that $\widetilde{g}\left((4 \sigma \theta)^{-1}, 0\right)=\widetilde{g}(0,0)+\mathcal{O}\left(\theta^{-3}\right)$. Thus, the contribution in the kernel from the integration over $|\operatorname{Im}(z)| \geq \theta^{1 / 3}$ is of order $e^{-c N^{1 / 6}}$ for some positive constant $c>0$.
(b) Contribution of the integration over $|\operatorname{Im}(z)| \leq \theta^{1 / 3}$. We need to estimate

$$
\begin{equation*}
\frac{-1}{2 \pi \mathrm{i}} \int_{\frac{1}{4 \sigma}+\mathrm{i} y,|y| \leq \theta^{1 / 3}} d z \frac{\sigma \pi S^{(z-w) \sigma}}{\sin (\pi(z-w) \sigma)} \frac{e^{N G(\Phi(w))-N G(\Phi(z))}}{z-w^{\prime}} . \tag{6.9}
\end{equation*}
$$

Unlike the scaling where we have proven the convergence to the GUE Tracy-Widom distribution, in this case the sine function survives in the limiting expression and we do not have to employ the quartic term in the estimates (since it was used only to control the error term of the sine).

First we verify that the convergence is controlled by the third order term. For this purpose, we set $z=\mathrm{i} y+1 /(4 \sigma)$. Then, using (6.5) we obtain (as in (6.7))

$$
-N G(\theta+\sigma z)=-N G(\theta)+\frac{z^{3}}{3}+\mathcal{O}\left(z^{4} / \theta\right)
$$

The real part of the cubic term is given by

$$
\begin{equation*}
\operatorname{Re}\left(\frac{z^{3}}{3}\right)=-\frac{y^{2}}{4 \sigma^{2}}+\frac{1}{192 \sigma^{3}} \tag{6.10}
\end{equation*}
$$

In our situation we have $|y| \leq \theta^{1 / 3}$, therefore $-\frac{y^{2}}{4 \sigma^{2}}$ dominates $\mathcal{O}\left(z^{4} / \theta\right)$ for large $\theta$ (since $\left.y^{2}=\mathcal{O}\left(\theta^{2 / 3}\right)\right)$.

We have

$$
(\sqrt{6.9})=\frac{-1}{2 \pi \mathrm{i}} \int_{\frac{1}{4 \sigma}+\mathrm{i} y,|y| \leq \theta^{1 / 3}} d z \frac{\sigma \pi S^{(z-w) \sigma}}{\sin (\pi(z-w) \sigma)} \frac{e^{z^{3} / 3-w^{3} / 3+\mathcal{O}\left(w^{4} / \theta ; z^{4} / \theta\right)}}{z-w^{\prime}} .
$$

We divide the integration in (b.1) $\theta^{1 / 6} \leq|y| \leq \theta^{1 / 3}$ and (b.2) $|y| \leq \theta^{1 / 6}$. Since the quadratic term in $y$ from (6.10) dominates the others, the contribution of (b.1) is only of order
$\mathcal{O}\left(e^{-c_{1} \theta^{1 / 3}}\right)=\mathcal{O}\left(e^{-c_{2} N^{1 / 6}}\right)$ for some constants $c_{1}, c_{2}>0$. The contribution from (b.2) is given by

$$
\begin{equation*}
\frac{-1}{2 \pi \mathrm{i}} \int_{\frac{1}{4 \sigma}+\mathrm{i} y,|y| \leq \theta^{1 / 6}} d z \frac{\sigma \pi S^{(z-w) \sigma}}{\sin (\pi(z-w) \sigma)} \frac{e^{z^{3} / 3-w^{3} / 3+\mathcal{O}\left(w^{4} / \theta ; z^{4} / \theta\right)}}{z-w^{\prime}} \tag{6.11}
\end{equation*}
$$

For $|y| \leq \theta^{1 / 6}, \mathcal{O}\left(z^{4} / \theta\right)=\mathcal{O}\left(\theta^{-1 / 3}\right)$. Using $\left|e^{x}-1\right| \leq|x| e^{|x|}$ for $x=\mathcal{O}\left(z^{4} / \theta\right)$ and then for $x=\mathcal{O}\left(w^{4} / \theta\right)$ we can delete the error term by making an error of order $\mathcal{O}\left(\theta^{-1 / 3}\right)=\mathcal{O}\left(N^{-1 / 6}\right)$. Thus,

$$
\text { (6.11) }=\mathcal{O}\left(N^{-1 / 6}\right)+\frac{-1}{2 \pi \mathrm{i}} \int_{\frac{1}{4 \sigma}+\mathrm{i} y,|y| \leq \theta^{1 / 6}} d z \frac{\sigma \pi S^{(z-w) \sigma}}{\sin (\pi(z-w) \sigma)} \frac{e^{z^{3} / 3-w^{3} / 3}}{z-w^{\prime}} \text {. }
$$

Finally, extending the last integral to $\frac{1}{4 \sigma}+i \mathbb{R}$ we make an error of order $\mathcal{O}\left(e^{-c_{3} \theta^{1 / 3}}\right)$ for some constant $c_{3}>0$.

Putting all the above estimates together we obtain that, for $w, w^{\prime} \in \mathcal{C}_{w}$ in a bounded set around 0 ,

$$
K_{\theta}\left(w, w^{\prime}\right)=\mathcal{O}\left(N^{-1 / 6}\right)+\frac{-1}{2 \pi \mathrm{i}} \int_{\frac{1}{4 \sigma}+\mathrm{i} \mathbb{R}} d z \frac{\sigma \pi S^{(z-w) \sigma}}{\sin (\pi(z-w) \sigma)} \frac{e^{z^{3} / 3-w^{3} / 3}}{z-w^{\prime}}
$$

Proposition 6.2. For any $w, w^{\prime}$ in $\mathcal{C}_{w}$, uniformly for all $N$ large enough,

$$
\left|K_{\theta}\left(w, w^{\prime}\right)\right| \leq C e^{-|\operatorname{Im}(w)|}
$$

for some constant $C$.
Proof. First recall the expression of the kernel,

$$
\begin{aligned}
K_{\theta}\left(w, w^{\prime}\right) & =\frac{-1}{2 \pi \mathrm{i}} \int_{\mathcal{C}_{z}} d z \frac{\sigma \pi S^{(z-w) \sigma}}{\sin (\pi(z-w) \sigma)} \frac{e^{N G(\Phi(w))-N G(\Phi(z))}}{z-w^{\prime}} \\
& =S^{-w \sigma} e^{N G(\Phi(w))-N G(\theta)} \frac{-1}{2 \pi \mathrm{i}} \int_{\mathcal{C}_{z}} d z \frac{\sigma \pi S^{z \sigma}}{\sin (\pi(z-w) \sigma)} \frac{e^{N G(\theta)-N G(\Phi(z))}}{z-w^{\prime}} .
\end{aligned}
$$

As in the proof of Proposition 5.2, the dependence on $w^{\prime}$ is marginal because (a) we can choose the integration variable $z$ such that $\left|z-w^{\prime}\right| \geq 1 /(4 \sigma)$ and (b) we will get the bound through evaluating the absolute value of the integrand of (6.2).

Case 1: $w \in\left\{-1 /(4 \sigma)+\mathrm{i} y,|y| \leq r^{*} / \sigma\right\}$ with $r^{*}=\sqrt{\theta / 2-1 / 16}$. In this case, the integration path for $z$ is $1 /(4 \sigma)+\mathrm{i} \mathbb{R}$ and no extra contributions from poles of the sine are present. The factor $1 / \sin (\pi(z-w) \sigma)$ is uniformly bounded from above. Doing the change of variable $z=\frac{1}{4 \sigma}+\mathrm{i} \frac{Y \theta}{\sigma}$ we get

$$
\begin{equation*}
\left|K_{\theta}\left(w, w^{\prime}\right)\right| \leq \mathcal{O}(1) e^{N \operatorname{Re}(G(\theta+w \sigma))-N G(\theta)} \int_{\mathbb{R}} d Y e^{N \theta(\widetilde{g}(0,0)-\tilde{g}(\tilde{\varepsilon}, Y))} \theta \tag{6.12}
\end{equation*}
$$

with $\tilde{\varepsilon}=1 /(4 \theta)$. The estimates as in the proof of Proposition 6.1 on the integral over $Y$ yield

$$
\begin{equation*}
\text { (6.12) } \leq \mathcal{O}(1) \times e^{N \operatorname{Re}(G(\theta+w \sigma))-N G(\theta)}=\mathcal{O}(1) \times e^{N \theta \operatorname{Re}(\widetilde{G}(w \sigma / \theta))-N \theta \widetilde{G}(0)} . \tag{6.13}
\end{equation*}
$$

Since $|w \sigma / \theta| \leq \mathcal{O}\left(\theta^{-1 / 2}\right)$ is small, we can use Taylor expansion and with (6.5) we obtain

$$
N \theta \widetilde{G}(w \sigma / \theta))-N \theta \widetilde{G}(0)=-\frac{1}{3} w^{3}\left(1+\mathcal{O}\left(\theta^{-1}\right)\right)+\frac{\sigma}{6 \theta} w^{4}\left(1+\mathcal{O}\left(\theta^{-1}\right)\right)
$$

substituting $w=-1 /(4 \sigma)+\mathrm{i} y$ and taking the real part we get

$$
N \theta \operatorname{Re}(\widetilde{G}(w \sigma / \theta))-N \theta \widetilde{G}(0)=-\frac{1}{4 \sigma} y^{2}+\frac{\sigma}{6 \theta} y^{4}+\mathcal{O}(1)+\mathcal{O}\left(y^{3} / \theta, y^{4} / \theta^{2}\right)
$$

Now, for $|y| \leq \sqrt{\theta / 2} / \sigma, \frac{\sigma}{6 \theta} y^{4} \leq \frac{1}{12 \sigma} y^{2}$ and the quadratic term dominates $\mathcal{O}\left(y^{3} / \theta, y^{4} / \theta^{2}\right)$ for large $\theta$. Therefore, for all $\theta$ large enough, we have

$$
N \theta \operatorname{Re}(\widetilde{G}(w \sigma / \theta))-N \theta \widetilde{G}(0) \leq-\frac{1}{8 \sigma} y^{2}+\mathcal{O}(1)
$$

Consequently,

$$
\left|K_{\theta}\left(w, w^{\prime}\right)\right| \leq \mathcal{O}(1) e^{-\frac{1}{8 \sigma}|\operatorname{Im}(w)|^{2}} \leq C e^{-|\operatorname{Im}(w)|}
$$

for some finite constant $C$.
Case 2: $w \in\left\{\left(e^{\mathrm{i} t}-1\right) \theta / \sigma, t^{*} \leq|t| \leq \pi / 2\right\} \cup\{-|y|+\mathrm{i} y,|y| \geq \theta / \sigma\}$. We divide the estimation of the bound by dividing into the contributions from (a) integration over $\frac{p}{4 \sigma}+\mathrm{i} \mathbb{R}$ with $p \in\{1,2\}$ depending on $w$ (see the definitions after (6.1)) and (b) integration over the circles $B_{w+k / \sigma}, k=1, \ldots, \ell$.

Case 2(a). First notice that the estimate (6.12) of Case 1 still holds with the minor difference that $\tilde{\varepsilon}=p /(4 \theta)$ where $p \in\{1,2\}$ depending on the value of $w$. Then, also (6.13) still holds, so that we need only to estimate $N \theta \operatorname{Re}(\widetilde{G}(w \sigma / \theta))-N \theta \widetilde{G}(0)$.

For $w \in\left\{\left(e^{\mathrm{i} t}-1\right) \theta / \sigma, t^{*} \leq|t| \leq \pi / 2\right\}$, in Lemma 6.3 we show that $\widetilde{g}(\cos (t)-1, \sin (t))-$ $\widetilde{g}(0,0) \leq-\sin (t)^{4} / 16$. Replacing $\operatorname{Im}(w)=\sin (t) \theta / \sigma$ and using $|\operatorname{Im}(w)| \geq \sqrt{\theta / 2-1 / 16}$ we obtain

$$
N \theta \operatorname{Re}(\widetilde{G}(w \sigma / \theta))-N \theta \widetilde{G}(0) \leq-c_{1}|\operatorname{Im}(w)|^{4} / \theta \leq-c_{2}|\operatorname{Im}(w)| \sqrt{\theta} \leq-|\operatorname{Im}(w)|
$$

for all $\theta$ large enough, where $c_{1}, c_{2}$ are some (explicit) constants. This is the desired bound.
For $w \in\{-|y|+\mathrm{i} y,|y| \geq \theta / \sigma\}$, from Lemma 6.5it follows that there exists a constant $c_{3}>0$ such that $\partial_{Y} \widetilde{g}(-Y, Y) \leq-c_{3}$ and from Lemma 6.3 we know that $\widetilde{g}(-1,1)-\widetilde{g}(0,0) \leq-1 / 16$. Thus, for $c_{4}=\min \left\{\sigma / 16, c_{3}\right\}$ it holds $\widetilde{g}(-1,1)-\widetilde{g}(0,0) \leq-c_{4} Y$ for all $|Y| \geq 1 / \sigma$. This means that

$$
N \theta \operatorname{Re}(\widetilde{G}(w \sigma / \theta))-N \theta \widetilde{G}(0) \leq-c_{4} N \theta|\operatorname{Im}(w)| / \theta \leq-|\operatorname{Im}(w)|
$$

for $N$ large enough, giving us the needed bound.
Case 2(b). It remains to check that the extra contributions of the poles of the sine also tend to zero exponentially in $|\operatorname{Im}(w)|$. The contribution of the integration over $B_{w+k / \sigma}$ is (up to $\mathrm{a} \pm$ sign depending on $k$ ) given by

$$
\frac{S^{k} e^{N G(\Phi(w))-N G(\Phi(w+k / \sigma))}}{w+k / \sigma-w^{\prime}} .
$$

Let us set $\widetilde{h}(Y, k):=\widetilde{g}(-Y, Y)-\widetilde{g}(-Y+k, Y)$. From Lemma 6.6 it follows that the largest contribution comes from the integration over $B_{w+1 / \sigma}$. We have at most $\mathcal{O}(|\operatorname{Im}(w)|)$ poles
and also $\left|w+k / \sigma-w^{\prime}\right| \geq \mathcal{O}(1 / \theta)$ (the worst case is at the junction between the arc of circle and the straight lines). Thus, the contribution of all the poles is bounded by

$$
\begin{equation*}
\mathcal{O}(\theta|\operatorname{Im}(w)|) S^{|\operatorname{Im}(w)|} e^{N G(\Phi(w))-N G(\Phi(w+1 / \sigma))}=\mathcal{O}(\theta|\operatorname{Im}(w)|) S^{|\operatorname{Im}(w)|} e^{N \theta \widetilde{h}(Y, 1)} \tag{6.14}
\end{equation*}
$$

where $Y=|\operatorname{Im}(w)| \sigma / \theta$. We consider separately the cases $1 / \sqrt{2 \theta} \leq Y \leq 1$ and $Y>1$ :
(1) For $1 / \sqrt{2 \theta} \leq Y \leq 1$, the bound on $\partial_{k} \widetilde{h}(Y, k)$ leads to $\widetilde{h}(Y, 1) \leq-Y / 8$.
(2) For $Y>1$ we know that $\widetilde{h}(Y, 1)<0$ and $\left.\partial_{k} \widetilde{h}(Y, k)\right|_{k=0} \simeq-Y$ as $Y \rightarrow \infty$. By the continuity of $\widetilde{h}(Y, 1)$ in $Y$, there exists a constant $c_{5}>0$ such that $\widetilde{h}(Y, 1) \leq-c_{5} Y$ for all $Y \geq 1$.
Therefore, with $c_{6}=\min \left\{c_{5}, 1 / 8\right\}$ and inserting $Y=|\operatorname{Im}(w)| \sigma / \theta$ we have

$$
(6.14) \leq \mathcal{O}(\theta|\operatorname{Im}(w)|) S^{|\operatorname{Im}(w)|} e^{-N c_{5} \sigma|\operatorname{Im}(w)|} \leq \mathcal{O}(1) e^{-|\operatorname{Im}(w)|}
$$

for $N$ large enough. We have shown that also the contributions of the poles have the desired bound.

Lemma 6.3. The function $\widetilde{g}(\cos (t)-1, \sin (t))$ is zero at $t=0$ and strictly decreasing for $t \in(0, \pi / 2]$.
For $t \in[0, \pi / 2]$ and $\theta$ large enough, $\partial_{t} \widetilde{g}(\cos (t)-1, \sin (t)) \leq-\sin (t)(1-\cos (t)) / 2$ so that

$$
\widetilde{g}(\cos (t)-1, \sin (t))-\widetilde{g}(0,0) \leq-\sin (t)^{4} / 16
$$

Proof. We have $\widetilde{g}(\cos (t)-1, \sin (t))=\theta^{-1} g(\theta \cos (t), \theta \sin (t))$, thus

$$
\begin{align*}
\frac{\partial \widetilde{g}(\cos (t)-1, \sin (t))}{\partial t} & =\cos (t) g_{2}(\theta \cos (t), \theta \sin (t))-\sin (t) g_{1}(\theta \cos (t), \theta \sin (t)) \\
& =-\sum_{n=0}^{\infty} \frac{2 \theta^{2} \sin (t)(1-\cos (t))(2 n \cos (t)+\theta)}{\left(2 n \theta \cos (t)+n^{2}+\theta^{2}\right)(n+\theta)^{2}} \tag{6.15}
\end{align*}
$$

is strictly negative for all $t \in(0, \pi / 2$ ], which shows the first result. We can further bound

$$
\begin{aligned}
(6.15) & \leq-\sin (t)(1-\cos (t)) \sum_{n=0}^{\infty} \frac{2 \theta^{3}}{\left(2 n \theta \cos (t)+n^{2}+\theta^{2}\right)(n+\theta)^{2}} \\
& \leq-\sin (t)(1-\cos (t)) \sum_{n=0}^{\infty} \frac{2 \theta^{3}}{(n+\theta)^{4}}=-\sin (t)(1-\cos (t))\left(\frac{2}{3}+\mathcal{O}\left(\theta^{-1}\right)\right)
\end{aligned}
$$

Thus, for large enough $\theta$, the derivative is bounded by $-\sin (t)(1-\cos (t)) / 2, t \in[0, \pi / 2]$. Integrating over $[0, t]$ gives

$$
\widetilde{g}(\cos (t)-1, \sin (t))-\widetilde{g}(0,0) \leq-(1-\cos (t))^{2} / 4 \leq-\sin (t)^{4} / 16
$$

for $t \in[0, \pi / 2]$.
Lemma 6.4. For any $X \geq 0$, the function $\widetilde{g}(X, Y)$ is strictly increasing for $Y>0$, with $\partial_{Y} \widetilde{g}(X, Y) \geq \partial_{Y} \widetilde{g}(0, Y)$.
For $Y \searrow 0, \partial_{Y} \widetilde{g}(0, Y)=Y^{3} / 3+\mathcal{O}\left(Y^{3} / \theta ; Y^{5}\right)$, so that

$$
\widetilde{g}(X, Y) \geq \widetilde{g}(X, 0)+Y^{4} / 12+\mathcal{O}\left(Y^{4} / \theta ; Y^{6}\right)
$$

For $Y \rightarrow \infty$ it holds $\partial_{Y} \widetilde{g}(X, Y) \sim Y$.

Proof. We have

$$
\frac{\partial \widetilde{g}(X, Y)}{\partial Y}=g_{2}(\theta+\theta X, \theta Y)=\sum_{n=0}^{\infty}\left(\frac{\theta Y}{(\theta+n)^{2}}-\frac{\theta Y}{(\theta+\theta X+n)^{2}+\theta^{2} Y^{2}}\right)
$$

which is 0 for $Y=0$ and for $Y>0$ is strictly positive. The inequality

$$
\partial_{Y} \widetilde{g}(X, Y) \geq \partial_{Y} \widetilde{g}(0, Y)=\sum_{n=0}^{\infty} \frac{\theta^{3} Y^{3}}{(\theta+n)^{2}\left((\theta+n)^{2}+\theta^{2} Y^{2}\right)}
$$

whose expansion for small $Y$ and large $\theta$ is given by $Y^{3} / 3+\mathcal{O}\left(Y^{3} / \theta ; Y^{5}\right)$.
For large $Y$, the second term becomes irrelevant with respect to the first, so that $\partial_{Y} \widetilde{g}(X, Y) \sim \theta \kappa_{\theta} Y=Y\left(1+\mathcal{O}\left(\theta^{-1}\right)\right)$.

Lemma 6.5. The function $\widetilde{g}(-Y, Y)$ is strictly decreasing for $Y>0$.
For $Y \rightarrow \infty$ it holds $\partial_{Y} \widetilde{g}(-Y, Y) \sim-\ln (Y)$.
For $Y \searrow 0$ we have $\widetilde{g}(-Y, Y)=\widetilde{g}(0,0)-\frac{1}{3} Y^{3}+\mathcal{O}\left(Y^{3} / \theta ; Y^{4}\right)$.
Proof. As in the proof of Lemma 5.3, we use (5.8) and (5.9) to obtain

$$
\frac{\partial \widetilde{g}(-Y, Y)}{\partial Y}=g_{2}(\theta-\theta Y, \theta Y)-g_{1}(\theta-\theta Y, \theta Y)=-\sum_{n=0}^{\infty} \frac{2 Y^{2} \theta^{2}}{(\theta+n)\left((\theta+n-\theta Y)^{2}+\theta^{2} Y^{2}\right)}
$$

which is 0 for $Y=0$ and strictly negative for $Y>0$.
We can rewrite the sum with the variable $\eta=n / \theta$. Then, for large (but still fixed) $\theta$ the sum over $\eta \in\{0,1,2, \ldots\} / \theta$ is very close to the integral over $\eta \in[0, \infty)$. From this one deduces that for large $Y, \partial_{Y} \widetilde{\widetilde{g}}(-Y, Y) \sim-\ln (Y)$. The asymptotics for $Y \searrow 0$ is obtained by writing the Taylor series of $\widetilde{G}(Z)$ around $Z=1$ and taking the real part of it.

Lemma 6.6. Let $Y>0$ be fixed. The function

$$
\widetilde{h}(Y, k):=\widetilde{g}(-Y, Y)-\widetilde{g}(-Y+k, Y)
$$

satisfies $\widetilde{h}(Y, 0)=0, \widetilde{h}(Y, k)$ is strictly decreasing for $k \in[0, Y]$.
For any $\delta \in(0,1), Y \geq \delta, \widetilde{h}(Y, k)$ is strictly decreasing in $k \in[0, Y+\delta / 2]$.
For $Y \rightarrow \infty,\left.\partial_{k} \widetilde{h}(Y, k)\right|_{k=0} \sim-Y$.
For $Y \leq 1, \partial_{k} \widetilde{h}(Y, k) \leq-k Y / 4$ for $k \in[0, Y]$.
Proof. The first statements follows directly from Lemma 5.5. The asymptotics for large $Y$ can be obtained by approximating the sums in $\partial_{k} \widetilde{h}$ by integrals. The bound for $Y \leq 1$ follows from (5.21) with $k \rightarrow \theta k, y \rightarrow \theta Y$, and $\sum_{n=0}^{\infty}(\theta+n)^{-3} \geq 1 /\left(2 \theta^{2}\right)$.
6.3. Proof of Theorem 3.3(b). Now we consider the perturbed case, where

$$
a_{k}:=\theta+b_{k}, \quad k=1, \ldots, m
$$

Then, the change of variable as in (6.2) leads to the kernel
$K_{\theta}\left(w, w^{\prime}\right):=\sigma K_{u}\left(\Phi(w), \Phi\left(w^{\prime}\right)\right)=\frac{-1}{2 \pi \mathrm{i}} \int_{\mathcal{C}_{z}} d z \frac{\sigma \pi S^{(z-w) \sigma}}{\sin (\pi(z-w) \sigma)} \frac{e^{N G(\Phi(w))-N G(\Phi(z))}}{z-w^{\prime}} \prod_{k=1}^{m} P\left(w, z, b_{k}\right)$


Figure 9. Perturbation of the integration paths, compare with Figure 8 (right). The white dots on the right are the values of $b_{1} / \sigma, \ldots, b_{m} / \sigma$.
where the perturbation term is

$$
P\left(w, z, b_{k}\right)=\frac{\Gamma\left(\sigma w-b_{k}\right) \Gamma(\Phi(z)) \theta^{\sigma w}}{\Gamma\left(\sigma z-b_{k}\right) \Gamma(\Phi(w)) \theta^{\sigma z}} .
$$

The difference from Theorem 3.3(a) is that now (as it was the case for Theorem 2.1(b)), the paths $\mathcal{C}_{z}$ and $\mathcal{C}_{w}$ have to be locally modified around the critical point, $\theta$, so that they remains on the right of all the $b_{1} / \sigma, \ldots, b_{m} / \sigma$, see Figure 9 for an illustration.

We just have to show that

$$
\lim _{N \rightarrow \infty} \operatorname{det}\left(\mathbb{1}+K_{\theta}\right)_{L^{2}\left(\mathcal{C}_{w}\right)}=\operatorname{det}\left(\mathbb{1}-K_{\mathrm{CDRP}, b}\right)_{L^{2}\left(\mathbb{R}_{+}\right)}
$$

with $K_{\text {CDRP, } b}$ as in (1.6).
The proof is a minor modification of the one of Theorem 2.1(b). The local modification of the paths have no influence on the bounds for large $z$ and/or for large $w$. This is because $N G\left(\theta+b_{k}\right)-N G(\theta)=\mathcal{O}(1)$ and the path for $z$ is the same away from a distance $\mathcal{O}(1)$ from the origin. What remains to be clarified is the limit kernel. We can choose the path $\mathcal{C}_{w}$ to be as before with a small perturbation (e.g. a circle) around 0 so that it passes on the right of the all the $b_{k}$ 's. Then, we modify the path $\mathcal{C}_{z}$ in the same way, i.e., by doing the same small perturbation but shifted to the right by $1 / 2 \sigma$ (see Figure 9 too). This ensures that we do not get extra poles from the sine. Finally, for the pointwise convergence of the kernel the new term remaining is

$$
\lim _{N \rightarrow \infty} P\left(w, z, b_{k}\right)=\frac{\Gamma\left(\sigma w-b_{k}\right)}{\Gamma\left(\sigma z-b_{k}\right)} .
$$

Indeed, since $\Phi(z)=\theta+\mathcal{O}(1)$ and $\Phi(w)=\theta+\mathcal{O}(1)$, then $\lim _{N \rightarrow \infty} \frac{\Gamma(\Phi(z)) \theta^{\theta^{*}}}{\Gamma\left(\Phi(w) \theta^{\theta^{z z}}\right.}=1$.
Finally one reformulate the Fredholm determinant into one on $L^{2}\left(\mathbb{R}_{+}\right)$in the same way as the unperturbed case of Lemma 8.8. The only small difference is that we the first step requires $\operatorname{Re}\left(z-w^{\prime}\right)>0$, which holds only for $b_{k}<\frac{1}{4}$, for all $k$. Under this condition the rewriting holds. By looking at the final expressions one verifies that both sides are analytic
in the parameters $b_{1}, \ldots, b_{m}$. Thus we have equality by analytic continuation. This ends the proof of Theorem 3.3(b).

## 7. Details in the proof of Theorem 4.5

7.1. Proof of Proposition 4.12. This closely follows the proof of [16] Proposition 3.2.8 and Corollary 3.2.10. However, in that case the contour playing the role of $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$ is bounded whereas it is unbounded presently. As such, some additional estimates must be made, so we include the entire proof here.

First observe that we may combine the $q$-moments $\mu_{k}=\left\langle q^{k \lambda_{N}}\right\rangle_{\mathbf{M M}_{t=0}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)}$ (see definitions in Section 4.3) into a generating function

$$
G_{q}(\zeta)=\sum_{k \geq 0} \frac{(\zeta /(1-q))^{k}}{k_{q}!}\left\langle q^{k \lambda_{N}}\right\rangle_{\operatorname{MM}_{t=0}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)}
$$

where $k_{q}!=(q ; q)_{n} /(1-q)^{n}$ and $(a ; q)_{k}=(1-a) \cdots\left(1-a q^{k-1}\right)$ (when $k=\infty$ the product is infinite, though convergent since $|q|<1)$. The convergence of the series defining $G_{q}(\zeta)$ follows from the fact that $q^{k \lambda_{N}} \leq 1$ and

$$
\frac{(\zeta /(1-q))^{k}}{k_{q}!}=\frac{\zeta^{k}}{(1-q) \cdots\left(1-q^{k}\right)}
$$

which shows geometric decay for large enough $k$. This justifies writing

$$
G_{q}(\zeta)=\left\langle\sum_{k \geq 0} \frac{(\zeta /(1-q))^{k}}{k_{q}!} q^{k \lambda_{N}}\right\rangle_{\operatorname{MM}_{t=0}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)}=\left\langle\frac{1}{\left(\zeta q^{\lambda_{N}} ; q\right)_{\infty}}\right\rangle_{\operatorname{MM}_{t=0}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)}
$$

where the second equality follows from the $q$-Binomial theorem [6].
It now suffices to show that $G_{q}(\zeta)=\operatorname{det}(\mathbb{1}+K)$ as in the statement of the proposition. From now on, all contour integrals are along $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$. Observe that we can rewrite the summation in the definition of $\mu_{k}$ so that

$$
\mu_{k} \frac{\zeta^{k}}{k_{q}!}=\sum_{\substack{L \geq 0}} \sum_{\substack{m_{1}, m_{2}, \ldots \\ \sum m_{i}=L \\ \sum i m_{i}=k}} \frac{1}{\left(m_{1}+m_{2}+\cdots\right)!} \cdot \frac{\left(m_{1}+m_{2}+\cdots\right)!}{m_{1}!m_{2}!\cdots} \int \cdots \int I_{L}(\lambda ; w ; \zeta) \prod_{j=1}^{L} \frac{d w_{j}}{2 \pi \mathrm{i}},
$$

where $w=\left(w_{1}, \ldots, w_{L}\right), \lambda=\left(\lambda_{1}, \ldots, \lambda_{L}\right)$ and is specified by $\lambda=1^{m_{1}} 2^{m_{2}} \cdots$, and where the integrand is

$$
I_{L}(\lambda ; w ; \zeta)=\operatorname{det}\left[\frac{1}{w_{i} q^{\lambda_{i}}-w_{j}}\right]_{i, j=1}^{L} \prod_{j=1}^{L}(1-q)^{\lambda_{j}} \zeta^{\lambda_{j}} f\left(w_{j}\right) f\left(q w_{j}\right) \cdots f\left(q^{\lambda_{j}-1} w_{j}\right)
$$

The term $\frac{\left(m_{1}+m_{2}+\cdots\right)!}{m_{1}!m_{2}!\cdots}$ is a multinomial coefficient and can be removed by replacing the inner summation by

$$
\sum_{n_{1}, \ldots, n_{L} \in \mathcal{L}_{k, m_{1}, m_{2}, \ldots}} \int \cdots \int I_{L}(n ; w ; \zeta) \frac{d w_{j}}{2 \pi \mathrm{i}}
$$

with $n=\left(n_{1}, \ldots, n_{L}\right)$ and where

$$
\mathcal{L}_{k, m_{1}, m_{2}, \ldots}=\left\{n_{1}, \ldots, n_{L} \geq 1: \sum_{i} n_{i}=k \text { and for each } j \geq 1, m_{j} \text { of the } n_{i} \text { equal } j\right\}
$$

This gives

$$
\mu_{k} \frac{\zeta^{k}}{k_{q}!}=\sum_{L \geq 0} \frac{1}{L!} \sum_{\substack{n_{1}, \ldots, n_{L} \geq 1 \\ \sum n_{i}=\bar{k}}} \int \cdots \int I_{L}(n ; w ; \zeta) \frac{d w_{j}}{2 \pi \mathrm{i}}
$$

Now we may sum over $k$ which removes the requirement that $\sum_{i} n_{i}=k$. This yields that the left-hand side of equation (4.7) can be expressed as

$$
\begin{equation*}
\sum_{L \geq 0} \frac{1}{L!} \sum_{n_{1}, \ldots, n_{L} \geq 1} \int \cdots \int \operatorname{det}\left[\frac{1}{q^{n_{i}} w_{i}-w_{j}}\right]_{i, j=1}^{L} \prod_{j=1}^{L}(1-q)^{n_{j}} \zeta^{n_{j}} f\left(w_{j}\right) f\left(q w_{j}\right) \cdots f\left(q^{n_{j}-1} w_{j}\right) \frac{d w_{j}}{2 \pi \mathrm{i}} \tag{7.1}
\end{equation*}
$$

This is the definition of the Fredholm determinant expansion $\operatorname{det}(\mathbb{1}+K)$, as desired. As these were purely formal manipulations, at this point to complete the proof we must justify the rearrangements in the above argument. In order to do this, we will show that the double summation of (7.1) is absolutely convergent. This is the point at which the unboundedness of the $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$ contour introduces a slight divergence from the analogous proof of [16] Proposition 3.2.8 where the contour was bounded and of finite length.

Basically, the absolute convergence follows from the exponential decay of the function $f$ as the real part of $w$ increases to positive infinity, combined with Hadamard's inequality. Let us bound the absolute value of the integrand in (7.1). Note that by assumption $q^{n_{i}} w_{i} / w_{j}-1$ is bounded from 0 uniformly as $w_{i}, w_{j}$, and $n_{i}$ vary. Thus, it follows that for some finite constant $B_{1}$,

$$
\left|\operatorname{det}\left[\frac{1}{q^{n_{i}} w_{i}-w_{j}}\right]_{i, j=1}^{L}\right| \leq B_{1}^{L} L^{L / 2}
$$

Since the function $f(w)$ is bounded as $w$ varies and has exponential decay with respect to the real part of $w$, we can replace

$$
\left|f\left(w_{j}\right) f\left(q w_{j}\right) \cdots f\left(q^{n_{j}-1} w_{j}\right)\right| \leq\left(B_{2}\right)^{n_{j}} e^{-c \operatorname{Re}\left(w_{j}\right)}
$$

for constants $c>0$ and $B_{2}<\infty$. Thus we find that

$$
\begin{equation*}
|(\overline{7.1})| \leq \sum_{L \geq 0} \frac{1}{L!} B_{1}^{L} L^{L / 2}\left(\sum_{n \geq 1}\left(B_{2}(1-q) \zeta\right)^{n} \int \frac{|d w|}{2 \pi} e^{-c \operatorname{Re}(w)}\right)^{L} \tag{7.2}
\end{equation*}
$$

Since $w$ is being integrated along $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$, the integral over $w$ is bounded by some constant $B_{3}<\infty$. Finally, for $|\zeta|$ small enough the geometric series converges and it is bounded by a constant $B_{4}$. Therefore

$$
(\overline{7.2}) \leq \sum_{L \geq 0} \frac{\left(B_{1} B_{3} B_{4}\right)^{L} L^{L / 2}}{L!}<\infty
$$

Thus we have shown that the double summation in (17.1) is absolutely convergent, completing the proof of Proposition 4.12.
7.2. Proof of Theorem 4.13. This theorem and its proof are adapted from [16] Theorem 3.2.11. However, in that theorem, the $w$-contour $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$, was of finite length and the $s$-contour $\widetilde{\mathcal{D}}_{w}$ was just a vertical line. The need for slightly more involved contours comes from the unboundedness of the $w$-contour and the necessity that $\tilde{K}_{\zeta}\left(w, w^{\prime}\right)$ goes to zero sufficiently fast as $|w|$ grows along the $w$-contour.

The starting point for this proof is Proposition 4.12. There are, however, two issues we must deal with. First, the operator in the proposition acts on a different $L^{2}$ space; second, the equality is only proved for $|\zeta|<C^{-1}$ for some constant $C>1$. We split the proof into three steps. Step 1: We present a general lemma which provides an integral representation for an infinite sum. Step 2: Assuming $\zeta \in\left\{\zeta:|\zeta|<C^{-1}, \zeta \notin \mathbb{R}_{+}\right\}$we derive equation (4.9). Step 3: A direct inspection of the left-hand side of that equation shows that for all $\zeta \neq q^{-M}$ for $M \geq 0$ the expression is well-defined and analytic. The right-hand side expression can be analytically extended to all $\zeta \notin \mathbb{R}_{+}$and thus by uniqueness of the analytic continuation, we have a valid formula on all of $\mathbb{C} \backslash \mathbb{R}_{+}$.

Step 1: The purpose of the next lemma is to change that $L^{2}$ space we are considering and to replace the summation in Proposition 4.12 by a contour integral.

Lemma 7.1. For all functions $g$ which satisfy the conditions below, we have the identity that for $\zeta \in\left\{\zeta:|\zeta|<1, \zeta \notin \mathbb{R}_{+}\right\}$

$$
\sum_{n=1}^{\infty} g\left(q^{n}\right)(\zeta)^{n}=\frac{1}{2 \pi \mathrm{i}} \int_{C_{1,2}, \ldots} \Gamma(-s) \Gamma(1+s)(-\zeta)^{s} g\left(q^{s}\right) d s
$$

where the infinite contour $C_{1,2, \ldots}$ is a negatively oriented contour which encloses $1,2, \ldots$ and no singularities of $g\left(q^{s}\right)$, and $z^{s}$ is defined with respect to a branch cut along $z \in \mathbb{R}_{-}$. For the above equality to be valid the left-hand-side must converge, and the right-hand-side integral must be able to be approximated by integrals over a sequence of contours $C_{k}$ which enclose the singularities at $1,2, \ldots, k$ and which partly coincide with $C_{1,2, \ldots}$ in such a way that the integral along the symmetric difference of the contours $C_{1,2, \ldots}$ and $C_{k}$ goes to zero as $k$ goes to infinity.

Proof. The identity follows from $\operatorname{Res}_{s=k} \Gamma(-s) \Gamma(1+s)=(-1)^{k+1}$.
Step 2: For this step let us assume that $\zeta \in\left\{\zeta:|\zeta|<C^{-1}, \zeta \notin \mathbb{R}_{+}\right\}$. We may rewrite equation (4.8) as

$$
K\left(n_{1}, w_{1} ; n_{2}, w_{2}\right)=\zeta^{n_{1}} g_{w_{1}, w_{2}}\left(q^{n_{1}}\right)
$$

where $g$ is given in equation (4.10).
Writing out the $M^{t h}$ term in the Fredholm expansion we have

$$
\frac{1}{M!} \sum_{\sigma \in S_{M}} \operatorname{sgn}(\sigma) \prod_{j=1}^{M} \int_{\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}} \frac{d w_{j}}{2 \pi \mathrm{i}} \sum_{n_{j}=1}^{\infty} \zeta^{n_{j}} g_{w_{j}, w_{\sigma(j)}}\left(q^{n_{j}}\right)
$$

In order to apply Lemma7.1 we need to define the sequence of contours $C_{k}$ (in fact we need only specify the contours for $k$ large). Let $C_{k}$ be composed of the union of two parts - the first part is the portion of the contour $\widetilde{\mathcal{D}}_{w}$ which lies within the ball of radius $k+1 / 2$ centered


Figure 10. Left: The contour $C_{k}$ composed of the union of two parts - the first part is the portion of the contour $\widetilde{\mathcal{D}}_{w}$ which lies within the ball of radius $k+1 / 2$ centered at the origin; the second part is the arc of that ball which causes the union to be a closed contour which encloses $\{1,2, \ldots, k\}$ and no other integers. Right: The symmetric difference between $C_{k}$ and $\widetilde{\mathcal{D}}_{w}$ is given by two parts: a semi-circle arc which we call $C_{k}^{\text {arc }}$ and a portion of $R+\mathrm{i} \mathbb{R}$ with magnitude exceeding $k+1 / 2$ which we call $C_{k}^{\text {seg }}$.
at the origin; the second part is the arc of the boundary of that ball which causes the union to be a closed contour which encloses $\{1,2, \ldots, k\}$ and no other integers. The contours $C_{k}$ are oriented positively and illustrated in the left-hand-side of Figure 10. The infinite contour $C_{1,2, \ldots}$ is chosen to be $\widetilde{\mathcal{D}}_{w}$ oriented as in the statement of the theorem (decreasing imaginary part). By the definition of the contours $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$ and $\widetilde{\mathcal{D}}_{w}$ we are assured that the contours $C_{k}$ do not contain any poles beyond those of the Gamma function $\Gamma(-s)$. This is due to the fact that the contours have been chosen such that as $s$ varies, $q^{s} w$ stays entirely to the left of $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$ and hence does not touch $w^{\prime}$.

In order to apply the above lemma we must also estimate the integral along the symmetric difference. Identify the part of the symmetric difference given by the circular arc as $C_{k}^{a r c}$ and the part given by the portion of $R+\mathrm{i} \mathbb{R}$ with magnitude exceeding $k+1 / 2$ as $C_{k}^{s e g}$ (see the right-hand-side of Figure (10). First observe that for $w_{1}, w_{2}$ fixed, $g_{w_{1}, w_{2}}\left(q^{s}\right)$ stays uniformly bounded as $s$ varies along these contours. Consider next $(-\zeta)^{s}$. If $-\zeta=r e^{i \sigma}$ for $\sigma \in(-\pi, \pi)$ and $r>0$ we have $(-\zeta)^{s}=r^{s} e^{\text {is } \sigma}$. Writing $s=x+\mathrm{i} y$ we have $\left|(-\zeta)^{s}\right|=r^{x} e^{-y \sigma}$. Note that our assumption on $\zeta$ corresponds to $r<1$ and $\sigma \in(-\pi, \pi)$. Concerning the product of Gamma functions, recall Euler's Gamma reflection formula

$$
\Gamma(-s) \Gamma(1+s)=\frac{\pi}{\sin (-\pi s)}
$$

One readily confirms that for all $s: \operatorname{dist}(s, \mathbb{Z})>c$ for some $c>0$ fixed,

$$
\left|\frac{\pi}{\sin (-\pi s)}\right| \leq \frac{c^{\prime}}{e^{\pi \operatorname{Im}(s)}}
$$

for a fixed constant $c^{\prime}>0$ which depends on $c$. Therefore, along the $C_{k}^{\text {seg }}$ contour where $s=R+\mathrm{i} y$,

$$
\left|(-\zeta)^{s} \Gamma(-s) \Gamma(1+s)\right| \sim r^{R} e^{-y \sigma} e^{-\pi|y|}
$$

and since $\sigma \in(-\pi, \pi)$ is fixed, this product decays exponentially in $|y|$ and the integral goes to zero as $k$ goes to infinity. Along the $C_{k}^{a r c}$ contour, the product of Gamma functions still behaves like $c^{\prime} e^{-\pi|y|}$ for some fixed $c^{\prime}>0$. Thus along this contour (again using the notation $s=x+\mathrm{i} y)$

$$
\left|(-\zeta)^{s} \Gamma(-s) \Gamma(1+s)\right| \sim e^{-y \sigma} r^{x} e^{-\pi|y|}
$$

Since $r<1$ and $-(\pi+\sigma)<0$ these terms behave like $e^{-c^{\prime \prime}(x+|y|)}$ ( $c^{\prime \prime}>0$ fixed) along the circular arc. Clearly, as $k$ goes to infinity, the integrand decays exponentially in $k$ (versus the linear growth of the length of the contour) and the conditions of the lemma are met.

Applying Lemma 7.1 we find that the $M^{t h}$ term in the Fredholm expansion can be written as

$$
\frac{1}{M!} \sum_{\sigma \in S_{M}} \operatorname{sgn}(\sigma) \prod_{j=1}^{M} \int_{\tilde{\mathcal{L}}_{\tilde{\alpha}, \varphi}} \frac{d w_{j}}{2 \pi \mathrm{i}} \int_{\tilde{\mathcal{D}}_{w_{j}}} \frac{d s_{j}}{2 \pi \mathrm{i}} \Gamma(-s) \Gamma(1+s)(-\zeta)^{s} g_{w_{j}, w_{\sigma(j)}}\left(q^{s}\right)
$$

Therefore the determinant can be written as $\operatorname{det}\left(\mathbb{1}+\tilde{K}_{\zeta}\right)$ as desired.
Step 3: At this point we now make critical use of the choice for the contour $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$ on which $w$ varies, since proving analyticity in $\zeta$ of the Fredholm determinant requires the decay properties of the kernel with respect to $w$ varying along $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$.

In order to analytically extend our formula we must prove two facts. First, that the lefthand side of equation (4.9) is analytic for all $\zeta \notin \mathbb{R}_{+}$; and second, that the right-hand side determinant is defined (i.e., its expansion is convergent) and analytic for all $\zeta \notin \mathbb{R}_{+}$.

Expand the left-hand side of equation (4.9) as

$$
\sum_{n=0}^{\infty} \frac{\mathbb{P}\left(\lambda_{N}=n\right)}{\left(1-\zeta q^{n}\right)\left(1-\zeta q^{n+1}\right) \cdots}
$$

where $\mathbb{P}=\mathbb{P}_{\mathbf{M M}_{t=0}\left(\tilde{a}_{1}, \ldots, \tilde{a}_{N} ; \rho\right)}$.
Observe that for any $\zeta \notin\left\{q^{-M}\right\}_{M=0,1, \ldots}$, within a neighborhood of $\zeta$ the infinite products are uniformly convergent and bounded away from zero. As a result the series is uniformly convergent in a neighborhood of any such $\zeta$ which implies that its limit is analytic, as desired.

Turning to the Fredholm determinant, we must show that the series denoted by $\operatorname{det}\left(\mathbb{1}+\tilde{K}_{\zeta}\right)$ is an analytic function of $\zeta$ away from $\mathbb{R}_{+}$. For this we will appeal to the fact that limits of uniformly absolutely convergent series of analytic functions are themselves analytic. Recall that

$$
\operatorname{det}\left(\mathbb{1}+\tilde{K}_{\zeta}\right)=1+\sum_{n=1}^{\infty} \frac{1}{n!} \int_{\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}} \frac{d w_{1}}{2 \pi \mathrm{i}} \cdots \int_{\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}} \frac{d w_{n}}{2 \pi \mathrm{i}} \operatorname{det}\left(\tilde{K}_{\zeta}\left(w_{i}, w_{j}\right)\right)_{i, j=1}^{n} .
$$

It is clear from the definition of $\tilde{K}_{\zeta}$ that $\operatorname{det}\left(\tilde{K}_{\zeta}\left(w_{i}, w_{j}\right)\right)_{i, j=1}^{n}$ is analytic in $\zeta$ away from $\mathbb{R}_{+}$. Thus any partial sum of the above series is analytic in the same domain. What remains is to
show that the series is uniformly absolutely convergent on any fixed neighborhood of $\zeta$ not including $\mathbb{R}_{+}$. Towards this end consider the $n^{\text {th }}$ term in the Fredholm expansion:

$$
\begin{align*}
F_{n}(\zeta)= & \frac{1}{n!} \int_{\tilde{\mathcal{L}}_{\tilde{\alpha}, \varphi}} \frac{d w_{1}}{2 \pi \mathrm{i}} \cdots \int_{\tilde{\mathcal{L}}_{\tilde{\alpha}, \varphi}} \frac{d w_{n}}{2 \pi \mathrm{i}} \int_{\tilde{\mathcal{D}}_{w_{1}}} \frac{d s_{1}}{2 \pi \mathrm{i}} \cdots \int_{\tilde{\mathcal{D}}_{w_{n}}} \frac{d s_{n}}{2 \pi \mathrm{i}} \operatorname{det}\left(\frac{1}{q^{s_{i}} w_{i}-w_{j}}\right)_{i, j=1}^{n} \\
& \times \prod_{j=1}^{n}\left(\Gamma\left(-s_{j}\right) \Gamma\left(1+s_{j}\right)(-\zeta)^{s_{j}} \exp \left(\gamma w_{j}\left(q^{s_{j}}-1\right)\right) \prod_{m=1}^{N} \frac{\left(q^{s_{j}} w_{j} / \tilde{a}_{m} ; q\right)_{\infty}}{\left(w_{j} / \tilde{a}_{m} ; q\right)_{\infty}}\right) . \tag{7.3}
\end{align*}
$$

We wish to bound the absolute value of this. We may pull the absolute values inside the integration. Now observe the following bounds which hold uniformly over all $w_{j} \in \widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$ and then all $s_{j} \in \widetilde{\mathcal{D}}_{w_{j}}$. For the first bound note that for all $z:|z| \leq 1$, there exists a constant $c_{q}$ such that $\left|(z ; q)_{\infty}\right|<c_{q}$. From that it follows that for any $|z|>1,\left|(z ; q)_{\infty}\right| \leq c_{q}\left|(z ; q)_{k}\right|$ where $k$ is such that $\left|z q^{k}\right| \leq 1$. This $k$ is approximately $-\ln (|z|) / \ln (q)$ and hence bounded by $k \leq c_{q}^{\prime} \ln |z|$ for some other constant $c_{q}^{\prime}$. Finally $\left|(z ; q)_{k}\right| \leq c_{q}^{\prime \prime}|z|^{k} \leq c_{q}^{\prime \prime}|z|^{c_{q}^{\prime} \ln |z|}$. From this and the fact that $\left|q^{s_{j}}\right|<1$ (recall that $\operatorname{Re}\left(s_{j}\right)>0$ along $\left.\widetilde{\mathcal{D}}_{w_{j}}\right)$, it follows that for $\left|w_{j}\right| \geq 1$ along $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$ we can bound

$$
\begin{equation*}
\left|\prod_{m=1}^{N} \frac{\left(q^{s_{j}} w_{j} / \tilde{a}_{m} ; q\right)_{\infty}}{\left(w_{j} / \tilde{a}_{m} ; q\right)_{\infty}}\right| \leq c_{1}\left|w_{j}\right|^{N c_{q}^{\prime} \ln \left(\left|w_{j}\right| / \tilde{a}\right)} \tag{7.4}
\end{equation*}
$$

for some constant $c_{1}$ and $\tilde{a}=\min _{i}\left\{\tilde{a}_{i}\right\}$. For $\left|w_{j}\right| \leq 1$ along $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$, we can bound the above left-hand side by a constant and since $\left|w_{j}\right|$ is bounded from below along $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$, it follows that the above bound (17.4) holds for all $w \in \widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$, possibly with a modified value of $c_{1}$.

By Hadamard's inequality and the conditions we have imposed on $\widetilde{\mathcal{D}}_{w_{j}}$ we get the crude bound

$$
\begin{equation*}
\left|\operatorname{det}\left(\frac{1}{q^{s_{i}} w_{i}-w_{j}}\right)_{i, j=1}^{n}\right| \leq c_{2}^{n} n^{n / 2} . \tag{7.5}
\end{equation*}
$$

for some fixed constant $c_{2}>0$.
Finally note that by the conditions we imposed in choosing the contours, for $w_{j}$ on $\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}$ and $s_{j}$ on $\widetilde{\mathcal{D}}_{w_{j}}$, we have $\operatorname{Re}\left(w_{j}\left(q^{s}-1\right)\right) \leq-c_{\varphi}\left|w_{j}\right|$ where $c_{\varphi}>0$ is a constant depending on $\varphi \in(0, \pi / 4)$. From this it follows that

$$
\begin{equation*}
\left|\exp \left(\gamma w_{j}\left(q^{s_{j}}-1\right)\right)\right| \leq \exp \left(-\gamma c_{\varphi}\left|w_{j}\right|\right) \tag{7.6}
\end{equation*}
$$

Taking the absolute value of (7.3) and bringing the absolute value all the way inside the integrals, we find that after plugging in the results of (7.4), (7.5) and (7.6) $8^{8}$

$$
\begin{equation*}
\left|F_{n}(\zeta)\right| \leq \frac{\left(c_{1} c_{2}\right)^{n} n^{n / 2}}{n!}\left(\int_{\tilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}} \frac{|d w|}{2 \pi} \int_{\tilde{\mathcal{D}}_{w}} \frac{|d s|}{2 \pi}\left|\Gamma(-s) \Gamma(1+s)(-\zeta)^{s}\right||w|^{N c_{q}^{\prime} \ln (|w| / \tilde{a})} \exp \left(-\gamma c_{\varphi}|w|\right)\right)^{n} . \tag{7.7}
\end{equation*}
$$

We integrate this in the $s$ variables first. For $\zeta \notin \mathbb{R}_{+}$we would like to bound
${ }^{8}$ For a complex contour $C$ and a function $f: C \rightarrow \mathbb{R}$ we write $\int_{C}|d z| f(z)$ for the integral of $f$ along $C$ with respect to the arc length $|d z|$.

$$
\int_{\tilde{\mathcal{D}}_{w}} \frac{|d s|}{2 \pi}\left|\Gamma(-s) \Gamma(1+s)(-\zeta)^{s}\right|
$$

for a neighborhood of $\zeta$ which does not touch $\mathbb{R}_{+}$. We divide the contour of integral into two regions and bound the integral along each region: (1) The portion of the contour from $R-\mathrm{i} d$ to $1 / 2-\mathrm{i} d$ and then vertical to $1 / 2$ and its reflection through the real axis; (2) The portion of the contour which is infinite from $R-\mathrm{i} \infty$ to $R-\mathrm{i} d$ and then from $R+\mathrm{i} d$ to $R+\mathrm{i} \infty$. Recall that by Remark 4.9 we may assume that up to constants $d \approx|w|^{-1}$ and $R \approx \ln |w|$ for $|w|$ large enough.

Case (1): By standard bounds $|\Gamma(-s) \Gamma(1+s)| \leq 1 / d \approx|w|$ (since $1 / \sin (x) \approx 1 / x$ near $x=0$ ). Calling $r$ the maximal modulus over the neighborhood of $|\zeta|$ in question, it follows that since the $s$ integral in Case (1) has length less than $2 R$ (when $d<1 / 2$ ), the first part of the integral is bounded by a constant times $|w| \ln |w| r^{c_{3} \ln |w|}$ with a constant $c_{3}>0$.

Case (2): The product of Gamma functions decays exponentially in $s$ and so the integral is estimated by $r^{R}$ which, by Remark 4.9 is like $r^{c_{3} \ln |w|}$.

Summing up the above two cases we have that for $|w|$ large,

$$
\begin{equation*}
\int_{\widetilde{\mathcal{D}}_{w}} \frac{|d s|}{2 \pi}\left|\Gamma(-s) \Gamma(1+s)(-\zeta)^{s}\right| \leq c_{4} r^{c_{3} \ln |w|}|w| \ln |w| \tag{7.8}
\end{equation*}
$$

This estimate can be plugged in to the right-hand side of $(\sqrt[7.7)]{ })$ to reduce the bound to just an integral in the $w_{j}$. This integral factors and thus we have

$$
\left|F_{n}(\zeta)\right| \leq \frac{\left(c_{1} c_{2}\right)^{n} n^{n / 2}}{n!}\left(\int_{\widetilde{\mathcal{C}}_{\tilde{\alpha}, \varphi}} \frac{|d w|}{2 \pi}|w|^{N c_{q}^{\prime} \ln (|w| / \tilde{a})} c_{4} r^{c_{3} \ln |w|}|w| \ln |w| \exp \left(-\gamma c_{\varphi}|w|\right)\right)^{n}
$$

The integral in $|w|$ is clearly convergent due to the exponential decay (which easily overwhelms the growth of $|w|^{N c_{q}^{\prime} \ln |w|}$ as well as the other terms). Thus the right-hand side above is bounded by $c_{5}^{n} n^{n / 2} / n$ ! for some constant $c_{5}$. Thus $F_{n}(\zeta)$ is absolutely convergent, uniformly over any fixed neighborhood of a $\zeta \notin \mathbb{R}_{+}$. This implies that $\operatorname{det}\left(\mathbb{1}+\tilde{K}_{\zeta}\right)$ is analytic in $\zeta \notin \mathbb{R}_{+}$ and hence completes the proof of Step 3 and hence the proof of the theorem.
7.3. Proof of Proposition 4.20. By virtue of Lemma 8.4 it suffices to show that for some $c, C>0$,

$$
\begin{equation*}
\left|K_{u}\left(v, v^{\prime}\right)\right| \leq C e^{-c|v|} \tag{7.9}
\end{equation*}
$$

Before proving this let us recall from Definition 4.8 the contours with which we are dealing. The variable $v$ lies on $\mathcal{C}_{\alpha, \varphi}$ and hence can be written as $v=\alpha-\kappa \cos (\varphi) \pm i \kappa \sin (\varphi)$, for $\kappa \in \mathbb{R}_{+}$, where the $\pm$represents the two rays of the contour. The $s$ variables lies on $\mathcal{D}_{v}$ which depends on $v$ and has two parts: The portion (which we have denoted $\mathcal{D}_{v, \sqsubset}$ ) with real part bounded between $1 / 2$ and $R$ and imaginary part $\pm d$ for $d$ sufficiently small, and the vertical portion (which we have denoted $\mathcal{D}_{v, \mid}$ ) with real part $R$. The condition on $R$ implies that $R \geq-\operatorname{Re}(v)+\alpha+1$ and for our purposes we will assume $R=-\operatorname{Re}(v)+\alpha+1$.

Let us denote by $h(s)$ the integrand in (4.2), through which $K_{u}\left(v, v^{\prime}\right)$ is defined. We split the proof into three steps. Step 1: We show the integral of $h(s)$ over $s \in \mathcal{D}_{v, \sqsubset}$ is bounded by an expression with exponential decay in $|v|$. Step 2: We show the integral of $h(s)$ over $s \in \mathcal{D}_{v, l}$ is bounded by an expression with exponential decay in $|v|$. Step 3: We show that the
integral of $h(s)$ over the entire contour $s \in \mathcal{D}_{v}$ is bounded by a fixed constant, independent of $v$ or $v^{\prime}$. The combination of these three steps imply the inequality (7.9) and hence complete the proof.

Step 1: We the various terms in $h(s)$ separately and develop bounds for each. Let us write $s=x+\mathrm{i} y$ and note that along the contour $\mathcal{D}_{v, \sqsubset}, y \in[-d, d]$ for $d$ small, and $x \in[1 / 2, R]$.

Let us start with $e^{v \tau s+\tau s^{2} / 2}$. The norm of the above expression is bounded by the exponential of the real part of the exponent. For $s$ along $\mathcal{D}_{v, \sqsubset}$

$$
\operatorname{Re}\left(v s+s^{2} / 2\right)=x \operatorname{Re}(v)+\frac{x^{2}}{2}-y \operatorname{Im}(v)-\frac{y^{2}}{2}
$$

We take $R=-\operatorname{Re}(v)+\alpha+1, d$ sufficiently small, and the bound $\operatorname{Re}(v) \leq \tilde{c}^{\prime}-c^{\prime}|v|$ for some constants $c^{\prime}, \tilde{c}^{\prime}$ (depending on $\varphi$ ), to deduce

$$
\operatorname{Re}\left(v s+s^{2} / 2\right) \leq \tilde{c}-c|v| x
$$

for some constants $c, \tilde{c}>0$, from which

$$
\left|e^{v \tau s+\tau s^{2} / 2}\right| \leq C e^{-c \tau|v| x}
$$

Let us now turn to the other terms in $h(s)$. We have

$$
\left|u^{s}\right| \leq e^{x \ln |u|-y \arg (u)}
$$

and we may also bound

$$
\left|\frac{\Gamma\left(v-a_{m}\right)}{\Gamma\left(s+v-a_{m}\right)}\right| \leq C, \quad\left|\frac{1}{v+s-v^{\prime}}\right| \leq C, \quad|\Gamma(-s) \Gamma(1+s)| \leq C
$$

for some constants $C>0$ (which may be different in each case). The first bound comes from the functional equation for the Gamma function, and the last from the fact that $s$ is bounded away from $\mathbb{Z}$.

Combining these together shows that for $|v|$ large, the portion of the integral of $h(s)$ for $s$ in $\mathcal{D}_{v, \sqsubset}$ is bounded by (recall $s=x+\mathrm{i} y$ )

$$
\int_{\mathcal{D}_{v, \sqsubset}}|d s| C^{\prime} e^{-c \tau|v| x+x \ln |u|-\arg (u) y} \leq C e^{-c|v|}
$$

for some constants $c, C>0$. Since for $|y|$ in a bounded set, everything starting from the integration path is clearly bounded, the bound holds.

Step 2: As above, we consider the various terms in $h(s)$ separately and develop bounds for each. Let us write $s=R+\mathrm{i} y$ and note that $s \in \mathcal{D}_{v, \mid}$ corresponds to $y$ varying over all $|y| \geq d$. As in Step 1, the most important bound will be that of $e^{v \tau s+\tau s^{2} / 2}$.

Observe that

$$
\operatorname{Re}\left(v s+s^{2} / 2\right)=\operatorname{Re}(v) R-\operatorname{Im}(v) y+\frac{R^{2}}{2}-\frac{y^{2}}{2}=-\frac{(y+\operatorname{Im}(v))^{2}}{2}+\frac{\operatorname{Im}(v)^{2}}{2}+\frac{R^{2}}{2}+\operatorname{Re}(v) R
$$

Observe that because $\varphi \in(0, \pi / 4)$ and $R=-\operatorname{Re}(v)+\alpha+1$,

$$
\begin{equation*}
\frac{\operatorname{Im}(v)^{2}}{2}+\frac{R^{2}}{2}+\operatorname{Re}(v) R \leq \tilde{c}-c|v|^{2} \tag{7.10}
\end{equation*}
$$

for some constants $c, \tilde{c}>0$. Thus

$$
\begin{equation*}
\operatorname{Re}\left(v s+s^{2} / 2\right) \leq-\frac{(y+\operatorname{Im}(v))^{2}}{2}+\tilde{c}-c|v|^{2} \tag{7.11}
\end{equation*}
$$

Let us now turn to the other terms in $h(s)$. We bound

$$
\left|u^{s}\right| \leq e^{R \ln |u|-y \arg (u)}
$$

By standard bounds for the large imaginary part behavior we can show

$$
\left|\frac{\Gamma\left(v-a_{m}\right)}{\Gamma\left(s+v-a_{m}\right)}\right| \leq C e^{\frac{\pi}{2}|y|}
$$

for some constant $C>0$ sufficiently large. Also, $\left|1 /\left(v+s-v^{\prime}\right)\right| \leq C$ for a fixed constant. Finally, the term

$$
|\Gamma(-s) \Gamma(1+s)| \leq C e^{-\pi|y|}
$$

for some constant $C>0$.
Combining these together shows that the integral of $h(s)$ over $s$ in $\mathcal{D}_{v, \mid}$ is bounded by a constant time

$$
\begin{equation*}
\int_{\mathbb{R}} \exp \left(-\tau \frac{(y+\operatorname{Im}(v))^{2}}{2}-\tau c|v|^{2}+R \ln |u|-y \arg (u)-\pi|y|+N \frac{\pi}{2}|y|\right) d y \tag{7.12}
\end{equation*}
$$

We can factor out the terms above which do not depend on $y$, giving

$$
\exp \left(-\tau c|v|^{2}+R \ln |u|\right) \int_{\mathbb{R}} \exp \left(-\tau \frac{(y+\operatorname{Im}(v))^{2}}{2}-y \arg (u)+N \frac{\pi}{2}|y|\right) d y
$$

Notice that the prefactors on $y$ and $|y|$ in the integrand's exponential are fixed constants. We can therefore use the following bound that for $a$ fixed and $b \in \mathbb{R}$, there exists a constant $C$ such that

$$
\int_{\mathbb{R}} e^{-\beta(y+b)^{2}+a|y|} d y \leq C e^{|a b|}, \quad \beta>0 .
$$

Using this we find that we can upper-bound (7.12) by

$$
\begin{equation*}
\exp \left(-\tau c|v|^{2}+R \ln |u|+c^{\prime}|v|\right) . \tag{7.13}
\end{equation*}
$$

For $|v|$ large enough the Gaussian decay in the above bound dominates, and hence integral of $h(s)$ over $s$ in $\mathcal{D}_{v, \mid}$ is bounded by

$$
C e^{-c|v|}
$$

for some constants $c, C>0$.
Step 3: Since $v^{\prime}$ only comes in to the term $1 /\left(v+s-v^{\prime}\right)$ in the integrand, it is clear that the above arguments imply that the integral of $h(s)$ over the entire contour $s \in \mathcal{D}_{v}$ is bounded by a fixed constant, independent of $v$ or $v^{\prime}$. This completes the third step and hence completes the proof of Proposition 4.20.
7.4. Proof of Proposition 4.19, Fix $\eta, r>0$. We are presently considering the Fredholm determinant of the kernels $K_{u}^{\varepsilon}$ and $K_{u}$ restricted to the fixed finite contour $\mathcal{C}_{\alpha, \varphi,<r}$. By Lemma 8.5 we need only show convergence as $\varepsilon \rightarrow 0$ of the kernel $K_{u}^{\varepsilon}\left(v, v^{\prime}\right)$ to $K_{u}\left(v, v^{\prime}\right)$, uniformly in $v, v^{\prime} \in \mathcal{C}_{\alpha, \varphi,<r}$. This is achieved via the following lemma.

Lemma 7.2. For all $\eta^{\prime}>0$ there exists $\varepsilon_{0}>0$ such that for all $\varepsilon<\varepsilon_{0}$ and for all $v, v^{\prime} \in \mathcal{C}_{\alpha, \varphi,<r}$,

$$
\begin{equation*}
\left|K_{u}^{\varepsilon}\left(v, v^{\prime}\right)-K_{u}\left(v, v^{\prime}\right)\right| \leq \eta^{\prime} \tag{7.14}
\end{equation*}
$$

Proof. The kernels $K_{u}^{\varepsilon}$ and $K_{u}$ are both defined via integrals over $s$. The contour on which $s$ is integrated can be fixed for $\left(\varepsilon<\varepsilon_{0}\right)$ to equal $\mathcal{D}_{v}$, which is the $s$ contour used to define $K_{u}$. The fact that the $s$ contours are the same for $K_{u}^{\varepsilon}$ and $K_{u}$ is convenient. The proof of this lemma will follow from three claims. The first deals with the uniformity of convergence of the integrand defining $K_{u}^{\varepsilon}$ to the integrand defining $K_{u}$ for $s$ restricted to any fixed compact set.

Before stating this claim, let us define some notation.
Definition 7.3. Let $\mathcal{D}_{v,>M}=\left\{s \in \mathcal{D}_{v}:|s| \geq M\right\}$ be the portion of $\mathcal{D}_{v}$ of magnitude greater than $M$ and similarly let $\mathcal{D}_{v,<M}=\left\{s \in \mathcal{D}_{v}:|s|<M\right\}$. Let us assume $M$ is large enough so that $\mathcal{D}_{v,>M}$ is the union of two vertical rays with fixed real part $R=-\operatorname{Re}(v)+\alpha+1$. Assuming this, we will write $s=R+\mathrm{i}$. Then for $y_{M}=\left(M^{2}-(-\operatorname{Re}(v)+\alpha+1)^{2}\right)^{1 / 2}$, the contour $\mathcal{D}_{v,>M}=\left\{R+\mathrm{i} y:|y| \geq y_{M}\right\}$.

Claim 7.4. For all $\eta^{\prime \prime}>0$ and $M>0$ there exists $\varepsilon_{0}>0$ such that for all $\varepsilon<\varepsilon_{0}$, for all $v, v^{\prime} \in \mathcal{C}_{\alpha, \varphi,<r}$, and for all $s \in \mathcal{D}_{v,<M}$,

$$
\begin{equation*}
\left|h^{q}(s)-\Gamma(-s) \Gamma(1+s) \prod_{m=1}^{N} \frac{\Gamma\left(v-a_{m}\right)}{\Gamma\left(s+v-a_{m}\right)} \frac{u^{s} e^{v \tau s+\tau s^{2} / 2}}{v+s-v^{\prime}}\right| \leq \eta^{\prime \prime} \tag{7.15}
\end{equation*}
$$

where $h^{q}$ is given in (4.13).
Proof. This is a strengthened version of the pointwise convergence in (4.14) through (4.17). It follows from the uniform convergence of the $\Gamma_{q}$ function to the $\Gamma$ function on compact regions away from the poles, as well as standard Taylor series estimates. The choice of contours is such that the pole arising from $1 /\left(v+s-v^{\prime}\right)$ is uniformly avoided in the limiting procedure as well.

It remains to show that for $M$ large enough, the integrals defining $K_{u}^{\varepsilon}\left(v, v^{\prime}\right)$ and $K_{u}\left(v, v^{\prime}\right)$ restricted to $s$ in $\mathcal{D}_{v,>M}$, have negligible contribution to the kernel, uniformly over $v, v^{\prime}$ and $\varepsilon$. This must be done separately for each of the kernels and hence requires two claims.

Claim 7.5. For all $\eta^{\prime}>0$ there exists $M_{0}>0$ and $\varepsilon_{0}>0$ such that for all $\varepsilon<\varepsilon_{0}$, for all $v, v^{\prime} \in \mathcal{C}_{\alpha, \varphi,<r}$, and for all $M>M_{0}$,

$$
\left|\int_{\mathcal{D}_{v,>M}} d s h^{q}(s)\right| \leq \eta^{\prime}
$$

Proof. We will use the notation introduced in Definition 7.3 and assume $M_{0}$ is large enough so that $\mathcal{D}_{v,>M}$ is only comprised of two vertical rays.

Let us first consider the behavior of the left-hand side of (4.17). The magnitude of this term is bounded by the exponential of

$$
\operatorname{Re}\left(\tau \varepsilon^{-1} s+\varepsilon^{-2} \tau q^{v}\left(q^{s}-1\right)\right) .
$$

This equation is periodic in $y$ (recall $s=R+\mathrm{i} y$ ) with a fundamental domain $y \in\left[-\pi \varepsilon^{-1}, \pi \varepsilon^{-1}\right]$. For $\varepsilon^{-1} \pi>|y|>y_{0}$ for some $y_{0}$ which can be chosen uniformly in $v$ and $\varepsilon$, the following inequality holds

$$
\operatorname{Re}\left(\tau \varepsilon^{-1} s+\varepsilon^{-2} \tau q^{v}\left(q^{s}-1\right)\right) \leq-\tau y^{2} / 6
$$

This can is proved by careful Taylor series estimation and the inequality that for $x \in[-\pi, \pi]$, $\cos (x)-1 \leq-x^{2} / 6$. This provides Gaussian decay in the fundamental domain of $y$.

Turning to the ratio of $q$-Gamma functions in (4.16), observe that away from its poles, the denominator

$$
\begin{equation*}
\left|\frac{1}{\Gamma_{q}\left(s+v-a_{m}\right)}\right| \leq c e^{c^{c^{\prime} f^{\varepsilon}(s)}} \tag{7.16}
\end{equation*}
$$

where $c, c^{\prime}$ are positive constants independent of $\varepsilon$ and $v$ (as it varies in its compact contour) and $f^{\varepsilon}(s)=\operatorname{dist}\left(\operatorname{Im}(s), 2 \pi \varepsilon^{-1} \mathbb{Z}\right)$. This establishes a periodic bound on this denominator, which grows at most exponentially in the fundamental domain. The numerator $\Gamma_{q}\left(v-a_{m}\right)$ in (4.16) is bounded uniformly by a constant. This is because the $v$ contour was chosen to avoid the poles of the Gamma function, and the convergence of the $q$-Gamma function to the Gamma function is uniform on compact sets away from those poles.

Finally, the magnitude of (4.14) corresponds to $\left|u^{s}\right|$ and behaves like $e^{-R \ln |u|+y \arg (u)}$. Thus, we have established the following inequality which is uniform in $v, v^{\prime}$ and $\varepsilon$ as $y$ varies:

$$
\begin{equation*}
\left|\left(\frac{-\zeta}{(1-q)^{N}}\right)^{s} \frac{q^{v} \ln q}{q^{s+v}-q^{v^{\prime}}} e^{\gamma q^{v}\left(q^{s}-1\right)} \prod_{m=1}^{N} \frac{\Gamma_{q}\left(v-\ln _{q}\left(\tilde{a}_{m}\right)\right)}{\Gamma_{q}\left(s+v-\ln _{q}\left(\tilde{a}_{m}\right)\right)}\right| \leq c^{\prime \prime} e^{-f^{\varepsilon}(s)^{2} / 6+c^{\prime} N\left|f^{\varepsilon}(s)\right|} \tag{7.17}
\end{equation*}
$$

for some constant $c^{\prime \prime}>0$. Notice that this inequality is periodic with respect to the fundamental domain for $y \in\left[-\pi \varepsilon^{-1}, \pi \varepsilon^{-1}\right]$.

The last term to consider is $\Gamma(-s) \Gamma(1+s)$ which is not periodic in $y$ and decays like $e^{-\pi|y|}$ for $y \in \mathbb{R}$. Since $\mathcal{D}_{v,>M}$ is only comprised of two vertical rays we must control the integral of $h^{q}(s)$ for $s=R+\mathrm{i} y$ and $|y|>y_{M}$. By making sure $M$ is large enough, we can use the periodic bound (7.17) to show that the integral over $y_{M}<|y|<\varepsilon^{-1} \pi$ is less than $\eta$ (with the desired uniformity in $v, v^{\prime}$ and $\varepsilon$. For the integral over $|y|>\varepsilon^{-1} \pi$, we can use the above exponential decay of $\Gamma(-s) \Gamma(1+s)$. On shifts by $2 \pi \varepsilon^{-1} \mathbb{Z}$ of the fundamental domain, the exponential decay of $\Gamma(-s) \Gamma(1+s)$ can be compared to the boundedness of the other terms (which is certainly true considering the bounds we established above). The integral of each shift can be bounded by a term in a convergent geometric series. Taking $\varepsilon_{0}$ small then implies that the sum can be bounded by $\eta^{\prime}$ as well. Since $\eta^{\prime}$ was arbitrary the proof is complete.

Claim 7.6. For all $\eta^{\prime}>0$ there exists $M_{0}>0$ such that for all $v, v^{\prime} \in \mathcal{C}_{\alpha, \varphi,<r}$, and for all $M>M_{0}$,

$$
\left|\int_{\mathcal{D}_{v,>M}} d s \Gamma(-s) \Gamma(1+s) \prod_{m=1}^{N} \frac{\Gamma\left(v-a_{m}\right)}{\Gamma\left(s+v-a_{m}\right)} \frac{u^{s} e^{v \tau s+\tau s^{2} / 2}}{v+s-v^{\prime}}\right| \leq \eta^{\prime}
$$

Proof. The desired decay here comes easily from the behavior of $v s+s^{2} / 2$ as $s$ varies along $\mathcal{D}_{v,>M}$. As before, assume that $M_{0}$ is large enough so that this contour is only comprised of two vertical rays and set $s=R+\mathrm{i} y$ for $y \in \mathbb{R}$ for $|y|>y_{M}$. As in the proof of Proposition4.20 given in Section 7.3 one shows that

$$
\left|e^{v \tau s+\tau s^{2} / 2}\right| \leq C e^{-c y^{2}}
$$

uniformly over $v, v^{\prime} \in \mathcal{C}_{\alpha, \varphi,<R}$, and for all $M>M_{0}$. This behavior should be compared to that of the other terms: $|\Gamma(-s) \Gamma(1+s)| \approx e^{-\pi|y|} ;\left|u^{s}\right|=e^{-R \ln |u|+y \arg (u)} ;\left|\frac{\Gamma\left(v-a_{m}\right)}{\Gamma\left(s+v-a_{m}\right)}\right| \leq C e^{|y| \pi / 2}$; and $\left|1 /\left(v+s+v^{\prime}\right)\right| \leq C$ as well. Combining these observations we see that the integral decays in $|y|$ at worst like $C e^{-c y^{2}+c^{\prime}|y|}$. Thus, by choosing $M$ large enough so that $y_{M} \gg 1$ we can be assured that the integral over $|y|>y_{M}$ is as small as desired, proving the above claim.

Let us now combine the above three claims to finish the proof of the Proposition 4.19, Choose $\eta^{\prime}=\eta / 3$ and fix $M_{0}$ and $\varepsilon_{0}^{\prime}$ as specified by the second and third of the above claims. Fix some $M>M_{0}$ and let $L$ equal the length of the finite contour $\mathcal{D}_{v,<M}$. Set $\eta^{\prime \prime}=\frac{\eta^{\prime}}{3 L}$ and apply Claim 7.4. This yields an $\varepsilon_{0}$ (which we can assume is less than $\varepsilon_{0}^{\prime}$ ) so that (7.15) holds. This implies that for $\varepsilon<\varepsilon_{0}$, and for all $v, v^{\prime} \in \mathcal{C}_{\alpha, \varphi,<r}$,

$$
\left|\int_{\mathcal{D}_{v,<M}} h^{q}(s) d s-\int_{\mathcal{D}_{v,<M}} \Gamma(-s) \Gamma(1+s) \prod_{m=1}^{N} \frac{\Gamma\left(v-a_{m}\right)}{\Gamma\left(s+v-a_{m}\right)} \frac{u^{s} e^{v \tau s+\tau s^{2} / 2}}{v+s-v^{\prime}} d s\right| \leq \eta^{\prime} / 3 .
$$

From the triangle inequality and the three factors of $\eta^{\prime} / 3$ we arrive at the claimed result of (7.14) and thus complete the proof of the lemma and hence also Proposition 4.19,
7.5. Proof of Proposition 4.18. The proof of this proposition is essentially a finite $\varepsilon$ (recall $q=e^{-\varepsilon}$ ) perturbation of the proof of Proposition 4.20 given in Section 7.3. The estimates presently are a little more involved since the functions involved are $q$-deformations of classic functions. However, by careful Taylor approximation with remainder estimates, all estimates can be carefully shown. By virtue of Lemma 8.4 it suffices to show that for some $c, C>0$,

$$
\begin{equation*}
\left|K_{u}^{\varepsilon}\left(v, v^{\prime}\right)\right| \leq C e^{-c|v|} \tag{7.18}
\end{equation*}
$$

Before proving this let us recall from Definition4.16 the contours with which we are dealing. The variable $v$ lies on $\mathcal{C}_{\alpha, \varphi, r}^{\epsilon}$ for $\varphi \in(0, \pi / 4)$. The $s$ variables lies on $\widetilde{\mathcal{D}}_{v}$ which depends on $v$ and has two parts: The portion (which we have denoted $\widetilde{\mathcal{D}}_{v, \sqsubset}$ ) with real part bounded between $1 / 2$ and $R$ and imaginary part $\pm d$ for $d$ sufficiently small, and the vertical portion (which we have denoted $\widetilde{\mathcal{D}}_{v, \sqsubset}$ ) with real part $R$. The condition on $R$ is that $R \geq-\operatorname{Re}(v)+\alpha+1$ and for our purposes we can take that to be an equality.

Let us recall that the integrand in (4.12), through which $K_{u}^{\varepsilon}\left(v, v^{\prime}\right)$ is defined, is denoted by $h^{q}(s)$. We split the proof into three steps. Step 1: We show the integral of $h^{q}(s)$ over $s \in \widetilde{\mathcal{D}}_{v, \sqsubset}$ is bounded for all $\varepsilon<\varepsilon_{0}$ by an expression with exponential decay in $|v|$. Step 2: We show the integral of $h^{q}(s)$ over $s \in \widetilde{\mathcal{D}}_{v, \mid}$ is bounded for all $\varepsilon<\varepsilon_{0}$ by an expression with exponential decay in $|v|$. Step 3: We show that for all $\varepsilon<\varepsilon_{0}$, the integral of $h^{q}(s)$ over the entire contour $\widetilde{\mathcal{D}}_{v}$ is bounded by a fixed constant, independent of $v$ or $v^{\prime}$. The combination of these three steps imply the inequality (7.18) and hence complete the proof.

Step 1: We consider the various terms in $h^{q}(s)$ separately (in particular we consider the lefthand sides of (4.14) through (4.17)) and develop bounds for each which are valid uniformly for $\varepsilon<\varepsilon_{0}$ and $\varepsilon<0$ small enough. Let us write $s=x+\mathrm{i} y$ and note that along the contour $\widetilde{\mathcal{D}}_{v, \sqsubset}, y \in[-d, d]$ for $d$ small, and $x \in[1 / 2, R]$.

Let us start with the left-hand side of (4.17) which can be rewritten as

$$
\exp \left(\tau \operatorname{Re}\left(\varepsilon^{-1} s+\varepsilon^{-2} q^{v}\left(q^{s}-1\right)\right)\right)
$$

The norm of the above expression is bounded by the exponential of the real part of the exponent. For $\varphi \in(0, \pi / 4)$ one shows (as a perturbation of the analogous estimate in Step 1 of the Proof of Proposition (4.20) via Taylor expansion with remainder estimates that

$$
\tau \operatorname{Re}\left(\varepsilon^{-1} s+\varepsilon^{-2} q^{v}\left(q^{s}-1\right)\right) \leq \tilde{c}-\tau c|v| x
$$

for some constants $c, \tilde{c}$. The above bound implies

$$
\left|\exp \left(\tau \operatorname{Re}\left(\varepsilon^{-1} s+\varepsilon^{-2} q^{v}\left(q^{s}-1\right)\right)\right)\right| \leq C e^{-c|v| x}
$$

Let us now turn to the other terms in $h^{q}(s)$. We bound the left-hand side of (4.14) as

$$
\left|e^{-\tau s \varepsilon^{-1}}\left(\frac{-\zeta}{(1-q)^{N}}\right)^{s}\right| \leq C\left|u^{s}\right| \leq C e^{x \ln |u|-y \arg (u)}
$$

We may also bound the left-hand sides of (4.15) and (4.16), as well as the remaining product of Gamma functions by constants:

$$
\left|\frac{\Gamma_{q}\left(v-\ln _{q}\left(\tilde{a}_{m}\right)\right)}{\Gamma_{q}\left(s+v-\ln _{q}\left(\tilde{a}_{m}\right)\right)}\right| \leq C, \quad\left|\frac{q^{v} \ln q}{q^{s+v}-q^{v^{\prime}}}\right| \leq C, \quad|\Gamma(-s) \Gamma(1+s)| \leq C,
$$

for some constants $C>0$ (which may be different in each case). The first bound comes from the functional equation for the $q$-Gamma function, and the last from the fact that $s$ is bounded away from $\mathbb{Z}$.

Combining these together shows that for $|v|$ large,

$$
\left|\int_{\tilde{\mathcal{D}}_{v, \sqsubset}} h^{q}(s) d s\right| \leq \int_{\tilde{\mathcal{D}}_{v, \sqsubset}} C e^{-\tau c|v| \operatorname{Re}(s)+x \ln |u|-y \arg (u)}|d s| \leq C^{\prime} e^{-c^{\prime}|v|}
$$

for some constants $c^{\prime}, C^{\prime}>0$, while for bounded $|v|$ the integral is just bounded as well.
Step 2: As above, we consider the various terms in $h^{q}(s)$ separately and develop bounds for each. Let us write $s=R+\mathrm{i} y$ and note that $s \in \widetilde{\mathcal{D}}_{v, \mid}$ corresponds to $y$ varying over all $|y| \geq d$. Three of the terms we consider (corresponding to the left-hand sides of (4.15), (4.16) and (4.17)) are periodic functions in $y$ with fundamental domain $y \in\left[-\pi \varepsilon^{-1}, \pi \varepsilon^{-1}\right]$. We will first develop bounds on these three terms in this fundamental domain, and then turn to the non-periodic terms.

We start by controlling the behavior of the left-hand side of (4.17) as $y$ varies in its fundamental domain. For each $\varphi<\pi / 4$ there exists a sufficiently small (yet positive) constant $c^{\prime}$ such that as $y$ varies in its fundamental domain

$$
\tau \operatorname{Re}\left(\varepsilon^{-1} s+\varepsilon^{-2} q^{v}\left(q^{s}-1\right)\right) \leq c^{\prime} \tau \operatorname{Re}\left(v s+s^{2} / 2\right)
$$

On account of this, we can use the bound (7.11) from the proof of Proposition 4.20. This implies that

$$
\tau \operatorname{Re}\left(\varepsilon^{-1} s+\varepsilon^{-2} q^{v}\left(q^{s}-1\right)\right) \leq c^{\prime} \tau\left(-\frac{(y+\operatorname{Im}(v))^{2}}{2}-c|v|^{2}\right)
$$

Let us now turn to the other $y$-periodic terms in $h^{q}(s)$. By bounds for the large imaginary part behavior of the $q$-Gamma function we can show

$$
\left|\frac{\Gamma_{q}\left(v-\ln _{q}\left(\tilde{a}_{m}\right)\right)}{\Gamma_{q}\left(s+v-\ln _{q}\left(\tilde{a}_{m}\right)\right)}\right| \leq C e^{c f^{\varepsilon}(s+v)}
$$

for some constants $c, C>0$ where $f^{\varepsilon}(s)=\operatorname{dist}\left(\operatorname{Im}(s), 2 \pi \varepsilon^{-1} \mathbb{Z}\right)$. Note that as opposed to (7.16) when $|v|$ was bounded, in the above inequality we write $f^{\varepsilon}(s+v)$ in the exponential on the right-hand side. This is because we are presently considering unbounded ranges for $v$.

Also, we can bound

$$
\left|\frac{q^{v} \ln q}{q^{s+v}-q^{v^{\prime}}}\right| \leq C
$$

for some constant $C>0$.
The parts of $h^{q}(s)$ which are not periodic in $y$ can easily be bounded. We bound the left-hand side of (4.14) as in Step 1 by

$$
\left|e^{-\tau s \varepsilon^{-1}}\left(\frac{-\zeta}{(1-q)^{N}}\right)^{s}\right| \leq C\left|u^{s}\right| \leq C e^{x \ln |u|-y \arg (u)}
$$

Finally, the term

$$
|\Gamma(-s) \Gamma(1+s)| \leq C e^{-\pi|y|}
$$

for some constant $C>0$.
We may now combine the estimates above. The idea is to first prove that the integral on the fundamental domain $y \in\left[-\pi \varepsilon^{-1}, \pi \varepsilon^{-1}\right]$ is exponentially small in $|v|$. Then, by using the decay of the two non-periodic terms above, we can get a similar bound for the integral as $y$ varies over all of $\mathbb{R}$. For $j \in \mathbb{Z}$, define the $j$ shifted fundamental domain as $D_{j}=j \varepsilon^{-1} 2 \pi+\left[-\varepsilon^{-1} \pi, \varepsilon^{-1} \pi\right]$. Let

$$
I_{j}:=\int_{D_{j}} h^{q}(R+\mathrm{i} y) d y
$$

and observe that combining all of the bounds developed above, we have that

$$
\left|I_{j}\right| \leq C \int_{-\varepsilon^{-1} \pi}^{\varepsilon^{-1} \pi} F_{1}(y) F_{2}(y) d y
$$

where

$$
\begin{aligned}
& F_{1}(y)=\exp \left(c^{\prime} \tau\left(-\frac{(y+\operatorname{Im}(v))^{2}}{2}-c|v|^{2}\right)+c^{\prime \prime} f^{\varepsilon}(s+v)+x \ln |u|\right), \\
& F_{2}(y)=\exp \left(-\left(y+j \varepsilon^{-1} 2 \pi\right) \arg (u)-\pi\left|y+j \varepsilon^{-1} 2 \pi\right|\right)
\end{aligned}
$$

The term $F_{1}(y)$ is from the periodic bounds while $F_{2}(y)$ from the non-periodic terms (hence explaining the $j \varepsilon^{-1} 2 \pi$ shift in $y$ ). By assumption on $u$, we have $-\arg (u)-\pi=\delta \leq c$ for
some $\delta$. Therefore

$$
F_{2}(y) \leq C e^{-c \varepsilon^{-1}|j|}
$$

form some constants $c, C>0$. Thus

$$
\left|I_{j}\right| \leq C e^{-c \varepsilon^{-1}|j|} \int_{-\varepsilon^{-1} \pi}^{\varepsilon^{-1} \pi} F_{1}(y) d y
$$

Just as in the end of Step 2 in the proof of Proposition 4.20 we can estimate the integral

$$
\int_{-\varepsilon^{-1} \pi}^{\varepsilon^{-1} \pi} F_{1}(y) d y \leq \hat{C} e^{-\hat{c}|v|}
$$

for some constants $\hat{C}, \hat{c}>0$. This implies

$$
\left|I_{j}\right| \leq \hat{C} C e^{-c \varepsilon^{-1}|j|} e^{-\hat{c}|v|}
$$

Finally, observe that

$$
\left|\int_{\tilde{\mathcal{D}}_{v, \mid}} h^{q}(s) d s\right| \leq \sum_{j \in \mathbb{Z}}\left|I_{j}\right| \leq \hat{C} C e^{-\hat{c}|v|} \sum_{j \in \mathbb{Z}} e^{-c \varepsilon^{-1}|j|} \leq C^{\prime} e^{-\hat{c}|v|}
$$

where $C^{\prime}$ is independent of $\varepsilon$ as long as $\varepsilon<\varepsilon_{0}$ for some fixed $\varepsilon_{0}$. This is the bound desired to complete this step.

Step 3: Since $v^{\prime}$ only comes in to the term $\frac{q^{v} \ln q}{q^{s+v}-q^{v}}$ in the integrand, it is clear that the above arguments imply that the integral of $h^{q}(s)$ over the entire contour $s \in \widetilde{\mathcal{D}}_{v}$ is bounded by a fixed constant, independent of $v$ or $v^{\prime}$. This completes the third step and hence completes the proof of Proposition 4.18.

## 8. Appendix

### 8.1. Two probability lemmas.

Lemma 8.1 (Lemma 4.1.38 of [16]). Consider a sequence of functions $\left\{f_{n}\right\}_{n \geq 1}$ mapping $\mathbb{R} \rightarrow[0,1]$ such that for each $n, f_{n}(x)$ is strictly decreasing in $x$ with a limit of 1 at $x=-\infty$ and 0 at $x=\infty$, and for each $\delta>0$, on $\mathbb{R} \backslash[-\delta, \delta], f_{n}$ converges uniformly to $\mathbf{1}_{x \leq 0}$. Consider a sequence of random variables $X_{n}$ such that for each $r \in \mathbb{R}$,

$$
\mathbb{E}\left[f_{n}\left(X_{n}-r\right)\right] \rightarrow p(r)
$$

and assume that $p(r)$ is a continuous probability distribution function. Then $X_{n}$ converges weakly in distribution to a random variable $X$ which is distributed according to $\mathbb{P}(X \leq r)=p(r)$.
Lemma 8.2 (Lemma 4.1.39 of [16]). Consider a sequence of functions $\left\{f_{n}\right\}_{n \geq 1}$ mapping $\mathbb{R} \rightarrow[0,1]$ such that for each $n, f_{n}(x)$ is strictly decreasing in $x$ with a limit of 1 at $x=-\infty$ and 0 at $x=\infty$, and $f_{n}$ converges uniformly on $\mathbb{R}$ to $f$. Consider a sequence of random variables $X_{n}$ converging weakly in distribution to $X$. Then

$$
\mathbb{E}\left[f_{n}\left(X_{n}\right)\right] \rightarrow \mathbb{E}[f(X)]
$$

8.2. Some properties of Fredholm determinants. We give some important properties for Fredholm determinants. For a more complete treatment of this theory see, for example, [59.

Lemma 8.3 (Proposition 1 of [65]). Suppose $t \rightarrow \Gamma_{t}$ is a deformation of closed curves and $a$ kernel $L\left(\eta, \eta^{\prime}\right)$ is analytic in a neighborhood of $\Gamma_{t} \times \Gamma_{t} \subset \mathbb{C}^{2}$ for each $t$. Then the Fredholm determinant of $L$ acting on $\Gamma_{t}$ is independent of $t$.

Lemma 8.4. Consider the Fredholm determinant $\operatorname{det}(\mathbb{1}+K)_{L^{2}(\Gamma)}$ on an infinite complex contour $\Gamma$ and an integral operator $K$ on $\Gamma$. Parameterize $\Gamma$ by arc length with some fixed point corresponding to $\Gamma(0)$. Assume that $\left|K\left(v, v^{\prime}\right)\right| \leq C$ for some constant $C$ and for all $v, v^{\prime} \in \Gamma$ and that either of the following two exponential decay conditions holds: There exists constants $c, C>0$ such that

$$
\left|K\left(\Gamma(s), \Gamma\left(s^{\prime}\right)\right)\right| \leq C e^{-c|s|},
$$

Then the Fredholm series defining $\operatorname{det}(\mathbb{1}+K)_{L^{2}(\Gamma)}$ is well-defined. Moreover, for any $\eta>0$ there exists an $r_{0}>0$ such that for all $r>r_{0}$

$$
\left|\operatorname{det}(\mathbb{1}+K)_{L^{2}(\Gamma)}-\operatorname{det}(\mathbb{1}+K)_{L^{2}\left(\Gamma_{r}\right)}\right| \leq \eta
$$

where $\Gamma_{r}=\{\Gamma(s):|s| \leq r\}$.
Proof. The Fredholm series expansion (4.6) is given by

$$
\begin{equation*}
\operatorname{det}(\mathbb{1}+K)_{L^{2}(\Gamma)}=\sum_{n \geq 0} \frac{1}{n!} \int_{\Gamma} d s_{1} \cdots \int_{\Gamma} d s_{n} \operatorname{det}\left(K\left(\Gamma\left(s_{i}\right), \Gamma\left(s_{j}\right)\right)\right)_{i, j=1}^{n} \tag{8.1}
\end{equation*}
$$

is well-defined since by using Hadamard's bound one gets that

$$
\begin{equation*}
\left|\operatorname{det}\left(K\left(\Gamma\left(s_{i}\right), \Gamma\left(s_{j}\right)\right)\right)_{i, j=1}^{n}\right| \leq n^{n / 2} C^{n} \prod_{j=1}^{n} e^{-c\left|s_{j}\right|} \tag{8.2}
\end{equation*}
$$

which is absolutely integrable / summable. To show is $\operatorname{det}(\mathbb{1}+K)_{L^{2}\left(\Gamma_{r}\right)} \rightarrow \operatorname{det}(\mathbb{1}+K)_{L^{2}(\Gamma)}$ as $r \rightarrow \infty$. From (8.1) one immediately gets that

$$
\operatorname{det}(\mathbb{1}+K)_{L^{2}\left(\Gamma_{r}\right)}=\operatorname{det}\left(\mathbb{1}+P_{r} K\right)_{L^{2}(\Gamma)}
$$

where $P_{r}$ is the projection onto $\Gamma_{r}$. The kernel $\left(P_{r} K\right)\left(s_{i}, s_{j}\right)$ converges pointwise to $K\left(s_{i}, s_{j}\right)$ and (8.2) provides a in $r$ uniform, integrable / summable bound for $\operatorname{det}\left(K\left(\Gamma\left(s_{i}\right), \Gamma\left(s_{j}\right)\right)\right)_{i, j=1}^{n}$. Therefore, by dominated convergence as $r \rightarrow \infty$ the two Fredholm determinant converge.

Lemma 8.5. Consider a finite length complex contour $\Gamma$ and a sequence of integral operators $K^{\varepsilon}$ on $\Gamma$, as well as an addition integral operator $K$ also on $\Gamma$. Assume that for all $\eta>0$ there exists $\varepsilon_{0}$ such that for all $\varepsilon<\varepsilon_{0}$ and all $z, z^{\prime} \in \Gamma,\left|K^{\varepsilon}\left(z, z^{\prime}\right)-K\left(z, z^{\prime}\right)\right| \leq \eta$ and that there is some constant $C$ such that $\left|K\left(z, z^{\prime}\right)\right| \leq C$ for all $z, z^{\prime} \in \Gamma$. Then

$$
\lim _{\varepsilon \rightarrow 0} \operatorname{det}\left(\mathbb{1}+K^{\varepsilon}\right)_{L^{2}(\Gamma)}=\operatorname{det}(\mathbb{1}+K)_{L^{2}(\Gamma)}
$$

[^6]Proof. As in Lemma 8.4 one writes the Fredholm series. Since $\Gamma$ is finite, the Fredholm determinants $\operatorname{det}(\mathbb{1}+K)_{L^{2}(\Gamma)}$ is well-defined because $\left|K\left(z, z^{\prime}\right)\right| \leq C$ (use Hadamard's bound). By assumption, $K^{\varepsilon}$ converges pointwise to $K$ and we have the uniform bound $\left|K^{\varepsilon}\left(z, z^{\prime}\right)\right| \leq C+\eta$. This ensures that $\operatorname{det}\left(\mathbb{1}+K^{\varepsilon}\right)_{L^{2}(\Gamma)}$ is well-defined and that we can take the limit inside the Fredholm series, providing our result.

### 8.3. Reformulation of Fredholm determinants.

Lemma 8.6. Let $\widetilde{K}_{\mathrm{Ai}}$ as in (5.5), $\mathcal{C}_{w}$ as in (5.4), and $K_{\mathrm{Ai}}$ the Airy kernel. Then it holds

$$
\operatorname{det}\left(\mathbb{1}+\widetilde{K}_{\mathrm{Ai}}\right)_{L^{2}\left(\mathcal{C}_{w}\right)}=\operatorname{det}\left(\mathbb{1}-K_{\mathrm{Ai}}\right)_{L^{2}(r, \infty)} .
$$

Proof. The integration path in (5.5) can be chosen to have $\operatorname{Re}(z)>0$ and since $\operatorname{Re}(w)<0$ for $w \in \mathcal{C}_{w}$, we can use

$$
\frac{1}{z-w}=\int_{\mathbb{R}_{+}} d \lambda e^{-\lambda(z-w)}
$$

to write $\widetilde{K}_{\mathrm{Ai}}\left(w, w^{\prime}\right)=-(A B)\left(w, w^{\prime}\right)$ with $A: L^{2}\left(\mathcal{C}_{w}\right) \rightarrow L^{2}\left(\mathbb{R}_{+}\right)$and $B: L^{2}\left(\mathbb{R}_{+}\right) \rightarrow L^{2}\left(\mathcal{C}_{w}\right)$ have kernels

$$
A(w, \lambda)=e^{-w^{3} / 3+w(r+\lambda)}, \quad B\left(\lambda, w^{\prime}\right)=\int_{e^{-\pi \mathrm{i} / 4} \infty}^{e^{\pi \mathrm{i} / 4} \infty} \frac{d z}{2 \pi \mathrm{i}} \frac{e^{z^{3} / 3-z(r+\lambda)}}{z-w^{\prime}} .
$$

We also have

$$
\begin{aligned}
(B A)\left(\eta, \eta^{\prime}\right) & =\frac{1}{2 \pi \mathrm{i}} \int_{\mathcal{C}_{w}} d w B(\eta, w) A\left(w, \eta^{\prime}\right) \\
& =\frac{1}{(2 \pi \mathrm{i})^{2}} \int_{e^{-3 \pi \mathrm{i} / 4} \infty}^{e^{3 \pi \mathrm{i} / 4} \infty} d w \int_{e^{-\pi \mathrm{i} / 4} \infty}^{e^{\pi \mathrm{i} / 4} \infty} d z \frac{1}{z-w} \frac{e^{z^{3} / 3-z(r+\eta)}}{e^{w^{3} / 3-w\left(r+\eta^{\prime}\right)}}=K_{\mathrm{Ai}}\left(\eta+r, \eta^{\prime}+r\right) .
\end{aligned}
$$

Then, since $\operatorname{det}(\mathbb{1}-A B)_{L^{2}\left(\mathcal{C}_{w}\right)}=\operatorname{det}(\mathbb{1}-B A)_{L^{2}\left(\mathbb{R}_{+}\right)}=\operatorname{det}\left(\mathbb{1}-K_{\mathrm{Ai}^{2}}\right)_{L^{2}(r, \infty)}$ we get the claimed result. The first equality is a general result which applies as long as $A B$ and $B A$ are both trace-class operators [59.

Lemma 8.7. Let $\widetilde{K}_{\mathrm{BBP}}$ as in (5.23), $\mathcal{C}_{w}$ as in Theorem 2.1 (b), and $K_{\mathrm{BBP}}$ as in (1.4). Then it holds

$$
\operatorname{det}\left(\mathbb{1}+\widetilde{K}_{\mathrm{BBP}}\right)_{L^{2}\left(\mathcal{C}_{w}\right)}=\operatorname{det}\left(\mathbb{1}-K_{\mathrm{BBP}}\right)_{L^{2}(r, \infty)} .
$$

Proof. The proof is as the one of Lemma 8.6, except that in $A(w, \lambda)$ is multiplied by $\prod_{k=1}^{m} \frac{1}{w-b_{k}}$ and $B\left(\lambda, w^{\prime}\right)$ by $\prod_{k=1}^{m}\left(z-b_{k}\right)$.
Lemma 8.8. Let $\widetilde{K}_{\mathrm{CDRP}}$ as in (6.6), $\mathcal{C}_{w}$ as in (6.3), and $K_{\mathrm{CDRP}}$ the CDRP kernel given in (1.7). Then it holds

$$
\operatorname{det}\left(\mathbb{1}+\widetilde{K}_{\mathrm{CDRP}}\right)_{L^{2}\left(\mathcal{C}_{w}\right)}=\operatorname{det}\left(\mathbb{1}-K_{\mathrm{CDRP}}\right)_{L^{2}\left(\mathbb{R}_{+}\right)} .
$$

Proof. Using

$$
\frac{1}{z-w^{\prime}}=\int_{\mathbb{R}_{+}} d \eta e^{-\eta\left(z-w^{\prime}\right)}
$$

we get

$$
\widetilde{K}_{\mathrm{CDRP}}\left(w, w^{\prime}\right)=\int_{\mathbb{R}_{+}} d \eta A(w, \eta) B\left(\eta, w^{\prime}\right)
$$

with $B\left(\eta, w^{\prime}\right)=e^{\eta w^{\prime}}$ and

$$
A(w, \eta)=\frac{-1}{2 \pi \mathrm{i}} \int_{\frac{1}{4 \sigma}+\mathrm{i} \mathbb{R}} d z \frac{\sigma \pi S^{(z-w) \sigma}}{\sin (\pi(z-w) \sigma)} e^{z^{3} / 3-w^{3} / 3-\eta z}
$$

Thus $\operatorname{det}\left(\mathbb{1}+\widetilde{K}_{\mathrm{CDRP}}\right)_{L^{2}\left(\mathcal{C}_{w}\right)}=\operatorname{det}\left(\mathbb{1}-K_{\mathrm{CDRP}}\right)_{L^{2}\left(\mathbb{R}_{+}\right)}$where $K_{\mathrm{CDRP}}=-B A$, namely

$$
\begin{align*}
K_{\mathrm{CDRP}}\left(\eta, \eta^{\prime}\right) & =-\frac{1}{2 \pi \mathrm{i}} \int_{-\frac{1}{4 \sigma}+\mathrm{iR}} d w B(\eta, w) A\left(w, \eta^{\prime}\right) \\
& =\frac{1}{(2 \pi \mathrm{i})^{2}} \int_{-\frac{1}{4 \sigma}+\mathrm{i} \mathbb{R}} d w \int_{\frac{1}{4 \sigma}+\mathrm{iR}} d z \frac{\sigma \pi S^{(z-w) \sigma}}{\sin (\pi(z-w) \sigma)} \frac{e^{z^{3} / 3-z \eta^{\prime}}}{e^{w^{3} / 3-w \eta}} \tag{8.3}
\end{align*}
$$

The next step uses the following identity: for $0<\operatorname{Re}(u)<1$ it holds

$$
\frac{\pi S^{u}}{\sin (\pi u)}=\int_{\mathbb{R}} \frac{S e^{u t}}{S+e^{t}} d t
$$

from which, for $0<\operatorname{Re}(u)<1 / \sigma$ it holds

$$
\frac{\pi \sigma S^{\sigma u}}{\sin (\pi \sigma u)}=\int_{\mathbb{R}} \frac{S e^{-u t}}{S+e^{-t / \sigma}} d t
$$

We can use wit $u=z-w$ and obtain

$$
\begin{align*}
K_{\mathrm{CDRP}}\left(\eta, \eta^{\prime}\right) & =\int_{\mathbb{R}} d t \frac{S}{S+e^{-t / \sigma}}\left(\frac{1}{2 \pi \mathrm{i}} \int_{-\frac{1}{4 \sigma}+\mathrm{i} \mathbb{R}} d w e^{-w^{3} / 3+w(\eta+t)}\right)\left(\frac{1}{2 \pi \mathrm{i}} \int_{\frac{1}{4 \sigma}+\mathrm{i} \mathbb{R}} d z e^{z^{3} / 3-z\left(\eta^{\prime}+t\right)}\right) \\
& =\int_{\mathbb{R}} d t \frac{S}{S+e^{-t / \sigma}} \operatorname{Ai}(\eta+t) \operatorname{Ai}\left(\eta^{\prime}+t\right) \tag{8.4}
\end{align*}
$$

the expression of (1.7).
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[^0]:    ${ }^{1}$ Actually, the energy is $-H_{Q}(\pi(\cdot))$ but we keep the same convention as in the models analyzed.

[^1]:    ${ }^{2}$ More precisely, the uniqueness should be up to a space-time scaling by parameters which can be calculated from the microscopic properties of the polymer such as $d P_{0}, \beta$ and the disorder distribution (see, for example, 46, 60 ).

[^2]:    ${ }^{3}$ For an integral $I=\int_{\gamma} d z e^{t f(z)}$, we say that $\gamma$ is a steep descent path if $(1) \operatorname{Re}(f(z))$ reaches the maximum at some $z_{0} \in \gamma: \operatorname{Re}(f(z))<\operatorname{Re}\left(f\left(z_{0}\right)\right)$ for $z \in \gamma \backslash\left\{z_{0}\right\}$, and (2) $\operatorname{Re}(f(z))$ is monotone along $\gamma$ except at its maximum point $z_{0}$ and, if $\gamma$ is closed, at a point $z_{1}$ where the minimum of $\operatorname{Re}(f)$ is reached.

[^3]:    ${ }^{4}$ The parameter $t$ does not correspond to time in any of the processes we have considered. For time we have either used $\tau$ in the semi-discrete polymer or $T$ in the CDRP
    ${ }^{5}$ We use tildes presently since after a limit transition of Macdonald measures to Whittaker measures the $\tilde{a}_{i}$ 's will become $a_{i}$ 's

[^4]:    ${ }^{6}$ Theorem 1.17 is stated for $\varphi \in(0, \pi / 4)$ since one uses the quadratic decay (7.10) to control the linear term in the bound (7.13). For $\varphi=\pi / 4$ one gets a linear decay instead of (7.10) whose strength depends on the parameter $\alpha$ too, it would not strong enough general $\alpha$. However, in our case, with $\alpha=\theta$, it still works, as can be seen from the bound obtained in Proposition 5.2. The proof could also be adapted to any other asymptotic direction $0<\varphi<\pi / 4$ by simply modifying the path away at a distance greather than some (arbitrary but fixed with $N$ ) value $R_{0}$ (one can not employ any angle $\varphi \in(0, \pi / 4)$ right away from the critical point since some steep descent properties are then locally not satisfied).

[^5]:    ${ }^{7}$ See for example http://functions.wolfram.com/06.11.19.0001.01

[^6]:    ${ }^{9}$ Hadamard's bound: the determinant of a $n \times n$ matrix with entries of absolute value not exceeding 1 is bounded by $n^{n / 2}$.

