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Gutzwiller projection is a way to construct many-body wave functions that could carry topological order or
symmetry-protected topological (SPT) order. However, an important issue is to determine whether or not a given
Gutzwiller-projected wave function (GWF) carries a nontrivial SPT order, and which SPT order is carried by
the wave function. In this paper, we numerically study the SPT order in a spin S = 1 GWF on the kagome
lattice. Using the standard Monte Carlo method, we directly confirm that the GWF has (1) gapped bulk with
short-range correlations, (2) a trivial topological order via a nondegenerate ground state, and zero topological
entanglement entropy, (3) a nontrivial U (1) × U (1) SPT order via the Hall conductances of the protecting
U (1) × U (1) symmetry, and (4) a symmetry-protected gapless boundary. This represents numerical evidence of
continuous symmetry-protected topological order in two-dimensional bosonic lattice systems.
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I. INTRODUCTION

Topological order [1–3] was introduced to describe exotic
quantum phases without symmetry breaking, such as fractional
quantum Hall states [4,5] or spin-liquid states [6,7]. Opposite
to Landau’s paradigm of symmetry-breaking orders [8,9],
topologically ordered phases cannot be distinguished by local
order parameters. It was shown that different topological
orders differ by many-body entanglement [10]. From this point
of view, long-range entangled states are topologically ordered
and are characterized by exotic properties, such as degeneracy
of ground states on a torus, fractional excitations, and nonzero
topological entanglement entropy [11,12]. On the other hand,
a short-range entangled state is trivial and can be adiabatically
connected to a direct product state. However, if the system
has a symmetry, the phase diagram will be enriched. Even
short-range entangled states can belong to different phases,
called symmetry-protected topological (SPT) phases [13,14].
The Haldane phase [15,16] and topological insulators [17–21]
are typical examples of phases that contain SPT orders. If the
symmetry of a bosonic system is described by group G, then
a large class of SPT phases in d + 1 dimension can be con-
structed via group cohomology Hd+1(G,U (1)) [22] or through
nonlinear σ models [22,23]. In 2+1 dimensions (D), many SPT
phases can also be understood through Chern-Simons effective
theory [24]. Similar to quantum Hall states and topological
insulators, the boundary of a 2+1D SPT phase must by gapless
if the symmetry is not broken. For continuous symmetry
groups such as U (1) [22,24–27] or SO(3) [28], different
SPT phases can be distinguished by Hall conductance, which
are quantized to 2. We would like to remark that before the
recent studies of symmetry-protected short-range entangled
states with trivial topological order (i.e., the SPT states),
some progress was made on symmetry-enriched long-range
entangled states with nontrivial topological order, i.e., the so-
called symmetry-enriched topological states [29–34], where
the “fractionalized representation” of the symmetry, carried by
topological excitations and described by projective symmetry
group [29–31], played a key role.

Although it is believed that symmetry can enrich quantum
phases of matter, it lacks simple lattice models to realize

these nontrivial phases in a spatial dimension higher than
1+1D. SPT phases for discrete symmetry groups were
understood quite well, since the ground-state wave functions
and exactly solvable models (which are usually complicated
and contain many-body interactions) for nontrivial SPT phases
can be constructed [35,36]. It is more challenging to realize
continuous symmetry-protected phases. A U (1) symmetry-
protected nontrivial phase was reported in a continuous Bose
model [27], and lattice models that may realize continuous
(or combined) symmetry-protected topological phases were
proposed [37–40]. In Ref. [38], the authors proposed projective
construction of SU (2) or SO(3) SPT states. And lattice model
Hamiltonians that may possibly stabilize SPT states with
continuous symmetries were recently designed [39–41].

Using Gutzwiller-projected wave functions (GWF), we can
construct different kinds of SPT states. In the present paper,
we will numerically study a spin-1 state on the kagome lattice
constructed by Gutzwiller-projected Chern bands, which was
proposed in Ref. [37]. We will show that this state is a
U (1) × U (1) SPT state, where the two U (1) groups correspond
to

∑
Sz,i conservation and

∑
S2

z,i conservation, respectively.
This SPT state has the following properties: it is gapped
without conventional long-range spin order; it has unique
ground-state and zero topological entanglement entropy; it has
nonzero spin Hall conductance, the U (1) × U (1) charge is not
fractionalized; and the boundary is gapless if the symmetry is
reserved but can be gapped out by the perturbations that break
the symmetry. As a comparison, we also study a S = 1 chiral
spin-liquid state [42] which is long-range entangled and con-
tains intrinsic topological order, and show that its gapless edge
state is robust against symmetry-breaking perturbations. These
properties of the Gutzwiller wave functions are directly con-
firmed numerically using the standard Monte Carlo method.

Remarkably, before projection, the above two states are
both chiral at the mean-field level, but after projection the SPT
state becomes nonchiral and the chiral spin liquid remains
chiral.

The remaining part of this paper is organized as follows.
In Secs. II and III, we briefly review the parton construction
of Gutzwiller-projected wave functions, and introduce their
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low-energy effective-field theory under two different approxi-
mations. Readers who are only interested in numerical results
may go directly to Sec. IV, where we show that the GWF
we are studying has (1) gapped short-range correlation in
the bulk, (2) zero topological entanglement entropy and a
unique ground state, (3) nontrivial Hall conductance, and (4)
a symmetry-protected gapless boundary. Section V is devoted
to a summary.

II. MEAN-FIELD THEORY OF PARTON CONSTRUCTION
AND ITS EFFECTIVE-FIELD THEORY

There are two approximations to calculate the low-energy
effective theory from the parton construction: the mean-field
approach and the Gutzwiller-projection approach. They repre-
sent two different approximations. The mean-field approach is
simple, but for some systems it captures the main physical
picture given that the mean-field parameters are chosen
properly. The disadvantage is that the Hilbert space has been
enlarged and local quantum fluctuations are neglected. To
obtain better results, one needs to go beyond the mean-field
approximation and couple the partons to internal gauge fields.
This problem is partially solved in the Gutzwiller approach,
where the mean-field states are projected onto the original
Hilbert space. In this section, we will introduce the mean-field
approach of the parton construction, while the Gutzwiller-
projection approach will be introduced in Sec. III.

A. Parton construction

We adopt the fermionic representation (see the review paper
[43], and references therein) of spin operators Ŝα

i = F
†
i SαFi

with α = x,y,z. In the case of S = 1, Fi = (f1i ,f0i ,f−1i)T ,
Sα are 3 × 3 matrices, and the three spin bases are
represented as |m〉 = f

†
m|vac〉 with m = 1,0, − 1 [44–47].

Here a particle-number constraint N̂i = f
†
1if1i + f

†
0if0i +

f
†
−1if−1i = 1 should be imposed to ensure that the Hilbert

space of fermions is the same as that of the spin. Notice that
the spin operator is invariant under the following U (1) gauge
transformation Fi → Fie

iϕi .
From the fermionic representation of S = 1 spin operators,

we will consider the following pairing-free mean-field Hamil-
tonian on the kagome lattice [37]:

Hmf =
∑
ij

(tm,ij e
iãij f

†
m,ifm,j + H.c.) +

∑
i

λi(N̂i − 1), (1)

where the complex hopping coefficient tm,ij can be considered
as Hubbard-Stratonovich fields in path-integral language, and
the averaged value λi = λ̄ is the chemical potential. Since
the fermionic representation has a U (1) gauge structure, the
mean-field state suffers from gauge fluctuations. Here (ãij ,λi)
are the space and time components of the internal U (1) gauge
field ãμ, corresponding to the phase fluctuations of tm,ij and the
fluctuation of λ̄, respectively. We integrate out ãμ to project into
the physical Hilbert space. In the mean-field approximation,
(ãij ,λi) are not integrated out and will be fixed as (ãij ,λi) =
(āij ,λ̄).

By tuning the phase of tm,ij , we can set the Chern number of
each species of fermions to be either 1 or −1. For example, if
we only consider nearest-neighbor hopping and set the phase

Mz 

-Mz 

(a) (b) 

Mz 

-Mz 

(c) (d) 

x 

y 

FIG. 1. (Color online) (a) The kagome lattice. (b) Laughlin’s
gauge-invariant argument of the spin Hall conductance. The insertion
of a symmetry flux through the cylinder results in symmetry charge
pumping from one edge to the other [Mz stands for

∑
Sz,i momentum

according to the first U (1) symmetry. Similarly, for the second U (1)
symmetry, the inserted flux should be eiS2

z φs and then Mz stands
for

∑
S2

z,i momentum]. (c) The mean-field model on a kagome
lattice with Chern number C = 1. When hopping along the arrows,
the fermion gains a phase eiπ/6; when hopping against the arrow,
the fermion gains a phase e−iπ/6. (d) Laughlin’s argument at the
mean-field level. An internal gauge flux θ should be introduced such
that the induced particle-number flow from one edge to the other
exactly cancels that caused by the symmetry flux.

to be e±iπ/6 [see Figs. 1(a) and 1(a)], then the Chern number
for the lowest band is ±1. In the following discussion, we
will use the notation |C1C0C−1〉 to denote the mean-field state,
where the number Cm = ±1 stands for the Chern number of
the fm species of fermion.

In above mean-field Hamiltonian, the particle numbers of
three species of fermions are conserved, respectively. This
gives rise to three U (1) spin symmetries. However, if the
particle-number constraint is strictly satisfied, then the total
charge (namely, the “electric charge”) degrees of freedom will
be frozen. As a consequence, there are two independent U (1)
symmetries for the spin model: one generated by

∑
i Sz,i and

another by
∑

i(Sz,i)2. In other words, the symmetry group
for the spin system is U (1) × U (1). To describe the spin
system correctly, we should couple the fermions to the internal
gauge field ãμ. In the following, we will give the low-energy
effective-field theory based on the mean field with fluctuating
internal gauge fields.

B. Chern-Simons theory and physical response

Under hydrodynamic and mean-field approximations, we
can introduce three Chern-Simons field am to describe the cur-
rent of the three species of fermions via Jm

μ = 1
2π

εμνλ∂νam,λ.
Then the mean-field theory can be described by the
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Chern-Simons Lagrangian,

LMF = − i

4π

∑
m

C−1
m εμνλam,μ∂νam,λ,

if we set ãμ = const.
After including fluctuating internal U (1) gauge field ãμ, we

obtain the following low-energy effective theory for the spin
system:

L = − i

4π

∑
m

C−1
m εμνλamμ∂νamλ + i

2π

∑
m

εμνλãμ∂νamλ

= − i

4π
εμνλaT

μK∂νaλ, (2)

where aμ = (a1μ a0μ a−1μ ãμ)T and

K =

⎛
⎜⎜⎝
C−1

1 0 0 1
0 C−1

0 0 1
0 0 C−1

−1 1
1 1 1 0

⎞
⎟⎟⎠ .

We only kept quadratic terms and dropped the Maxwell terms.
Since ãμ can be considered as a Lagrangian multiplier, we can
integrate it first and obtain an effective mutual Chern-Simons
action described by a 2 × 2 K matrix (see Appendix C 2) [37].

If |det(K)| �= 1 (or the signature of K is not zero, where
the signature of K is the number of its positive eigenvalues
minus the number of negative eigenvalues), then the state of the
spin-1 system represented by |C1C0C−1〉 will carry a nontrivial
topological order. If |det(K)| = 1 (or the signature of K is
zero), then the corresponding spin-1 state will have a trivial
topological order. But such a state may have a nontrivial SPT
order.

To detect the SPT order, we couple the system with a probe
field As

μ (according to some symmetry) via

Lprobe = i

2π
εμνλAs

μQT ∂νaλ,

where Q = [(qs)T ,0]T , and qs is the charge carried by
the fermions according to the external probe field As

μ. For

example, for the field A
Sz
μ that couples to the U (1) charge∑

i S
z
i , qSz = (1,0,−1)T , which gives rise to

QSz
= (1,0,−1,0)T .

For the field A
S2

z
μ that couples to the U (1) charge

∑
i(S

z
i )2,

qS2
z = (1,0,1)T , which gives rise to

QS2
z

= (1,0,1,0)T .

Integrating out aμ, we obtain the response theory

Lres = i

4π
εμνλQT K−1QAs

μ∂νA
s
λ, (3)

and three Hall conductances,

σ
Sz

H = 1

2π
QT

Sz
K−1QSz

,

σ
S2

z

H = 1

2π
QT

S2
z
K−1QS2

z
, (4)

σ
SzS

2
z

H = 1

2π
QT

Sz
K−1QS2

z
.

If one of the above three Hall conductances is nonzero, then
the spin-1 state has a nontrivial U (1) × U (1) SPT order.

C. Response mean-field theory

When the system couples to an external probe field As
μ,

the mean-field theory should be modified accordingly. To
get the correct response mean-field Hamiltonian, we integrate
out the matter field amμ to obtain the effective Lagrangian,

Leff
(
A,ã) = i

4π

∑
m

Cmεμνλ(ãμ + qmAs
μ

)
∂ν

(
ãλ + qmAs

λ

)
.

The external field As
μ will induce a background internal gauge

field āμ—the saddle-point value of the ã field which can
be obtained from J̃μ = δLeff (As,ã)

δãμ
= 0 [48] in a proper gauge

choice,

āμ = −
∑

m Cmqm∑
m Cm

As
μ. (5)

Rewriting ãμ = āμ + δãμ, we have

Leff(A,δã) = i

4π

∑
m

εμνλCm

[
q̃2

mAs
μ∂νA

s
λ + δãμ∂νδãλ

]
,

where q̃m = qm(1 −
∑

n qnCn

qm

∑
n Cn

) is the screened charge. Integrat-
ing out δãμ, we obtain the response Lagrangian and the spin
Hall conductance is given by σ s

H = 1
2π

∑
m Cmq̃2

m.
Notice that the saddle-point value āμ enters the mean-field

theory, and thus the response mean-field Hamiltonian with
probing field As is given as

Hmf(A
s,ā) =

∑
m,ij

(
tm,ij e

iāij +iqmAs
ij f

†
m,ifm,j + H.c.

)

+
∑

i

ā0(Ni − 1), (6)

where āμ is a function of As
μ as given in (5). Physical

quantities of the spin system can be measured from the
Gutzwiller-projected ground state of the above mean-field
Hamiltonian.

III. GUTZWILLER CONSTRUCTION AND
EFFECTIVE-FIELD THEORY

A. Construction of Gutzwiller wave functions

From the fermionic parton representation of S = 1 spin
operators, one can construct trial spin-wave functions for
interacting spin-1 systems via Gutzwiller projection [49],

|ψ〉spin = PG|MF〉,
where |MF〉 is the ground state of the mean-field Hamiltonian
(1) and the Gutzwiller-projection operator PG means only
keeping the components of the mean-field state that satisfy
the particle-number constraint N̂i = 1. Since the mean-field
state suffers from gauge fluctuations, Gutzwiller projection is
a simple way to partially integrate out the gauge fluctuations
to obtain trial spin-wave functions. For example, in 1D
Gutzwiller-projected SO(3), symmetric p-wave weak pairing
states belong to a nontrivial SPT phase—the Haldane phase
[46].
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The above GWFs have two U (1) spin symmetries: one
generated by

∑
i Sz,i and another by

∑
i(Sz,i)2. The projected

states could be a topologically ordered state enriched by the
U (1) × U (1) symmetry, or a SPT state protected by the U (1) ×
U (1) symmetry.

B. Effective theory for projected states

In Sec. II, we have obtained the effective Chern-Simons
field theory for the spin system from the mean-field theory,
based on hydrodynamical approximation and by dropping
higher-order terms in aμ. In this section, we will use a
different approximation to calculate the effective-field theory
from Gutzwiller-projected states. Here we make much fewer
approximations except assuming that the GWFs can approach
very close to the true ground states. We will show that the two
approximations produce the same result.

Gutzwiller projection is equivalent to integrating out the
temporal component of the internal gauge field, which result
in δ(

∑
m f

†
mfm − 1). However, the spatial component of the

internal gauge fluctuations are not completely “integrated
out.” Thus, the gauge twisted-boundary angles [50] (or the
gauge fluxes through the holes of the torus) θθθ = (θx,θy) =
(
∮

ãaa · dlllx,
∮

ãaa · dllly) can be seen as trial parameters of the
GWF and should be “integrated” by hand. To this end, we
should know the effective Lagrangian Leff(θx,θy), which is
given as

Leff(θθθ) = 〈PGψC(θθθ)|∂τ |PGψC(θθθ )〉
+〈PGψC(θθθ )|H |PGψC(θθθ)〉, (7)

where τ is the imaginary time and |PGψC(θθθ)〉 is the projected
mean-field state with Chern numbers C = (C1,C0,C−1) and
gauge twisted-boundary angles θθθ .

The dynamical term 〈PGψC(θθθ)|H |PGψC(θθθ )〉 is expected
to be small and will be dropped in the following discussion.
The consequence of the dynamic term will be discussed in
Sec. IV B. The topological term 〈PGψC(θθθ)|∂τ |PGψC(θθθ)〉 is the
Berry phase of Gutzwiller-projected states,

ei
∮
AAA(θθθ)·dθθθ = exp{

∮
〈PGψC(θθθ )|∂τ |PGψC(θθθ )〉dτ }

≈
∏

〈PGψC(θθθ)|PGψC(θθθ + δθθθ )〉.
The Berry connectionA(θ )A(θ )A(θ ) = −i ln〈PGψC(θθθ)|PGψC(θθθ + δθθθ )〉
(not to be confused with the symmetry connection AAAs) can be
obtained from the wave-function overlap (see Appendix B).
Then we can calculate the Berry curvature F(θθθ) = ∂θx

Ay −
∂θy

Ax and the Chern number on the torus formed by the gauge
twisted-boundary angles,

k = 1

2π

∮
B

dθθθ ·AAA(θθθ ) = 1

2π

∫∫
torus

dθxdθyF(θθθ), (8)

where B is a big loop that encloses the total area of the torus.
It turns out that the Berry curvature is uniform on the (θx,θy)
torus. If we treat (θx,θy) as the coordinates of a single particle
on a torus, then the Berry curvature is the magnetic field that
couples to the particle, and Leff(θθθ ) can be written as

Leff(θθθ ) = i
k

2π
θ̇xθy, (9)

where 2πk is the strength of the “magnetic field” and the
dot means ∂τ . From above Lagrangian, it can be shown (see
Appendix C 1) that the ground-state degeneracy of the system
is equal to k.

The Hall conductance can be measured by coupling the
system to a symmetry flux, or symmetry twisted angles
φφφs = (φs

x,φ
s
y) = (

∮
AsAsAs · dlllx,

∮
AsAsAs · dllly). Now the GWF de-

pends on both θθθ and φφφs . The effective Lagrangian is given
by Leff(θθθ,φφφs) ≈ 〈PGψC(θθθ,φφφs)|∂τ |PGψC(θθθ,φφφs)〉. Similar to the
previous discussion, the effective Lagrangian can also be
written as

Leff(θθθ,φφφs) = i

2π

∑
m

Cm

(
θ̇x + qmφ̇s

x

)(
θy + qmφs

y

)
.

The angles θθθ are fluctuating and we should integrate it by hand.
Rewriting θθθ = θ̄θθ + δθθθ , where

θ̄θθ = −
∑

m Cmqm∑
m Cm

φφφs (10)

is obtained from δLeff
δθi

= 0, we then have

Leff(θθθ,φφφs) = i

2π

∑
m

Cm

(
q̃2

mφ̇s
xφ

s
y + ˙δθxδθy

)
,

where q̃m is defined previously. The first term in the bracket
gives the physical response σ s

H = 1
2π

∑
m Cmq̃2

m and the second
term indicates the ground-state degeneracy k = ∑

m Cm (see
Appendix C 1).

The Hall conductance can be calculated from the Chern
number. When adiabatically varying the symmetry fluxes φφφs ,
we obtain the Berry phase

eiAAA(φφφs )δφφφs = 〈PGψC(φφφs,θ̄̄θ̄θ )|PGψC(φφφs + δφφφs,θ̄̄θ̄θ + δθ̄θθ )〉.
Integration of the Berry curvatureF(φφφs) = ∂φφφs

x
Ay − ∂φφφs

y
Ax on

the (φs
x,φ

s
y) torus gives the Hall conductance,

2πσH =
∮

B

dφφφs · A(φφφs) =
∫∫

torus
dφs

xdφs
yF(φφφs). (11)

The internal background gauge flux θ̄ in the above discus-
sion [or āμ in (5)] is very important. Without θ̄ (or āμ), GWF
will give incorrect responses. To see why θ̄ (or āμ) is important,
we consider the electromagnetic response as an example. It is
known that a spin system is a Mott insulator having no charge
response. However, if we barely couple the electromagnetic
field Ac

μ to the fermions, then after the Gutzwiller projection
the GWF still has dependence on φφφc (or Ac

μ), and the Chern
number for the GWF on the twisted-boundary-angle torus
formed by φφφc is nonzero. This seems to indicate that the
system still have electromagnetic quantum Hall effect. This
is obviously wrong. To obtain the correct response, we need to
couple both Ac

μ and āμ to the fermions. Since qc = (1,1,1)T ,
from (10), θ̄θθ = −φφφc (or āμ = −Ac

μ), so the mean-field state
and the projected state are independent on φφφc (or Ac

μ), which
is consistent with the fact that the system is an insulator.

IV. NUMERICAL RESULTS

In this section, we present our numerical results. We will
focus on the physical properties of the state PG|1 − 11〉, from
which we can judge whether or not it is a SPT state. As a
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FIG. 2. (Color online) The correlation length on the bulk is
extremely short, indicating the bulk is gapped and has no symmetry
breaking.

comparison, the chiral spin-liquid (CSL) state PG|111〉, which
carries intrinsic topological order, is also studied.

A. Short-range correlation in the bulk

We first check that the bulk is gapped without symmetry
breaking. To this end, we calculate the spin-spin correlation
〈Sz

r S
z
r+x〉 and quadrupole-quadrupole correlation 〈Qx

r Q
x
r+x〉,

where Qx = S2
x − S2

y . As shown in Fig. 2, the correlations are
weak and extremely short ranged (about 2 lattice constants).
This indicates that the bulk has a finite excitation gap and
no symmetry breaking (otherwise the correlation will be long
ranged).

B. Trivial topological order

Here we check if the state PG|1 − 11〉 has topological order
by calculating its topological entanglement entropy (TEE) and
ground-state degeneracy.

Using the Monte Carlo method, we can obtain the TEE from
the second Renyi entropy S(2) = −Trρ2

A [51–55], where ρA is
the reduced density matrix of a subsystem A. For topologically
ordered states, the entanglement entropy have an universal
correction to the area law,

S(2) = αA − γ,

where A is the area of the boundary of the subsystem A, and γ

is called the topological entanglement entropy. If PG|1 − 11〉
is a SPT state (which is short-range entangled), its TEE γ

should be zero.
This is checked numerically. We consider a torus and cut it

along the x direction to divide it into two pieces, where each
piece contains two noncontractable boundaries see Fig. 3(b).
Area law suggests that the second Renyi entanglement entropy
is proportional to the circumference of the cut (Lx). In Fig. 3(c),
we fix Ly = 10 and plot the entropy with Lx . The TEE is
given by the intersect, which is very close to 0. The inset
shows the dependence of the TEE γ on Ly . The result is that
γ exponentially decays to 0 with increasing Ly . The vanishing
TEE implies that the state PG|1 − 11〉 is indeed topologically
trivial.

The trivial topological order carried by PG|1 − 11〉 can also
be reflected by its nondegeneracy on torus. The ground-state
degeneracy k can be obtained through (8). Our numerical result
shows that the Chern number of PG|1 − 11〉 is 1, while the

(a) State on a torus. (b) Cut the torus.
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FIG. 3. (Color online) Calculation of topological entanglement
entropy (TEE) of state PG|1 − 11〉 on a torus. (a) The geometry
of the torus. (b) How the torus is cut into the “system” A and the
“environment” B. (c) The second Renyi entanglement entropy S(2) =
−Trρ2

A is plotted vs the circumference Lx . The intercept is the TEE
γ . The inset shows that γ exponentially decays to 0 with increasing
“length” Ly .

Chern number for the CSL state PG|111〉 is 3, in agreement
with theoretical prediction k = ∑

m Cm.
To verify that the ground-state degeneracy is indeed equal

to k, we calculate the density matrix of projected states with
different twisted-boundary angles,

ρ(θθθ,θθθ ′) = 〈PGψC(θθθ)|PGψC(θθθ ′)〉. (12)

The eigenstates of the above density matrix are the orthogonal
bases of the Hilbert space spanned by the projected states. In
numerical calculation, the torus formed by θx ∈ [0,2π ) and
θy ∈ [0,2π ) is discretized into N × N grids. The eigenvalues
of ρ are proportional to the weights of the corresponding
eigenstates in the GWF space. We can normalize the total
weight to 1. Our data in Fig. 4 show that the total weight is
dominated by the first few states, and this result is independent
of the system size and the number of grids on the (θx,θy) torus.

If a dynamic term 1
g2 (θ̇2

x + θ̇2
y ) (where g is a nonuniversal

coupling constant determining the internal gauge “photon”
gap) is added to Eq. (9), then it describes a single particle
moving on a torus in an uniform magnetic field with strength
2πk [1]. The eigenstates are Landau levels and the lowest
Landau level corresponds to the ground state of the spin
system. When g → ∞, the gap is infinitely large and only
the ground states remain. Generally, g is finite and excited

235146-5



ZHENG-XIN LIU, JIA-WEI MEI, PENG YE, AND XIAO-GANG WEN PHYSICAL REVIEW B 90, 235146 (2014)

1 2 3 4 5 6 7 8 9
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

w
ei

gh
t

PG |111
1 2 3 4 5 6 7 8 9

0

0.1

0.2

0.3

0.4

0.5

PG |1 − 11

w
ei

gh
t

L = L = 5 , N = 9

L = L = 6 , N = 6

L = L = 8 , N = 5

L = L = 1 0 , N = 3

L = L = 5 , N = 9

L = L = 6 , N = 6

L = L = 8 , N = 5

L = L = 1 0 , N = 3

(a) SPT state (b) CSL state

FIG. 4. (Color online) The largest nine (normalized) eigenvalues
of the density matrix ρ are shown, which almost exhaust the total
weight 1. (a) Data for PG|1 − 11〉; (b) data for PG|111〉. The results
are almost independent of the system size Lx,Ly (the number of sites
is equal to Lx × Ly × 3) and the number of grids N × N by which
the torus is discretized.

states occur in the GWF space with a weight ∝ e−βεi , where
β is a constant and εi is the energy of the ith excited state (i.e.,
the ith Landau level). This is the reason why there are some
small weight eigenvalues appearing in Fig. 4. Furthermore,
the degeneracy of eigenvalues of ρ reflects the degeneracy of
the Landau levels, namely, the degeneracy of eigenstates of the
spin system on a torus. From Fig. 4(b), we can learn that all the
eigenvalues of ρ for PG|111〉 are threefold degenerate (within
tolerable error), so the ground state is threefold degenerate.
However, for the state PG|1 − 11〉, all the eigenvalues of ρ are
nondegenerate, indicating that the ground state is unique.

C. Even-quantized Hall conductance

We adopt Laughlin’s gauge-invariant argument on a cylin-
der to measure the Hall conductances. To this end, we adiabat-
ically insert a U (1) symmetry flux quanta φs into the cylinder
and detect the U (1) symmetry charge pumped from the bottom
boundary to the top boundary. Since there are two U (1)
symmetries, we measure the Hall conductance, respectively.
During the measurement, we used the response mean-field
Hamiltonian (6) to obtain the GWFs. Our numerical results

of σ
Sz

H and σ
S2

z

H are shown in Fig. 5 and the crossed Hall con-

ductance σ
SzS

2
z

H is zero. All of the Hall conductances are even
integers, consistent with Chern-Simons theory predictions.

The spin Hall conductance can also be calculated by
measuring the Chern number [see Eq. (11)] of the projected
states in the torus formed by the U (1) symmetry twisted-
boundary angles. Our numerical results confirm the spin Hall
conductance shown in Fig. 5.

As mentioned, the spin-spin correlation function in the bulk
is short ranged and boring. But the boundary is nontrivial.
The nonzero Hall conductance indicates that the boundary
should be gapless and the correlation function should be
power-law decaying. We would like to directly confirm the
power-law behavior for the boundary states. We calculate the
correlation function 〈Qx(r)Qx(r + x)〉 (where Qx = S2

x − S2
y )

on the boundary (along the x direction) of a cylinder of 300
sites. The cylinder has Lx × Ly = 20 × 5 = 100 unit cells and
is periodic in the x direction and open in the y direction [see
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FIG. 5. (Color online) Symmetry charge pumping caused by
inserting symmetry fluxes. The Hall conductance is equal to the
charge pump by a flux quanta. (a) For the first U (1) symmetry, the
Hall conductance is equal to 1

2π
2. (b) For the second U (1) symmetry,

the Hall conductance is equal to − 1
2π

2.

Fig. 1(b)]. The result shows perfect power (see Fig. 6),

〈Qx(r)Qx(r + x)〉 ∼ x−2.036,

and the decaying power −2.036 agrees well with conformal
field theory prediction −2 (see Appendix C 2). It should be
noted that the correlation function is very small even on the
boundary. This may be due to the extremely short correlation
length on the bulk.

To completely confirm that PG|1 − 11〉 is a SPT state,
we finally need to show that its boundary state is nonchiral,
namely, the gapless boundary excitations can be gapped out
by symmetry-breaking perturbations. Before projection, the
mean-field state |1 − 11〉 is obviously chiral and its boundary
cannot be gapped out by small local perturbations. To show that
the projected state PG|1 − 11〉 is nonchiral, we calculate the
boundary correlation function after adding some symmetry-
breaking perturbation.
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FIG. 6. (Color online) Power-law decaying correlation function
on the boundary [the upper boundary of Figs. 1(a)–1(c)] shows that
the edge states are gapless. Inset: Log-log fitting. The horizontal axis
is set as ln(sin πx

Lx
) because of the finite-size effect.
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D. Symmetry-protected gapless boundary states

The U (1) symmetry-breaking perturbation that we consider
is the following fermion pairing term:

H ′
mf = �1

ij c
†
1ic

†
1j + �2

ij c
†
−1ic

†
0j + H.c. (13)

The spin interaction that supports this perturbation might be

H ′ = −(c†1ic
†
1j c−1j c0i + H.c.) = −(P x

i Qx
j − P

y

i Q
y

j ),

where P x = 1√
2
(SxSz + SzSx + SxSy) = (

0 1 0
1 0 0
0 0 0

), P y =
1√
2
(SySz + SzSy + Sy) = (

0 −i 0
i 0 0
0 0 0

), and Qx = S2
x − S2

y =

(
0 0 1
0 0 0
1 0 0

), Qy = SxSy + SySx = (
0 0 −i

0 0 0
i 0 0

). Similar to

Sx,Sy,Sz, the three operators Qx,Qy,Sz also form SU (2)
algebra.

Our numerical result is shown in Fig. 7, where the correla-
tion functions 〈Sz

r S
z
r+x〉 and 〈Qx

r Q
x
r+x〉 are both exponentially

decaying, as expected.
We also calculate the boundary correlation function of

the CSL undergoing the same perturbation. The results in
Fig. 8 show that the boundary remains gapless under the
perturbation. This comparison give strong evidence that the
boundary of the state PG|1 − 11〉 is nonchiral while the CSL
state PG|111〉 is chiral, as predicted by Chern-Simons theory
(see Appendix C 2).

V. CONCLUSION AND DISCUSSION

In summary, using the Monte Carlo method we studied the
physical properties of Gutzwiller-projected wave functions.
We especially studied the state PG|1 − 11〉 (where 1,−1,1
are the mean-field Chern numbers of the fermions f1,f0,f−1,
respectively), including its spin Hall conductance, correlation
function of the gapless edge states, ground-state degeneracy
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FIG. 7. (Color online) Boundary of SPT phase can be gapped
when symmetry is explicitly broken.
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FIG. 8. (Color online) Boundary of CSL phase is robust against
all perturbations.

and topological entanglement entropy, and nonrobustness of
the gapless edge states. All of this evidence shows that
PG|1 − 11〉 is a U (1) × U (1) symmetry-protected topological
state. Our work may shed some light on simple lattice models
and experimental realization of SPT phases.

The spin Hall conductance is calculated by measuring
the spin pump in the Gutzwiller wave function caused by
inserting symmetry flux through the cylinder to the mean-field
Hamiltonian. We find that the internal gauge field plays an
important role since external symmetry flux will induce a
nonzero background internal gauge flux (see also Ref. [40]).
Our observation indicates that in general the internal gauge
field cannot be ignored in studying the physical response of
Gutzwiller-projected wave functions.

We also compared the SPT state PG|1 − 11〉 with the
topologically ordered chiral spin-liquid state PG|111〉 whose
gapless boundary excitations are robust against all local
perturbations. Our data imply that the boundary of the SPT
state is nonchiral, while the boundary of the chiral spin
liquid is chiral. Noticing that at the mean-field level both
|1 − 11〉 and |111〉 are chiral, it is remarkable that after
Gutzwiller projection (or due to strong interactions), the
former becomes nonchiral. This indicates that the physical
properties of some mean-field states might be dramatically
changed after Gutzwiller projection.

Our Gutzwiller approach can be applied to study SPT states
protected by other symmetry groups, such as SU (2) or SO(3)
symmetry, and so on. It can also be used to study symmetry-
enriched topological phases, where symmetry interplays with
topological order resulting in an enriched phase diagram.

Finally, we give some remarks about the Hamiltonians of
the Gutzwiller-projected states that we constructed above.
In principle, for each Gutzwiller wave function, one can
always find a parent Hamiltonian of which the Gutzwiller
wave function is the ground state. However, that Hamiltonian
is generally very complicated and is difficult to identify.
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Nevertheless, approximate Hamiltonians can be constructed.
For instance, in Ref. [37], a spin Hamiltonian containing
three-body interactions was proposed via perturbation to onsite
Hubbard interactions. On the other hand, the reduced density
matrix method introduced in Ref. [40] also provides some hint
of possible interactions that may stabilize the Gutzwiller wave
functions.
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APPENDIX A: TOPOLOGICAL ENTANGLEMENT
ENTROPY

In Refs. [51–55], several tricks has been introduced to
calculate Renyi entropy. The main trick is the “sign trick,”
which separates the calculation of the magnitude and phase of
the swap operator,

e−S2 = 〈SWAP〉 =
∑
α1α2

ρα1ρα2

φβ1φβ2

φα1φα2

= 〈SWAP〉amp〈SWAP〉phs, (A1)

where α1,α2 are the spin configurations of two independent
systems of the same size, β1,β2 are the spin configurations
after the swapping of the spins in the holes, and

〈SWAP〉phs =
∑
α1α2

ρ̃α1,α2e
iφ, (A2)

with φ = Arg(φ∗
α1

φ∗
α2

φβ1φβ2 ) and ρ̃α1,α2 = |φ∗
α1

φ∗
α2

φβ1 φβ2 |
〈SWAP〉amp

,

〈SWAP〉amp =
∑
α1,α2

|φ∗
α1

φ∗
α2

φβ1φβ2 |

=
∑
α1α2

ρα1ρα2

∣∣∣∣φβ1φβ2

φα1φα2

∣∣∣∣ . (A3)

When calculating the phase part, since both the spin configu-
rations before and after the swapping appear in the sampling
weight, the trick of updating the inverse and determinant can
be applied in the Monte Carlo steps. However, this trick
cannot be applied to the magnitude part since the swapped
configuration may have zero weight and φβ1 , φβ2 may not
change continuously. To solve this problem and to decrease the
error, here we further use the trick to separate the calculation of
the magnitude into two steps; in each step, the matrix inverse
and determinant updating techniques can be applied. The main

idea is to introduce a weight function f (α1,α2),

f (α1,α2) =
{

1 if β1, β2 are allowed
0 if β1, β2 are not allowed,

(A4)

such that

〈SWAP〉amp =
∑
α1α2

f (α1,α2)ρα1ρα2

∣∣∣∣φβ1φβ2

φα1φα2

∣∣∣∣
=

∑
α1α2

ρ ′(α1,α2)

∣∣∣∣φβ1φβ2

φα1φα2

∣∣∣∣ 〈f (α1,α2)〉

= 〈SWAP〉′amp〈f(α1,α2)〉, (A5)

where ρ ′(α1,α2) = f (α1,α2)ρα1 ρα2
〈f (α1,α2)〉 , and

〈f (α1,α2)〉 =
∑
α1,α2

ρα1ρα2f (α1,α2).

Since f (α1,α2) is a simple function taking values 0 and 1, the
fluctuation is reduced considerably compared to 〈SWAP〉amp

itself.

APPENDIX B: OVERLAP OF WAVE FUNCTIONS

Suppose two normalized wave functions |ψ1〉 and |ψ2〉 are
given as

|ψ1〉 =
∑

α

f1(α)√∑
β |f1(β)|2

|α〉,

|ψ2〉 =
∑

α

f2(α)√∑
β |f2(β)|2

|α〉,

where α means a spin configuration. To calculate the overlap
between the two states 〈ψ1|ψ2〉, we introduce another normal-
ized wave function |ψ0〉 to generate the Monte Carlo sequence,

|ψ0〉 =
∑

α

h(α)√∑
β |h(β)|2

|α〉 =
∑

α

Wα|α〉,

where Wα = h(α)√∑
β |h(β)|2 is the weight of α.

Now we have

〈ψ1|ψ2〉 =
∑

α

f ∗
1 (α)f2(α)√∑

β |f1(β)|2 ∑
γ |f2(γ )|2

=
∑

α

Wα

f ∗
1 (α)f2(α)

h∗(α)h(α)

∑
σ |h(σ )|2√∑

β |f1(β)|2 ∑
γ |f2(γ )|2

= 1

C

∑
α

Wα

f ∗
1 (α)f2(α)

h∗(α)h(α)
, (B1)

where C is a constant,

C =
√∑

β |f1(β)|2∑
σ |h(σ )|2

∑
γ |f2(γ )|2∑
δ |h(δ)|2

=
√√√√∑

β

Wβ

∣∣∣∣f1(β)

h(β)

∣∣∣∣
2 ∑

γ

Wγ

∣∣∣∣f2(γ )

h(γ )

∣∣∣∣
2

. (B2)
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APPENDIX C: GROUND-STATE DEGENERACY
AND BOUNDARY THEORY

1. Ground-state degeneracy

If we integrate out the amμ fields in the Chern-Simons action
(2), we obtain

Leff(ã) = i

4π
kεμνλãμ∂νãλ, (C1)

where k = ∑
m Cm. If we further integrate out the ã0 field, we

obtain a zero-strength condition,

∂xãy − ∂yãx = 0.

So we can write ãi = ∂i� + θi/Li , where Li is the size along
the i direction and θi can be interpreted as the angle of twisted-
boundary condition for the fermionic spinons, or the gauge
flux through the ith hole of the torus. Substituting the above
expression into (C1), we get the effective action

Leff = i

2π
kθ̇xθy, (C2)

which yields [θx,
k

2π
θy] = i. Define operators Ti = eiθi , then

we have

TxTy = TyTxe
i 2π

k , (C3)

which form a Heisenberg algebra.
Noticing ã0 is simply the chemical potential λi in (1),

integrating out ã0 results in exactly one fermion per site,
which is equivalent to a Gutzwiller projection. Equation (C2)
shows that the GWF still has some degrees of freedom, which
determines the ground-state degeneracy.

The representation space of the above Heisenberg algebra
(C3) is at least k dimensional. Since ãμ is a gauge degree of
freedom for the original spin model, Tx and Ty will not change
the spin Hamiltonian, namely, [Tx,H ] = [Ty,H ] = 0. So the
Hilbert space of each energy level forms a representation space
of the Heisenberg algebra. In other words, all of the energy
levels, including the ground state, are at least k-fold degenerate.

The degeneracy of the ground states can be obtained by
calculating the Chern number for the Gutzwiller-projected
mean-field states. At the mean-field level, θx and θy are
commuting, so we can construct mean-field states with certain
values of θx,θy , noted as |ψC(θx,θy)〉, where C denotes
(C1C0C−1) for short. The topological term (C2) plays its role
when ã0 is integrated out (or, equivalently, after the Gutzwiller
projection). If we interpret the topological term (C2) as the
Berry phase of the Gutzwiller-projected state evolving on the
(θx,θy) torus,

i

2π
kθ̇xθy = 〈PGψC(θx,θy)|∂τ |PGψC(θx,θy)〉, (C4)

then k corresponds to the Chern number of the projected state,

2πk =
∮

k

2π
θ̇xθydτ =

∮
B

dθθθ ·AAA (C5)

=
∮

torus
dθxdθyF(θθθ), (C6)

where AAA = −i〈PGψC(θθθ )|∂θθθ |PGψC(θθθ)〉 is the Berry con-
nection [if θx,θy are discretized, then we have eiAAA·δθθθ =
〈PGψC(θθθ)|PGψC(θθθ + δθθθ )〉] and F(θθθ) = ∂θx

Ay − ∂θy
Ax is the

Berry curvature; B is the big loop enclosing the total area of
the (θx,θy) torus.

Generally, the projected state |PGψC(θx,θy)〉 is not an
eigenstate of Ti = eiθi . Instead, an eigenstate |ni〉 of Ti |n〉i =
ei2nπ/k|n〉i (here, n = 0,1, . . . ,k − 1) is a superposition of
|PGψC(θx,θy)〉,

|n〉i =
∫

dθxdθyξni
(θx,θy)|PGψC(θx,θy)〉, (C7)

where ξni
(θx,θy) is a weight function in analog to a single-

particle wave function in the first Landau level [1].

2. Boundary theory

In the remaining part, we will introduce an equivalent
K-matrix description as the low-energy effective theory.
Integrating out the internal gauge field ãμ first, we obtain∑

m ∂νamλ = 0, or
∑

m amλ = 0 up to a constant field. Elimi-
nating a0μ, we obtain the low-energy effective Chern-Simons
theory for the spin system [37],

L = − i

4π
εμνλ(a1μ a−1μ)K∂ν

(
a1λ

a−1λ

)

+ i

2π
εμνλAs

μ(q1 q−1)∂ν

(
a1λ

a−1λ

)
, (C8)

where K = (C
−1
1 + C−1

0 C−1
0

C−1
0 C−1

−1 + C−1
0

), As
μ is the probing field

according to some symmetry, and q = ( q1
q−1

) is the “charge

vector” coupling to this probe field. For the
∑

i S
z
i conservation

symmetry, q = ( 1
−1), while for the

∑
i(S

z
i )2 conservation

symmetry, q = (1
1). The Hall conductance is given by σH =

1
2π

qT K−1q.
Since (C8) is not gauge invariant if the system has a

boundary, we need to introduce a boundary action to recover
the gauge invariance,

Lboundary = − i

4π
KIJ ∂τφI ∂xφJ − VIJ ∂xφI ∂xφJ , (C9)

where I,J = 1, − 1, and the field φI only exist on the
boundary and is defined such that aIμ = ∂μφI . The φI field
satisfies the Kac-Moody algebra,

[∂xφI ,∂yφJ ] = 2πi(K−1)IJ ∂xδ(x − y). (C10)

The fermion operators can be written as f1 ∼ e−iφ1 ,f−1 ∼
e−iφ−1 . The spin-density operator is given as Sz ∼ ∂xφ1 −
∂xφ−1, and

Q± = 1
2 (Qx ± iQy) ∼ eiφ±1−iφ∓1 . (C11)

If C1 = 1,C0 = −1,C−1 = 1, then the K matrix is given
as K = ( 0 −1

−1 0 ), and from (C10) and (C11), we obtain the
scaling law

〈Q+(r)Q−(r + x)〉 ∼ x−2,

which is verified by the numerical result given in Sec. III.
Furthermore, for the above K matrix, since l = (n0) or l = (0

n)
(n is an integer) satisfies

lT K−1l = 0, (C12)
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FIG. 9. (Color online) Correlation function of the boundary in
an uniform Zeeman field Bx = 0.4. Power-law decaying correlation
function on the boundary shows that the edge states are still gapless.
Inset: Log-log fitting, which shows that the decaying power is
approximately −2.23.

the Higgs term [24] that may gap out the boundary is
cos(nφ1) or cos(nφ−1). Equation (C12) is the gapping
condition for the perturbations. For instance, the pairing
perturbation discussed in Sec. IV D satisfies the gapping
condition. On the other hand, if this condition is not sat-
isfied for some perturbation, for example, a Zeeman field
coupling

H ′ = BxSx ∼ cos(2φ1 + φ−1) + cos(2φ−1 + φ1),

which does not contain the Higgs term, then the boundary
remains gapless and even the symmetry is explicitly broken.
This is verified by our numerical result shown in Fig. 9, where
the correlation function 〈Qx(r)Qx(r + x)〉 remains power law
if we add a Zeeman field Bx = 0.4 (in units of tij ) to the whole
system.

Finally, we give the Chern-Simons theory of the CLS
state where C1 = C0 = C−1 = 1. Form (C8), the K matrix
of the CSL, is given as K = (2 1

1 2). Since det K = 3, the
ground-state degeneracy of CSL on a torus is 3. Fur-
thermore, since the gapping condition (C12) has no solu-
tions, the boundary cannot be gapped out by small local
perturbations.
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