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Hard-core dipolar bosons trapped in a parallel stack of N � 2 one-dimensional optical lattices (tubes) can
develop several phases made of composites of particles from different tubes: superfluids, supercounterfluids, and
insulators as well as mixtures of those. Bosonization analysis shows that these phases are thresholdless with
respect to the dipolar interaction, with the key “control knob” being filling factors in each tube, provided the
intertube tunneling is suppressed. The effective ab initio quantum Monte Carlo algorithm capturing these phases
is introduced and some results are presented.
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I. INTRODUCTION

The unprecedented level of control in ultracold atom
experiments, and the flexibility offered by these systems allows
for the manipulation of the interparticle interactions, as well
as the creation of a variety of lattice geometries [1]. Besides
providing a perfect setup for the realization of paradigmatic
condensed matter models [2,3], these ultracold systems are a
playground for studying a variety of novel quantum phases.
Mentioning just a few, these are supercounterfluids (SCF) [4],
paired superfluids [5], and superfluids of molecular chains [6].
Recent experimental success in trapping ultracold bosonic
atomic mixtures [3,7–9] has rendered the study of pairing
between components very timely. The impressively rapid
experimental progress towards controlling polar molecules
[10–18] gives hope for accessing quantum many-body systems
with long-range and anisotropic interaction in the very near
future [18].

A prominent example of bosonic systems currently avail-
able experimentally consists of an array of coupled one-
dimensional (1D) tubes, with the interaction between tubes
provided by dipolar forces. In the hard-core limit, this system
represents coupled spin chains, which is one of the central
topics in low-dimensional condensed matter physics [19]. In
the absence of intertube tunneling, this system is formally
equivalent to multicomponent mixtures of noncovertable
atomic species, where several predictions for the novel phases
have been made [4,5]. An interesting opportunity for even
more exotic superfluids in the N = 2 setup—consisting of
p � 1 molecules from one tube and q > 1 ones form the
other— has been suggested in Refs. [20,21]. Physics of the
multitube setup becomes much richer when the intertube
tunneling is finite: As proposed in Refs. [22,23], the transition
point in the N -tube setup features the emergence of ZN

parafermions.
In the present work we discuss possible phases in a system

of hard-core bosons confined to a stack of N one-dimensional
lattices—tubes (see Fig. 1). Bosons in neighboring tubes
interact via intertube interaction (either nearest-neighbor or
dipole-dipole), with the intertube tunneling suppressed (this
can be achieved experimentally with a deep optical lattice
potential along the direction perpendicular to the tubes). Our

focus is on quantum many-body phases of self-assembled
chains of molecules from different tubes [6,24–29]. Most
previous theoretical studies of the many-body phases of
dipolar bosons confined to a stack of one-dimensional tubes
employ variational methods. In Ref. [30], a quantum to
classical mapping in the discretized time representation has
been used. The resulting model is amenable to classical
Monte Carlo technique, and it has been shown that bosons
in a stack of one-dimensional tubes can form superfluids
of strongly interacting multiatomic complexes—chain super-
fluids (CSF), each chain consisting of one molecule from
each tube, and there is, in general, a threshold for the CSF
formation.

In what follows we will use bosonization and renor-
malization group (RG) techniques along with Monte Carlo
simulations to study the quantum phases of hard-core bosons
trapped in a multitube geometry. In contrast to what was
previously done numerically in Ref. [30], here we study
the actual quantum Hamiltonian of hard-core bosons by
means of the ab initio path integral quantum Monte Carlo
(QMC) simulations (in continuous time) using a multiworm
algorithm [30]—an extension of the worm algorithm [31] and
its two-worm modification [5].

Our findings can be summarized as follows. Bosonization
and RG predict the existence of interesting quantum phases
such as CSF, supercounterfluid (SCF), and checker-board (CB)
solid provided certain requirements on the filling factor in the
tubes are fulfilled. These phases are predicted to form at an
arbitrarily small intertube interaction between particles in the
thermodynamical limit. For example, in the case of a dipolar
gas with dipoles aligned perpendicular to the tubes and lying
in the plane of the tubes, an arbitrarily small dipolar interaction
is sufficient to destabilize independent superfluids in each tube
in favor of the CSF phase, provided the filling factors in each
tube are the same. We use QMC to explicitly demonstrate this
property for the case of two tubes. We also perform simulations
for the case of three layers and explicitly demonstrate the
existence of CSF and CB solid. The numerical results for the
CB solid support the thresholdless nature of this phase as well.

Our study is a first step toward ab initio simulations
of more involved cases including spin ladders and polar
molecules with intertube tunneling. Using this algorithm it
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FIG. 1. (Color online) A sketch of the system studied: hard-core
bosons (solid circles) can tunnel (as marked by solid arrow) along the
tubes—1D optical lattices (N = 4 of them are shown); dashed arrows
indicate the intraplane Vxx′ and the interplane interactions Vzz′ .

should be possible to provide accurate recommendations
for the experimental realizations of the complex dipolar
phases.

This paper is organized as follows. In Sec. II we present
the system Hamiltonian for arbitrary two-body density-density
interaction and discuss specific cases of dipolar interaction for
two different polarizations of the dipoles. In Sec. III we present
a description of the system in terms of the linear response
theory and discuss the properties of the phases which can be
stabilized in this geometry: N -atomic superfluids, composite
superfluids, supercounterfluids, and composite insulators. In
Sec. IV the system is discussed in terms of the bosonized action
and RG for the composite superfluids, supercounterfluids,
and the composite insulator at half-integer filling factor. In
Sec. V we describe the multiworm algorithm used and present
numerical evidence for the thresholdless nature of composite
superfluids for the case of two layers. We also numerically
demonstrate the existence of the composite superfluid phase
and composite insulating phase at half filling for the case of
three layers. Finally, we conclude in Sec. VI.

II. HAMILTONIAN

The system under consideration is described by the single-
band tight-binding Hamiltonian,

H = −J
∑

〈x,x ′〉,z
a†

xzax ′z

+ 1

2

∑
xz;x ′z′

V (x − x ′,z − z′)nxznx ′z′ −
∑
xz

μz nxz, (1)

in grand canonical ensemble. Here J > 0 stands for the
intratube tunneling amplitude, a

†
xz (axz) is the creation (an-

nihilation) operator for a hard-core boson at site (x,z), where
the second index z = 0,1,2, . . . ,N − 1 labels the tubes and the
first one x = 0,1,2, . . . ,L is the coordinate along a tube. Here,
〈〉 denotes summation over nearest neighbors, nxz = a

†
xzaxz,

and μz is the chemical potential, which can be different in
different tubes.

The interaction V (x,z) can be arbitrary. In the case of
the dipole-dipole interaction, with the polarization axis being
perpendicular to the tubes and belonging to the plane of the
tubes, it takes the form,

V (x,z) = Vd

x2 − 2z2

(x2 + z2)5/2
, (2)

where Vd > 0 sets the energy scale. In this geometry, the
interaction along the z axis is attractive. As we will discuss
below, in 1D, arbitrary small Vd can induce superfluidity
of quasimolecular complexes. This result follows from the
bosonization analysis and has previously been noted for
the case of pairing (that is, N = 2) of hard-core bosons in
Ref. [32].

The repulsive part of the interaction along the x axis favors
solidification. A special role is played by the filling factor ν =
1/2. As we will show later, in the case N > 2 the insulating
phase featuring 1D checkerboard order emerges in the limit
Vd → 0 even if no intralayer repulsion is explicitly introduced.

When dipoles are polarized perpendicularly to the tubes
plane, the interaction becomes purely repulsive,

V (x,z) = Vd

1

(x2 + z2)3/2
, (3)

and can result in SCF [4] phases which are also thresholdless
with respect to the interaction.

III. DENSITY CONTROLLED QUANTUM
PHASES IN LAYERED SYSTEMS

A system of hard-core bosons, trapped in one-dimensional
tubes with no intertube Josephson coupling, forms N indepen-
dent superfluids characterized by N quasicondensate order pa-
rameters 〈ψz〉 ∼ exp(iφz) with phases φz, z = 0,1,2, . . . N −
1. The hard-core nature of bosons in each tube plays a
special role. As we will see below, an arbitrary small intertube
interaction can induce multiplicity of various superfluid and
insulating phases depending on the filling factors νz in
the tubes. The counterintuitive thresholdless nature of the
phases simply means that observing them is possible for
arbitrary small Vd on correspondingly large spatial scales. It
is worth noting that, depending on a combination of the filling
factors, various types of mixtures of such phases can exist
as well.

A. Thouless phase twists and windings

Here we introduce a description in terms of the generalized
superfluid stiffness Rzz′ and superfluid compressibility Czz′ .
This language of the generalized superfluid response turns out
to be very helpful in defining ground states of the bosonic
complexes as well as in characterizing ground states numeri-
cally. The response matrices are defined through contributions
to the system action as a result of imposing infinitesimal
Thouless phase twists �φ′(z) = (φ′

x(z),φ′
τ (z)) on the space-time

boundaries of the tubes. Such twists can be viewed in terms
of the corresponding gauge potentials Ax(z,x) = φ′

x(z)/L
along space and Aτ (z,τ ) = φ′

τ (z)/β along time, where L, β

stand for tubes length and inverse temperature in atomic
units, respectively. It is important that, in the case of the
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periodic boundary conditions on the phases φz(x,τ ) of the
fields, such gauge potentials cannot be absorbed into the
phases.

In general, the infinitesimal contribution of the twists to the
action is given by

E =
∑
zz′

[
β

2L
Rzz′φ′

x(z)φ′
x(z′) + L

2β
Czz′φ′

τ (z)φ′
τ (z′)

]
. (4)

The quantities Rzz′ and Czz′ can be expressed in terms of
topological properties of the particle world lines, windings
�W (z) = [Wx(z),Wτ (z)], and can be measured numerically.

Global gauge invariance of the system implies that the total
partition function Z = Tr[exp(−βH )] can be represented as
a statistical sum over all possible winding numbers of closed
world lines of particles as

Z =
∑

{ �W (z)}
Z[{ �W }] exp

[
i
∑

z

�W (z) �φ′(z)

]
, (5)

where Z[{ �W }] stands for a functional of windings in all
tubes. The superfluid stiffnesses can be obtained as second
derivatives of E = − ln Z with respect to [φ′

x(z),φ′
τ (z)] in the

limit �φ′(z) → 0 as

Rzz′ = L

β
[〈Wx(z)Wx(z′)〉 − 〈Wx(z)〉〈Wx(z′)〉], (6)

Czz′ = β

L
[〈Wτ (z)Wτ (z′)〉 − 〈Wτ (z)〉〈Wτ (z′)〉]. (7)

As long as the tubes are identical, Rzz′ and Czz′ depend on
the difference z − z′, Rzz′ = R(z − z′), and Czz′ = C(z − z′).
Hence, the Fourier transform along the z axis can be
used, R̃(qz)=

∑
z R(z) exp(iqzz), C̃(qz)=

∑
z C(z) exp(iqzz),

where qz = 2πmz/N,mz = 0,1,2, . . . ,N − 1. Then,
Eq. (5) expressed in terms of the Fourier transforms
φ̃′

x,τ (qz) = N−1/2 ∑
z φ′

x,τ (z) exp(iqzz), W̃x,τ (qz) =
N−1/2 ∑

z Wx,τ (z) exp(iqzz) gives

R̃(qz) = L

β
[〈W̃x(qz)W̃x(−qz)〉 − 〈W̃x(qz)〉〈W̃x(−qz)〉], (8)

and

C̃(qz) = β

L
[〈W̃τ (qz)W̃τ (−qz)〉 − 〈W̃τ (qz)〉〈W̃τ (−qz)〉]. (9)

These equations represent an extension of the Ceperley
and Pollock expression [33] for the superfluid stiffness and
compressibility.

In full analogy with the case N = 1, the ratio Vs(qz) =√
R̃(qz)/C̃(qz) has the meaning of the speed of sound

propagating along tubes with dispersion along the z axis.
Extending the analogy, the product R̃(qz)C̃(qz) gives the
Luttinger “parameter” (rather, Luttinger matrix) as

K̃(qz) = π

√
R̃(qz)C̃(qz). (10)

Thus, the action for arbitrary (small) phase fluctuations of the
translationally invariant (along the z axis) system renormalized

by the interactions becomes

SR =
∫ β

0
dτ

∫
dx

∑
qz

[
Vs(qz)K̃(qz)

2π
|∇xφ̃qz

(x,τ )|2

+ K̃(qz)

2πVs(qz)
|∇τ φ̃qz

(x,τ )|2
]

, (11)

where φ̃qz
(x,τ ) are the Fourier components of the phases

φz(x,τ ) with respect to the tube index z.
The speed of sound is not significantly renormalized

compared to the strong renormalization of superfluid stiffness
R and compressibility C [32]. This simply means that the
space-time symmetry of the superfluid-insulator transitions
is preserved in the translationally invariant system. Thus,
for all practical purposes, the dispersion of the speed of
sound Vs vs qz can be ignored so that Rzz′ = Czz′ in units
of Vs = 1. In this limit, the Luttinger matrix and the matrix of
stiffnesses are equal to each other. Then, the generalized linear
response can be fully described by the following translationally
invariant action SR = ∫ β

0 dτ
∫

dx
∑

qz

1
2π

K̃(qz)| �∇φ̃(qz)|2, or
in the direct z space as

SR =
∫ β

0
dτ

∫
dx

∑
z,z′

1

2π
(K̂)z,z′ �∇φz

�∇φz′ , (12)

where K̂ stands for the Luttinger parameter matrix with the
dimension N × N . It is worth mentioning that this form
features the nonviscous drag between superfluid flows in
different tubes. It is responsible for the formation of the
complex superfluid and supercounterfluid phases. We will be
referring to the form (12) and, specifically, to the properties of
the Luttinger matrix K̂ while identifying the ground states of
the bosonic complexes.

B. N atomic superfluids

If the matrix K̂ in (12) is nondegenerate (in the case when all
filling factors are different and not complimentary to unity),
there exists the standard algebraic (or 1D superfluid) order
in the correlators 〈exp[iφz(x)] exp[−iφz(0)]〉 ∼ 1/|x|(K̂−1)zz/2

{and 〈exp[iφz(x)] exp[−iφz′ (0)]〉 = 0 for z 	= z′}. A sketch of
this phase is shown in Fig. 2. As we will see below, should
some filling factors become the same or complimentary to

FIG. 2. (Color online) A sketch of the N -atomic superfluids char-
acterized by N independent off-diagonal algebraic orders (depicted
by N = 4 fuzzy clouds).
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FIG. 3. (Color online) A sketch of the CSF phase. Dashed lines
indicate binding of atoms from different tubes and the fuzzy cloud
depicts single off-diagonal algebraic order for all tubes.

unity, the intertube interaction can easily destroy such atomic
orders in favor of composite superfluids or supercounterfluids.

C. Composite superfluids

If all N tubes are characterized by the same incommensu-
rate filling factor ν, the nature of the superfluid correlations
changes dramatically as long as there is an arbitrary small
attraction Vd between the tubes. Specifically, the matrix K̂

becomes degenerate so that 〈exp[iφz(x)] exp[−iφz(0)]〉 decays
exponentially. The algebraic decay will be observed only
in the N -body density matrix 〈�†(x)�(0)〉 where �(x) =
ψz=0(x)ψz=1(x) . . . ψz=N (x). In other words, the matrix ele-
ments of K̂ in Eq. (12) become all identical to each other,
so that N − 1 eigenvalues are equal to zero and only one
remains finite—corresponding to a finite superfluid stiffness
of the sum of the phases 	 = ∑

z φz. In terms of the
Fourier components of the matrix kernel, K̃(qz = 0) 	= 0
while K̃(qz 	= 0) = 0. This defines the CSF, a superfluid of
quasimolecular complexes, each complex consisting of N

bosons—one from each tube. A sketch of this phase is shown
in Fig. 3.

If N > 2, it is possible to have a situation when only
1 < M < N tubes have identical filling factors. Then, the
composite superfluid will be formed among these tubes while
others carry the standard atomic superfluids. In general, a
group of M layers with the same filling factor adds degree of
degeneracy M-1 to the matrix K̂ . In other words, the number
of the remaining superfluid phases is equal to N minus the
total degree of degeneracy. This means that the matrix K̂ will
have as many zero eigenvalues as there exist restored U(1)
symmetries.

D. Supercounterfluids

The concept of supercounterfluidity (SCF) has been intro-
duced for two-component systems in Ref. [4]. SCF can exist in
a lattice when the filling factors ν1 and ν2 for both components
complement each other to an integer filling, ν1 + ν2 = 1.
Then, the repulsive interaction can induce binding of atoms
of sort “1” to holes of sort “2.” Using the language of broken
symmetries, the U(1)× U(1) symmetry becomes partially
restored so that only one U(1) symmetry remains broken. In
terms of the fields, the field exp(iφ1) exp(−iφ2) is condensed
while exp(iφ1) exp(iφ2) becomes disordered. Accordingly, the

FIG. 4. (Color online) A sketch of the SCF phase in N > 2 tubes.
Similarly to Fig. 3, the fuzzy cloud depicts a single off-diagonal
algebraic order for all tubes. The dashed lines indicate binding
between atoms and holes in the tubes with complementary fillings
and between atoms in the tubes with the same fillings.

superflow can only exist in the counterflow manner—when
transfer of one atom of sort “1” is compensated by motion of
one atom of sort “2” in the opposite direction.

This property can naturally be extended to a general case
of N sorts of atoms when the superflow of, say, M < N

components is (partially) compensated by the counterflow
of the remaining components. The SCF phase is sketched in
Fig. 4.

In general, there could be M1 tubes all with the same
filling factors ν1 and M2 tubes also with identical filling
factors ν2 = 1 − ν1 so that ν2 	= ν1. Thus, there are two
groups of the composite superfluids, consisting of M1 and M2

complexes. Accordingly, there are M1 − 1 + M2 − 1 restored
symmetries. Moreover, the backscattering (BS) interaction
between particles from the first and the second groups restores
one additional symmetry. The corresponding composite oper-
ator which characterizes the algebraic order is 	M1,M2 (x) =
ψz1 (x) . . . ψzM1

(x)ψ†
z′

1
(x) . . . ψ

†
z′
M2

(x), where z1,z2, . . . ,zM1 la-

bel tubes from the first group and z′
1,z

′
2, . . . ,z

′
M2

—from the
second. In such a phase a transfer of M1 atoms from the first
group is compensated by the countermotion of M2 atoms from
the second group, so that there is a net transfer of M1 − M2

atoms. Accordingly, M1 + M2 − 1 eigenvalues of the matrix
K̂ in Eq. (12) are zero. In other words, the resulting state can
be thought of as a bound state of two composite superfluids
in the counterflow regime—a natural generalization of the
two-component SCF [4].

In the special case when all, e.g, odd tubes have filling factor
ν and all even ones have 1 − ν (as exemplified in Fig. 4),
the Fourier transform can be used. In this case all Fourier
harmonics but K̃(qz = π ) are equal to zero, so that there is no
net transfer of atoms. As we will discuss below, such a phase
can also be realized for arbitrary small Vd .

E. Composite insulators

The easiest way to form an insulator in 1D lattices is at
filling factor ν = 1/2. In a single tube (N = 1) at ν = 1/2 the
checkerboard (CB)-type solid can exist only if the two-body
repulsion exceeds a certain threshold. The situation becomes
dramatically different in the cases N > 2. As will be discussed
below, the bosonization analysis shows that, even in the
absence of any repulsion, the intertube attraction induces the
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FIG. 5. (Color online) A sketch of the CB phase. The dashed lines
indicate binding between atoms from different tubes at ν = 1/2.

CB insulator in the limit Vd → 0 as long as N � 3. This
conclusion is consistent with our ab initio simulations. A
sketch of this phase is shown in Fig. 5.

Solids at other rational fillings ν = 1/3,1/5,2/5, . . . are
possible as well. To induce them, however, the interaction ∼ Vd

must exceed the corresponding thresholds determined by the
denominators of the fractions. Concluding this section we note
that in an insulating state the renormalized Luttinger matrix
K̂ in the action (12) is zero which implies no off-diagonal
algebraic order.

IV. N-TUBE BOSONIZATION

Here we will discuss the phases described in
Secs. III B, III C, III D, and III E within the framework
of the bosonization approach [34] in order to reveal their
thresholdless nature. The bosonic field operator ψz(x) is
represented in terms of the superfluid phase φz and the density
ρz = |ψz|2, which can be expressed in terms of Haldane’s
“angle” variable θz [34] as

ρz(x) =
(

νz + 1

π
∇xθz

) ∑
mz=0,±1,...

e[i2mz(θz+πνzx)], (13)

where θz(x) is conjugate to the superfluid phase φz. The term
mz = 0 gives the forward scattering (FS) interaction and the
terms with mz 	= 0 account for the back scattering (BS) events.

In the absence of intertube tunneling, the bosonized action
corresponding to the Hamiltonian (1) is

S =
∑

z

S(0)
z +

∑
z,z′

[
S

(FS)
z,z′ + S

(BS)
z,z′

]
, (14)

where

S(0)
z =

∫ β

0
dτ

∫
dx

1

2πK
[(∇τ θz(x,τ ))2 + (∇xθz(x,τ ))2],

(15)

in units Vs = 1. Here K is the bare Luttinger liquid parameter,
that is, not yet renormalized by the interactions. For hard-core
bosons and zero dipolar interaction, each tube is equivalent
to a XXZ spin S = 1/2 chain with zero Sz-Sz coupling.
Accordingly, K = 1 (see in Ref. [19]). In the following we
use periodic boundary conditions along x and z coordinates.

The second term in Eq. (14) is the FS part
of the action, S

(FS)
z,z′ = 1

2π2

∫ β

0 dτ
∫

dx
∫

dx ′V (x − x ′,z −
z′)∇xθz(x,τ )∇x ′θz′ (x ′,τ ). In the long wave limit of the

space-time Fourier representation (qx → 0) the FS part of the
action becomes

S
(FS)
z,z′ = 1

2

∑
�q

V̄ (z − z′)q2
x θ̃z(�q)θ̃z′(−�q). (16)

Here, the summation is performed over the time-space har-
monics, �q = (ω,qx) along each tube and

V̄ (z) = 1

π2

∫
dxV (x,z). (17)

In particular, for the dipole-dipole interaction given by Eq. (2)
one finds

V̄ (z − z′) = − γ1

(z − z′)2
, γ1 ≈ 2.00Vd

π2
, (18)

for |z − z′| = 1,2,3, . . . . For z = z′, the dipolar interaction is
purely repulsive, with V̄ (0) = ∫

dxV (x,z = 0), and it must
be cut off at some short distance. Here we consider the same
length scale along z and x, and choose the cutoff at x = 1 such
that V̄ (0) ≈ 2.40Vd/π

2. Thus, in the long-wave limit, while
the interlayer interaction is attractive, the intralayer one is
repulsive. In the case of the purely repulsive dipolar interaction,
Eq. (3), the FS interaction given by Eq. (18) changes sign, that
is, γ1 → −γ1 for z 	= z′ [with V̄ (0) being unchanged].

Next, we introduce Fourier harmonics along the z coor-
dinate, θ̃qz

(�q) and Ṽ (qz), corresponding to θ̃z(�q) and V̄ (z),
respectively. We can now write the Gaussian part

∑
z S(0)

z +∑
z,z′ S

(FS)
z,z′ of the action (14) as

S0 =
∑
�q,qz

[
1

2πK
�q 2 + 1

2
Ṽ (qz)q

2
x

]
|θ̃(�q,qz)|2. (19)

Equation (19) implies the renormalization of the speed of
sound Vs → Ṽs(qz) =

√
1 + πKṼ (qz) (in units of the bare

value) as well as of the Luttinger parameter,

K → K̃(qz) = K√
1 + πKṼ (qz)

. (20)

Thus, both quantities Ṽs(qz), K̃(qz) depend on the wave vector
qz counting the layers so that the action (19) takes the
form (11). As discussed above, in what follows we will ignore
the renormalization of the speed of sound and will rather
consider the form (12). Then, in terms of the dual variables θz

the gradient part of the renormalized action becomes

SR =
∫

dx

∫ β

0
dτ

∑
z,z′

1

2π
(K̂−1)z,z′ �∇θz

�∇θz′ , (21)

where (K̂−1)z,z′ is the inverse of the renormalized Luttinger
matrix K̂ introduced in Eq. (12).

Finally, the third term in Eq. (14) accounts for the
backscattering events [34] which in the context of the system
studied can be written as

S
(BS)
z,z′ = −

∫
dτ

∑
mz,mz′

∑
x=0,1,...L

Vmz,mz′ (z,z
′) cos[2(mzθz

+mz′θz′) + 2π (νzmz + νz′mz′)x], (22)

where the amplitudes Vmz;m′
z′

(z,z′) are induced by the interac-
tion and satisfy the renormalization flow (to be derived in the
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standard one-loop approximation in Appendix A). While the
FS sets in the initial value of the Luttinger matrix Eq. (20), the
BS is responsible for its further renormalization.

The backscattering (22) is responsible for the formation
of the phases discussed above. In order to make it effective,
though, the filling factors must satisfy the corresponding
matching conditions so that the term ∝x under the cos in
Eq. (22) remains relevant. Otherwise, it will be washed out
by the integration over the tube length. As an example, in the
composite superfluid phase of N layers all superfluid phases φz

are disordered except for the total
∑

z=1,N φz. Accordingly, all
the differences θz − θz′ must be gapped (not fluctuating) as the
variables conjugated to φz − φz′ . This is possible when the term
2π (νzmz + νz′mz′)x in Eq. (22) is zero for mz = 1,mz′ = −1,
that is, νz = ν for each z. Otherwise, the cos term can be
neglected and the fluctuations of all θz (and thus φz) will feature
algebraic order, that is, N atomic superfluids.

In the limit Vd → 0 the RG flows can be found exactly. First
we remind that for hard-core bosons Kzz = 1 and Kzz′ = 0
for z 	= z′ at Vd = 0. Therefore, as it will be clear below,
in the limit of small interactions, only the lowest nontrivial
values of mz,mz′ (mz = ±1,mz′ = ±1) can become relevant
in the sum (22), provided νzmz + νz′mz′ = 0, ± 1. Hence, the
relevance of the backscattering for a particular pair z,z′ of
layers can be controlled by adjusting the bosonic populations
in individual tubes.

A. RG for the composite superfluid

Due to the spatially nonlocal nature of dipolar interac-
tions, the composite superfluid phase, Sec. III C, can form
between tubes with the same filling factors regardless of
their geometrical positions. For example, in a system of
N = 6 tubes where ν1 = ν2 = ν5 = ν (here we consider ν 	=
1/2), with all other values ν3 	= ν4 	= ν6 	= ν, the harmonics
V1;−1(1,2),V1;−1(1,5),V1;−1(2,5) can become relevant, while
all others remain irrelevant [simply because of the oscillating
phases 2π (νzmz + νz′mz′)x, with z,z′ = 3,4,6, in the corre-
sponding cos-harmonics in Eq. (22)].

The RG equations for the amplitudes of the corresponding
harmonics (z 	= z′) between the tubes with identical filling
factors are (see Appendix A)

dV1;−1(z,z′)
d ln l

= [2 − Kzz − Kz′z′ + 2Kzz′ ]V1;−1(z,z′), (23)

where Kzz′ are the matrix elements of the matrix K̂ in Eq. (12)
and the initial (bare) values of the amplitudes V1;−1(z,z′) are
determined by the dipolar interactions. In the limit of no
interactions, that is, V̄ → 0, the RG flow starts from the critical
point determined by the factor [2 − Kzz − Kz′z′ + 2Kzz′ ] → 0
(since Kzz′ → Kδzz′ , with K = 1) in Eq. (23). As explained
in Appendix A, Eq. (A3), this factor is ∝Vd and is positive for
the case of the attractive interlayer interaction (18). Thus, the
relevant amplitudes diverge as V1;−1(z,z′) ∼ lb with b ∼ Vd .
While formally this implies that CSF is induced by an
arbitrary small interlayer attraction Vd , a physical scale lCSF

on which such a composite phase can be observed is actually
exponentially divergent as lCSF ∼ exp(. . . 1/Vd ) → ∞, where
“. . .” means a coefficient ∼1 (see below).

Using the N = 6 example from above, the formation of the
CSF between the tubes z = 1,2,5 implies that the harmonics
V1;−1(1,2),V1;−1(1,5),V1;−1(2,5) exhibit the runaway flow to
∞ in Eq. (23), while all other combinations can be set
essentially to zero. In other words, two U(1) symmetries are
being restored so that the system is described by the algebraic
orders in ψ3,ψ4,ψ6 and in the CSF field �1,2,5 = ψ1ψ2ψ5.

In the case of translational invariance along the z axis, that
is, when νz = ν for all tubes, Eq. (23) can be explicitly written
in terms of the kernels of the Luttinger matrix and its inverse
as

dV1;−1(z)

d ln l
= 2[1 − K(0) + K(z)]V1;−1(z), (24)

where we have taken into account that the amplitudes
V1;−1(z,z′) as well as the matrix elements Kzz′ are functions
of the difference z − z′ rather than of z,z′ separately:
V1;−1(z,z′) ≡ V1;−1(z − z′), (K̂)zz′ ≡ K(z − z′), (K̂−1)zz′ ≡
K−1(z − z′), where

K(z) = 1

N

∑
qz

K̃(qz)e
iqzz, (25)

K−1(z) = 1

N

∑
qz

1

K̃(qz)
eiqzz, (26)

with the corresponding inverse transformations.
Ignoring the renormalization of the Luttinger matrix by the

BS, the value of K̃(qz) from Eq. (20) can be used in Eq. (24)
in the limit Vd → 0. Then, in the lowest order in Vd we find

dV1;−1(z)

d ln l
≈ π (V̄ (0) − V̄ (z))V1;−1(z), (27)

where V̄ (z) is given in Eq. (18) and K is set to its value,
K = 1, for noninteracting tubes. Thus, for V̄ (0) > 0 and
V̄ (z − z′) < 0, as it is in the case of the dipolar interaction
between molecules polarized along the z axis, Eq. (18), the
harmonics V1;−1(z − z′) cos(2θz − 2θz′ ) become relevant for
arbitrary small Vd . This implies that the superflow is only
possible in the channel of the center-of-mass motion of all
tubes because relative density fluctuations are gapped. It is
also interesting to note that, in the case of the purely repulsive
interaction (3) (that is, when the molecules are polarized
along the y axis), where V̄ (z) > 0 for |z| > 0, the composite
superfluid, CSF, is also possible as long as V̄ (0) > V̄ (z) > 0.
This binding caused by repulsion is a specific property of 1D
geometry.

The renormalization of the BS amplitudes, Eq. (24), should
be considered together with the renormalization of the matrix
K̂ in Eq. (12). As explained in Appendix A, these equations
are

d(K̂−1)zz′

d ln l
= −C[V1,−1(z,z′)]2(Kzz + Kz′z′ − 2Kzz′ ), (28)

for the off-diagonal terms, z 	= z′, and

d(K̂−1)zz
d ln l

= C
∑
z′

[V1,−1(z,z′)]2(Kzz + Kz′z′ − 2Kzz′ ), (29)

for the diagonal ones. Here the constant C > 0 depends on
the type of the short-distance cutoff (see in Ref. [19]). This
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constant can be absorbed into the definition of V1,−1(z) by
simple rescaling of the amplitudes. It is worth noting that only
the pairs (z,z′) such that νz = νz′ are involved in Eqs. (28)
and (29).

In the case of the translational invariance, that is, νz = ν,
these equations become

dK−1(z)

d ln l
= −2C[V1,−1(z)]2(K(0) − K(z)), (30)

where z 	= 0 and

dK−1(0)

d ln l
=

∑
z

2C[V1,−1(z)]2(K(0) − K(z)), (31)

and they should be considered self-consistently together with
Eqs. (24)–(26). An elementary inspection of Eqs. (24)–
(26), (30), and (31) shows that K̃(qz = 0) is not affected by the
RG because

∑
z

dK−1(z)
d ln l

= 0. This implies that the field �CSF =
ψ1ψ2 . . . ψN always remains condensed. Furthermore, as long
as the initial flow of V1;−1(z) [described by Eq. (27)] drives the
amplitudes away to ∞, the fixed point for the Luttinger matrix
is given by K(z) = K(0), that is, by K̃(qz 	= 0) = 0.

B. RG for supercounterfluids

If there is a pair of tubes z,z′ (z 	= z′) with fill-
ing factors νz 	= 1/2 and νz′ = 1 − νz, the BS har-
monic V1;1(z,z′) cos(2θz + 2θz′ ) can become relevant, while
V1;−1(z,z′) is irrelevant due to the mismatch of the filling
factors. As a consequence, the gapless superflow is possible
only in the counterflow channel. In other words, it is the
difference between the two phases which remains gapless.

The RG equations for the counterflow can be written for
each pair z,z′ of tubes with the complementary filling factors
by simply changing the sign in front of the Kzz′ term in
the corresponding equations, Eq. (23), derived above for the
complex superfluids (see details in Appendix A). Specifically,
we find

dV1;1(z,z′)
d ln l

= [2 − Kzz − Kz′z′ − 2Kzz′ ]V1;1(z,z′). (32)

Here, in full analogy with the composite superfluids, the V1;1

channel can become gapped in the limit Vd → 0.
For the case of more than two tubes in the counterflow

regime, the dipolar interaction can induce an additional gap
in the ∼V1;−1 channel in tubes with identical filling factors.
However, a simple count of the remaining gapless phases
shows that the gap in the V1;−1 channel does not change their
number. Indeed, let’s consider two sets of tubes, M1 > 1 and
M2 > 1, so that in the first one the filling factor in each tube
is ν 	= 1/2 and in the second one it is 1 − ν. Then, there will
be gaps in the channels V1;−1(z1,z

′
1) for each pair z1,z

′
1 from

the first set of M1 tubes and in V1;−1(z2,z
′
2) for each pair z2,z

′
2

from the other set. As a result, there are two total phases from
each group left gapless. Then, the channels V1;1(z1,z2) also
become gapped due to the counterflow BS. This leaves just
one phase gapless. The described situation has a very simple
interpretation: the gaps in tubes with equal filling factors imply
formation of a pair of composite superfluids—one per each
group of tubes and these composite superfluids further bind in
the counterflow regime, as discussed in the Sec. III D.

Similarly to the composite superfluids, Eq. (28), the
Luttinger matrix satisfies (see Appendix A)

d(K̂−1)zz′

d ln l
= C[V1;1(z,z′)]2(Kzz + Kz′z′ + 2Kzz′ ), (33)

where z 	= z′, and

d(K̂−1)zz
d ln l

= C
∑
z′ 	=z

{[V1;1(z,z′)]2(Kzz + Kz′z′ + 2Kzz′ )

+ [V1;−1(z,z′)]2(Kzz + Kz′z′ − 2Kzz′ )}. (34)

The first sum here is the contribution from the pairs of tubes
with complementary filling factors, and the second one is due
to the tubes with the same filling factors.

Finally, we write the above equations for the case of transla-
tional symmetry along the z axis. This can be realized when, for
example, tubes with even z coordinates (z = 0,2,4, . . .) have
filling factor ν and tubes with odd z(z = 1,3,5, . . .) have filling
factor 1 − ν (see Fig. 4). Then, similarly to the composite
superfluid case,

dV1;1(z)

d ln l
= 2[1 − K(0) − K(z)]V1;1(z), (35)

where the distance z = z − z′ = 1,3,5, . . . corresponds to
pairs of tubes with the complementary filling factors. For the
distances z = 2,4,6, . . . , that is, for layers with same filling
factors, Eq. (24) has to be used. Similarly the flow of the matrix
of stiffnesses at odd distances z is given by

dK−1(z)

d ln l
= 2C[V1;1(z)]2(K(0) + K(z)), (36)

while even, nonzero distances z are described by Eq. (30), and
the diagonal term has contribution from all the pairs of tubes,

dK−1(0)

d ln l
= 2C

∑
z=1,3,5,...

[V1;1(z)]2(K(0) + K(z))

+ 2C
∑

z=2,4,6,...

[V1;−1(z)]2(K(0) − K(z)). (37)

It is instructive to ignore Eqs. (36) and (37), and substitute
the initial value (20) into Eq. (35) in the limit Vd → 0. For
z 	= 0 this gives

dV1;1(z)

d ln l
≈ π (V̄ (0) + V̄ (z))V1;1(z), (38)

where we have only used the first-order term in Vd → 0 while
expanding (20). Thus, for the purely repulsive interaction,
Eq. (3), the harmonic V1;1(z) is relevant for arbitrary small
Vd in a direct analogy with the CSF case. Furthermore, it is
interesting to note that interlayer attraction V̄ (z) < 0, Eq. (18),
also induces the composite supercounterfluid as long as the
intralayer repulsion is strong enough, that is, V̄ (0) > |V̄ (z)|.

The analysis of the above equations shows that for even
number of layers, the fixed point corresponds to K(z) =
K(0) for z = 2,4,6, . . . and K(z) = −K(0) for z = 1,3,5, . . . .

Thus, while K̃(qz = 0) = 0, the harmonic at qz = π re-
mains condensed [because K̃(qz = π ) 	= 0]. This, as dis-
cussed earlier, corresponds to the supercounterfluidity in the
nearest neighbor layers, with the condensed field �SCF =
ψ1ψ

†
2ψ3ψ

†
4 . . ..
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C. RG for ν = 1/2 insulators

In the absence of intertube interactions, hard-core bosons
can form a checkerboard (CB) insulator at filling factor
ν = 1/2 only if the repulsive interaction is strong enough,
so that the Luttinger parameter K is reduced from K = 1 to
K = 1/2 (see Ref. [19]). This can also be seen from Eq. (32)
written for z = z′, that is, for the intratube harmonic cos(4θz +
4πνzx). In this case, Eq. (32) becomes dV1;1(0)/d ln l =
(2 − 4Kzz)V1;1(0). In the absence of intertube interaction the
Luttinger matrix becomes diagonal (K̂)zz′ = Kδzz′ , so that one
can write dV1;1(0)/d ln l = (2 − 4K)V1;1(0), implying that the
critical value K = Kc = 1/2.

The situation changes dramatically in the presence of inter-
tube interaction. At filling ν = 1/2 harmonics V1;1(z),V1;−1(z)
with z 	= 0 can become relevant for K = 1, as Eqs. (27)
and (38) indicate. This happens regardless of the sign of
the intertube interaction even in the limit Vd → 0 as long as
V̂ (0) > |V̂ (z)|. Accordingly, all pairs of phases θz ± θz′ , with
z 	= z′ become gapped, which implies that all the individual
phases θz are gapped.

It is possible to make a much stronger statement: For N > 2,
the ν = 1/2 insulating state occurs even in the absence of
intratube interaction, i.e., V̄ (0) = 0, and for purely attractive
intertube interaction V̄ (z) → 0. In order to see this, we analyze
the RG Eq. (24) which, as the initial flow (27) indicates, implies
relevance of all V1;−1(z) for z 	= 0. Accordingly, as Eqs. (30)
and (31) show, the matrix K̂ flows toward K̃(qz) = 0 (in the
limit ln l → ∞) for all qz except qz = 0. This means Eq. (35)
can be approximately rewritten as

dV1;1(z)

d ln l
≈

[
2 − 4

N
K̃(0)

]
V1;1(z), (39)

in the limit ln l → ∞. Keeping in mind that at small Vd → 0
the initial value K̃(0) ≈ 1, this equation shows that, even if
the renormalization of K̃(0) is ignored, V1;1(z) flows to ∞ as
∼l2−4/N as long as N > 2 [which means that the harmonic
qz = 0 is also gapped and K̃(0) must actually flow to 0]. As it
will be seen below, this conclusion is also consistent with the
simulations.

The N = 2 case is special because, in the one-loop approx-
imation, the RG equations for V1;−1 and K̃(π ) are independent
from the equations for V1;1 and K̃(0). Accordingly, the
equation for K̃(0) predicts that it must flow to a stable fixed
point K̃(0) > 1 as long as V̄ (0) < |V̄ (z)| and V̄ (z) < 0. This
issue will be discussed in greater detail elsewhere. Below
we will explicitly demonstrate numerically the thresholdless
nature of the composite superfluid in the simplest case N = 2.

V. QUANTUM MONTE CARLO AB-INITIO ALGORITHM
AND SOME RESULTS

The standard worm algorithm (WA) [31] is based on the
evaluation of one-particle correlators D1 in imaginary time
and the possibility of switching effectively to the functional
space of the partition function of the closed world lines of
particles. If M = 2,3, . . . , particles (or holes) form bound
complexes, the efficient simulations can be achieved only
through evaluation of the M-particle correlators. In this case
M = 2, such an algorithm has been developed in Ref. [5].

The situation becomes more complicated for M > 2, when
no effective switching to the partition function space can,
in general, be achieved. This problem has been resolved in
Ref. [30] in the case of no interlayer tunneling and in Ref. [22]
in a more general setting. Here the algorithm [30] (designed
to work in a discrete space time) is extended to the quantum
case, that is, to continuous time.

While avoiding technical details, here we give a general
overview of the quantities measured during the simulations.
The most general correlator which can effectively describe a
phase of M bound complexes is the M-particle correlator—a
function of 6M variables,

DM (r1, . . ,rM ; r ′
1, . . ,r

′
N ) = 〈A†(r1, . . ,rM )A(r ′

1, . . ,r
′
M )〉, (40)

where 〈. . .〉 stands for quantum-statistical averaging with the
weight exp(−βH ) determined by the Hamiltonian H (1)
and A(r1, . . ,rM ) = a(r1)a(r2) . . . a(rM ), with a(ri) being the
bosonic annihilation operator in the space-time point ri =
(xi,zi,τi), with i = 1,2, . . . ,M . The imaginary time depen-
dence is given by the interaction representation defined for
an operator f as f (τ ) = eτH0f (0)e−τH0 , where f (0) is the
operator in the Schrödinger representation and H0 is the part
of the Hamiltonian which is diagonal in the Fock basis, that is,
the interaction part of H .

Evaluation of DM is based on the random walks of the
2M open ends of the world lines, worms [31], controlled
by the famous Metropolis prescription. The identification of
the phases, then, stems from the statistics of the relative
distances between the worms, as described in Ref. [30]. For
example, in the CSF phase of complexes each composed of
M particles, all the correlators DM ′ (40) with M ′ < M exhibit
exponential decay with respect to all the pairs of space-time
distances ri − rj , r ′

i − r ′
j , and ri − r ′

j where i,j = 1,2, . . ,M ′.
This behavior is the key signature of insulators with no
off-diagonal long-range (or algebraic) order. A completely
different behavior is demonstrated by the correlator DM . On
the one hand, if all the ends from one set, e.g., r1,r2, . . . ,rM

are kept inside a small region, the ends from the other set will
automatically stay close together within some finite radius ξ0

determining a typical extension of the constituents forming
one complex, that is, 〈|r ′

i − r ′
j |〉 � ξ0. On the other hand,

the dependence of DM on the relative space-time distance
between the “centers of mass” |Rc.m. − R′

c.m.| (defined as
Rc.m. = [r1 + · · · + rM ]/M and R′

c.m. = [r ′
1 + · · · + r ′

M ]/M)
features the off-diagonal long-range (or algebraic) order. The
transition from CSF to the standard superfluid (where D1 is
long ranged) is marked by the divergence of ξ0.

Keeping in mind the specificity of the present system, we
evaluated the correlator DN and kept only one pair of the
variables ri,r

′
i , one from the first set and one from the other,

in each tube (there is no intertube tunneling so that each
worm stays in its tube). In order to realize the “confinement”
of the first set of variables r1, . . . rN , we have introduced
an artificial configuration weight W ∼ exp[−∑N

m,n(|xm −
xn|/ξx + |τm − τn|/ξτ )], where ξx , ξτ are microscopic pa-
rameters chosen so as to maximize the algorithm efficiency.
Accordingly, the expectation values 〈. . .〉 are evaluated with
respect to the weight W exp(−βH ).

As demonstrated in Refs. [22,30], the described approach
turned out to be very effective in identifying various phases
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as well as the universalities of the transitions. It can be easily
adjusted to various systems. For example, if considering the
bilayer system proposed in Ref. [20] the correlator Dp+q

should be used with p pairs of the ends kept in one tube
and q pairs—in the other.

Here we present results of ab initio quantum Monte Carlo
(QMC) simulations based on the path integral with H from
Eq. (1) and focusing on demonstrating explicitly the absence
of the threshold for the formation of the CSF state. Unless
otherwise noted the simulations were performed in the case
of nearest neighbor interlayer attraction, and in the absence
of intralayer interactions. Specifically, we considered the
case N = 2 and compared the result for the renormalized
Luttinger parameter determined numerically [through the
representations (6, 7, 10)] with the prediction of RG. We
have also performed simulations of the N = 3 case within
the approach described above and have demonstrated the
following: (1) the formation of the CSF phase; (2) the existence
of the insulating CB state of the chains at the filling ν = 1/2
and provided data consistent with the absence of the threshold
for its formation.

A. QMC study of the bilayer system, N = 2 case

Absence of the threshold for the phases discussed above
implies that, in order to realize them, there is no need to
pursue strong dipole-dipole interactions. Instead, the size of
the system should be made large enough (and temperature low
enough) so that the effects of small gaps are seen. Here we
will address the issue of no threshold in detail by ab initio
simulations of the bilayer system. The goal of this study is to
demonstrate this property explicitly.

We consider two identical layers located at z = 0,1 with
ν0 = ν1 = ν. We restrict the interparticle interactions to near-
est neighbor interlayer attraction, where only particles directly
on top of each other interact. The intralayer interactions are
set to zero. Then, the Luttinger matrix consists of just two
elements (K̂−1)00 = (K̂−1)11 and (K̂−1)01. Accordingly, the
Fourier representation along the z axis has just two harmonics
with qz = 0,π , so that Eq. (26) yields 1/K̃(0) = (K̂−1)00 +
(K̂−1)01 and 1/K̃(π ) = (K̂−1)00 − (K̂−1)01. As presented in
Eqs. (8)–(10)

K̃(π ) = π

2

√
〈(Wx(0) − Wx(1))2〉〈(Wτ (0) − Wτ (1))2〉, (41)

K̃(0) = π

2

√
〈(Wx(0) + Wx(1))2〉〈(Wτ (0) + Wτ (1))2〉, (42)

in terms of space-time windings Wx(0), Wx(1), Wτ (0), Wτ (1).
We have determined K̃(π ) by QMC for various interactions

and system sizes, where the RG scale l was identified with the
system size L, provided the inverse temperature β = 1/T ∝ L

in the atomic units. Practically, we have kept L ∝ β so that
〈(Wx(0) − Wx(1))2〉 = 〈(Wτ (0) − Wτ (1))2〉, in order to ensure
space-time symmetry, that is, that the system is in its ground
state.

Our purpose is comparing the numerical dependencies of
K̃(π ) vs L for various interaction strengths Vd with the RG
flows. The raw data for K̃(π ) are presented in Fig. 6. As it
turned out, within the statistical errors of the simulations, the
curves of K̃(π ) vs L for various 0 < Vd/J < 1 have been
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FIG. 6. (Color online) Numerical data for K̃(π ) as a function of
system size L for different values of the interlayer interaction Vd/J ,
and in the absence of intralayer repulsion.

found to belong to one master curve—the separatrix of the RG
equations [Eqs. (B2)–(B4)] (discussed in Appendix B), which
can be represented as

ln ξs − 1

ξs

= 2 ln

(
L

L0

)
, ξs = 1

K̃(π )
− 1, (43)

where L0(Vd/J ) is a rescaling parameter which can be
interpreted as the length ξ0—the size of a bound dimer.
This dependence has been found from rescaling ln L →
ln L − ln[L0(Vd )] for each value of the interaction. The result
of this procedure is presented in Fig. 7. As can be seen from
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FIG. 7. (Color online) The data from Fig. 6 is shown vs
ln(L/L0(Vd )) with L0(Vd ) chosen in such a way as to achieve the
collapse on a single curve. The size of the symbols is determined
by the statistical error bars. The solid line is the RG solution for
the separatrix with the critical value of the Luttinger parameter
being Kc = 1, Eq. (43). (Inset) Plot of the rescaling parameter
ln L0 vs Vd/J . Solid line is the fit by ln L0 = a/(Vd/J ) − b, with
a = 3.82,b = 6.96.
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the inset, L0 as a function of the intertube interaction diverges
as

L0 ∼ exp

(
aJ

|Vd |
)

, Vd → 0, (44)

where a is a constant(a = 3.82). Such a divergence proves that
the critical value for the formation of the dimer superfluid is
Vd = 0. Thus, the accurate matching of the numerical data by
the RG solution (43) over almost 50 orders of magnitude of the
(effective) distances as well as the dependence (44) indicate
that paired superfluid is formed for infinitesimally small
interlayer interaction strength. Such an approach—matching
the numerical solution with the RG flow for finding the critical
point of the Berezinskii-Kosterlitz-Thouless transition [35]—
has been pioneered in Ref. [36].

B. QMC results for N = 3 tubes

Below we present QMC results obtained by the multiworm
algorithm for the case of N = 3 tubes. As has already been
mentioned, achieving efficient numerical convergence by the
approach [5] in the cases N > 2 is not possible. Instead, the
simulations should focus on evaluating the N -body correlator
DN [Eq. (40)]. Then, the determination of the phases can be
based on observing spatial dependencies of the corresponding
correlators.

We introduce two quantities f1(x ′
1 − x ′

2) and f2(x1 − x ′
1)

which can be viewed as spatial projections of the full
correlator D3 where the pair x ′

1,x
′
2 in f1 belongs to the

“primed” coordinates in the definition (40), and x1,x
′
1 in

f2 are from the “unprimed” and the “primed” sets, respec-
tively. Specifically, f1(x ′

1,x
′
2) ∝ ∫

dτ ′
1dτ ′

2dr1dr2dr3dr ′
3D3W

and f2(x1,x
′
1) ∝ ∫

dτ1dτ ′
1dr2dr3dr ′

2dr ′
3D3W , with the artifi-

cial weight W discussed at the beginning of the Sec. V.
Given the definition, f1(x) must exhibit exponential decay

in the N = 3 CSF phase as well as in the insulating phases.
The function f2, while demonstrating the exponential decay
in the insulator, should show algebraic behavior in the CSF
phase. These features are clearly seen in Fig. 8 for N = 3
identical tubes for two filling factors and in the presence of
the dipolar interaction truncated to the third nearest neighbor
at Vd/J = 0.75. While the main plot clearly shows the CSF
(ν = 0.29), the inset represents the CB insulator (ν = 1/2).

The CB phase is characterized by finite amplitude of the
modulation of the density ρ(x) = ∑

z nz(x) at the wave vector
π . The RG analysis conducted in Sec. IV C indicates that such
modulation can occur even in the absence of the intralayer re-
pulsion due to arbitrary small interlayer attraction Vd . In other
words, the repulsive interaction causing the CB order is to be
induced dynamically even if it is not present microscopically.
This analysis, however, does not predict strength of such inter-
action. Using QMC simulations we studied the CB modulation
in a system where the interparticle interaction is restricted to
nearest neighbor interlayer attraction. We were able to resolve
the CB modulation only for Vd/J � 0.38. Furthermore, the
structure factor correlator S(x) = (−1)x〈ρ(x)ρ(0)〉 showed a
very weak dependence on the system size L for the whole range
of measurements 0.38 � Vd/J � 1. In these circumstances
conducting the comparison with the RG flow like it was done
for the case of the paired superfluid does not appear to be
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FIG. 8. (Color online) The CSF and CB phases in the N = 3
tubes. QMC data (points) for the correlators f1(x) and f2(x) and their
fits (lines) in the presence of dipolar interaction. The filling factors
are shown. (Main panel) While f1(x) exhibits the exponential decay
∼ exp(−0.169|x|), f2(x) shows algebraic order ∝|x|−1.39. (Inset) In
the CB phase both functions are exponentially decaying, f1(x) ∼
exp(−0.269|x|), f2(x) ∼ exp(−0.310|x|).

feasible. In other words, a weak dependence of the induced
repulsion on Vd does not allow approaching the critical region
at small Vd . Thus, the observed CB order corresponds to
the values of the renormalized Luttinger parameter which
are already so small that the structure factor ∼C2|x|−2K

becomes essentially independent of x, with the factor C2 being
a nonuniversal coefficient (cf. with the spin = 1/2-chain
magnetization modulation in Sec. 6 of Ref. [19]). However,
despite such limitations, there is a feature which is consistent
with the thresholdless nature of the CB. Figure 9 shows
onsite CB contrast measured for all the system sizes and the
interlayer strength studied. The data can be fit by the power-law
dependence on Vd , C2 ∝ V b

d , b ≈ 4.39, which is consistent
with no threshold in Vd .

VI. CONCLUSIONS AND OUTLOOK

Superfluids of hard-core bosons in the multitube geometry
turn out to be unstable toward forming composite superfluids,
supercounterfluids, and checkerboard insulators for arbitrary
small intertube interaction. This conclusion is supported by
the bosonization and numerics based on the newly developed
ab initio Monte Carlo alghorithm. The hard-core nature of the
lattice bosons is the underlying reason for this peculiarity.
Filling factors in each tube are the controlling parameters
allowing creation of various combinations of these phases. It
should also be noted that such flexibility is also due to the 1D
dimensionality of the system. As the model simulations [30]
have shown, in two-dimensional (2D) layered systems the
transition from N atomic to the composite superfluid is of
strongly first order for N � 3. We believe this feature should
persist in the ab initio simulations.
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FIG. 9. The CB contrast for N = 3 plotted for all sizes L =
100–600, in the absence of intralayer repulsion and all interlayer
interaction strengths Vd/J studied. Solid line is the fit for the
power-law dependence ∝V 4.39

d .

In the context of the emergence of parafermions [22] in
the multitube geometry with finite intertube tunneling, we find
important conducting ab initio simulations of such systems
in order to establish the requirements for their experimental
realization. In particular, such simulations are needed to infer
how the threshold for the transitions depends on the dipolar
strength and the tunneling amplitude.

Another interesting system proposed in Refs. [20,21] also
requires ab initio simulations for establishing practical ranges
of the interaction and lattice parameters. As the bosonization
argument indicates, forming a superfluid consisting of com-
plexes of p � 1 hard-core bosons from one tube with q > 1
such bosons from the other requires exceeding some finite
threshold in Vd . Indeed, the critical value of the Luttinger
parameter needed to make the BS harmonic Vp,−q (22) relevant
is Kc = 2/(p2 + q2), which is significantly smaller than K =
1 for the hard-core bosons even for the lowest nontrivial combi-
nation p = 1,q = 2. Increasing the intra-layer interaction re-
duces the K value, so that, potentially, it may be possible to re-
alize the phases [20,21]. This, however, needs to be checked by
the QMC.

We comment on possibilities of the experimental realization
of the phases discussed here. There are two crucial aspects
to consider: roles of temperature and of system size. The
results obtained above are valid for the corresponding ground
states. At finite temperature T in 1D a superfluid loses its
asymptotic algebraic order—it transforms into the exponential
decay at distances larger than LT ≈ 4π�KVs/(KBT ), where
KB is Boltzmann constant and K is Luttinger constant.
Conversely, in order to observe the algebraic order in a
system of size L, the temperature must be macroscopically
small, that is, T < TL ≈ 4π�KVs/(KBL). This requirement
is clearly much more stringent than the condition for observing
three-dimensional Bose Einstein condensation characterized
by a temperature TBEC independent of system size.

In the case of the composite phases, say, the composite
superfluid there are two energy scales: TCL ∝ 1/L for the
condensation of the composites and T� for their formation.
The second one is determined by the binding energy which,
at small Vd is the exponential function of Vd , so that T� ∼
J exp(− · · · J/Vd ) with the associated size of the bound state
L0 ∼ a exp(− · · · 1/Vd ) (44). It is important to note that,
while T� is exponentially supressed for Vd � J , it does not
depend on the system size, provided L > L0. It should also
be mentioned that TCL is suppressed in addition to that for
the individual superfluids by the effective mass enhancement
introducing at least the factor of 1/N , that is, TCL ∼ TL/N .

If the system size is large enough, that is, L > L0, then
T� > TL. Accordingly, lowering T below T� implies the
formation of CSF so that no algebraic order will be observed
for each individual atomic superfluid at distances x > L0. The
order in the CSF channel will, however, be observed also only
at short distances x <∼ 1/T N . The CSF fully develops only
when T < TCL.

Finally, we note that the most optimal condition in terms
of the temperature condition should be observed for the CB
insulating states. In this case, there is no continuous broken
symmetry so that there is just one energy scale T�. Then,
lowering T below T� will result in the formation of domains
with the CB order. Their size LD can be estimated from
the Landau argument [37] as LD ∼ a exp(T�/T ), where the
energy of the CB domain wall is taken as T�.
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APPENDIX A: RG EQUATIONS

Here we outline derivation of the RG equations for
general (weak) interactions. The procedure is a straightforward
extension of the standard one (see, e.g., Refs. [19,38]).

For small interactions, the only relevant harmonics in
the backscattering terms (22) can be those with the lowest
integers mz,mz′ , that is, mz = ±1, mz′ ± 1, with z 	= z′. The
standard renormalization procedure consists of integrating out
small oscillations of the Haldane phases θz [34] [from the
partition function Z = ∫

Dθ exp(−S)] within the spherical
shell of �q between some cutoff �/(1 + s) and �, and further
rescaling x → (1 + s)x and τ → (1 + s)τ , with s → 0. In the
lowest order (one-loop approximation), this procedure implies
independent renormalization of each harmonic. Specifically,
for the case of Vm,−m one finds

dVm;−m(z,z′)
ds

=
[

2 − 2m2

s
〈(θz − θz′ )2〉′

]
Vm;−m(z,z′), (A1)
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where 〈. . .〉′ implies Gaussian average with respect to the
action (21), with the integration performed over the shell of
the momenta defined above. In the D = 1 + 1 dimensions,
〈(θz − θz′ )2〉′ exhibits log divergence, that is, 〈(θz − θz′ )2〉′ ∼
ln(1 + s) ∼ s and it is independent of � → 0. Then, the RG
flow is controlled by ln � or, in a finite system of size L, by
ln L so that d . . . /ds = d . . . /d ln L.

The mean 〈. . .〉′ can be represented in terms of the elements
of the Luttinger matrix K̂ from Eq. (12) which is the inverse
of the matrix K̂−1 from the dual form (21). Thus, Eq. (A1)
becomes

dVm;−m(z,z′)
ds

= [2 − m2(Kzz + Kz′z′ − 2Kzz′ )]Vm;−m(z,z′),

(A2)

where Kzz′ are elements of the matrix K̂ . In the case of
translational invariance along the z axis this equation can be
explicitly written in the form (24).

If one ignores the renormalization of the Luttinger matrix,
the value of K̃(qz) from Eq. (20) can be used. For small Vd

one can expand Eq. (20) in powers of Vd and rewrite Eq. (A2)
as

dVm;−m(z)

ds
= (2 − m2{2K − πK2[V̄ (0) − V̄ (z)]})Vm;−m(z),

(A3)

where V̄ (z) is given in Eq. (18). In the limit Vd → 0 and for
|m| = 1, the critical value of K is Kc = 1. We also note that
higher harmonics Vm,−m(z),m > 1, are irrelevant because the
critical value for them in the limit Vd → 0 is Km = 1/m2 < 1.

The renormalization of the BS amplitudes, Eq. (A1), is
considered together with the renormalization of the inverse
of the matrix (K̂−1)zz′ entering the quadratic form (11). In
the one-loop approximation the main contribution is due
to the same BS harmonic, cos(2(θz ± θz′ )). It generates the
term ∼[ �∇(θz ± θz′ )]2 in the second order with respect to the
harmonics θ ′ belonging to the RG shell, where the signs
± are correlated. Thus, the contributions to the diagonal
elements (K̂−1)zz and to the off-diagonal ones (K̂−1)zz′ where
z 	= z′, should be considered independently. Following the
standard procedure (see in Refs. [19,38]), the contribution to
(K̂−1)zz′ from the BS amplitude V1;±1(z,z′), with z 	= z′, can
be represented as

d(K̂−1)zz′

ds
= ±CV 2

1;±1(z,z′)
〈(θz ± θz′ )2〉′

s
, (A4)

where the signs “±” are correlated; C is a nonuniversal
constant determining type of the short distance cutoff (see
in Ref. [19]).

The contributions to d(K̂−1)zz
ds

come from all pairs. Specifi-
cally,

d(K̂−1)zz
ds

= C
∑
z′ 	=z

[
V 2

1;−1(z,z′)
〈(θz − θz′)2〉′

s

+ V 2
1;1(z,z′)

〈(θz + θz′)2〉′
s

]
. (A5)

Equations (A4) and (A5), where 〈. . .〉′ implies averaging over
the Gaussian fluctuations within the momentum shell, lead to

Eqs. (28), (29), (33), and (34), where it is taken into account
that ±〈θzθz′ 〉′ ∼ ±sKzz′ .

APPENDIX B: RG SOLUTIONS FOR N = 2

At ν 	= 1/2 the only relevant harmonic is V1;−1(1). Thus
the RG flow affects K̃(π ) and V1;−1 only. The corresponding
RG equations follow from Eqs. (24), (30), and (31) as

du

d ln l
= 2(1 − g)u,

(B1)
dg−1

d ln l
= gu2,

where we used the notations u = √
2CV1;−1(1), g = K̃(π ).

These equations are the standard Kosterlitz-Thoulless [35] RG
equations (see in Refs. [19,39]).

The flow g(l) begins at small scales from the initial value
set by g(0) = K/

√
1 + πKṼ (π ), with Ṽ (π ) = V̄ (0) − V̄ (1).

Thus, g(0) < 1 is below the critical value K = 1 and the
system should become gapped.

The channel V1;1,K̃(0) is irrelevant as long as ν 	= 1/2.
At ν = 1/2, or in the case of the complementary filling
factors ν0 = ν and ν1 = 1 − ν, the channel [V1;1, K̃(0)] must
be considered as well. The corresponding RG equations follow
from Eqs. (35), (36), and (37) in the same form as Eq. (B1)
where now u = √

2CV1;1(1), g = K̃(0), with the initial value
set as g(0) = K/

√
1 + πKṼ (0), with Ṽ (0) = V̄ (0) + V̄ (1).

Thus, in the case N = 2, the channels V1;1 and V1;−1 are
decoupled from each other and are described by the same
set of equations.

A general solution of the system (B1) can be expressed in
terms of two constants of integration, η, l0 > 0, determined
by the initial values of u and g, which in their turn are set
by the microscopic model (1). If η is real, the solution has a
form,

u2 = 2[ξ 2 − η2], ξ = 1

g
− 1, Fη = 4 ln

(
l

l0

)
,

(B2)

Fη ≡ ln(ξ 2(l) − η2) + 1

|η| ln

(
ξ (l) − |η|
ξ (l) + |η|

)
,

where |ξ | > |η| and ξ > −1. If η = i|η|, the solution becomes

u2 = 2[ξ 2 + |η|2], ξ = 1

g
− 1, Fη = 4 ln

(
l

l0

)
,

(B3)

Fη ≡ ln(ξ 2(l) + |η|2) − 2

|η| tan−1

( |η|
ξ

)
,

where ξ > −1.
The constants η,l0 are determined by the dipolar interaction

Vd . If Vd = 0, that is, the hard-core bosons are noninteracting
(except for the hard-core constraint), the RG equations are
trivially satisfied by ξ = 0,u = 0, which implies that η =
0,l0 = ∞ for Vd = 0. The critical solution (ξ = 0,u = 0)
belongs to the separatrix, η → 0, ξ (l) = ξs(l), u(l) = us(l):

us =
√

2|ξs |, ln ξs − 1

ξs

= 2 ln

(
l

l0

)
. (B4)
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Algebraic order exists in the domain −1 < ξ (0) < 0, u(0) <

us , where ξ flows to the stable fixed point ξ (∞) = −|η| for
real η satisfying 0 < |η| < 1, and u(∞) = 0. All other initial
values correspond to the runaway flows ξ (∞) = ∞, u(∞) =
∞, that is, to the gapped state.

As explicitly shown in Eq. (20), small intertube attractive
interaction Vd lowers K̃(π ) below K = 1, that is, the initial
value of ξ is ξ (0) ∼ |Vd |. It is also clear that the initial BS
interaction V1;−1 must also be ∼ |Vd | in this limit. Thus, |η| ∼
|Vd |, as follows from Eqs. (B2) and (B3).

It is instructive to discuss the dependence l0 vs Vd . As
mentioned already, l0 = ∞ for Vd = 0 and it must become
finite as Vd 	= 0. Thus, l0 has a meaning of the correlation
length—the size of a dimer forming paired superfluid. The
type of dependence can be established from, e.g., Eq. (B3).

Starting from ξ (0) ∼ |Vd | at l ∼ 1, this equation becomes
−|Vd |−1 tan−1(κ) ≈ 4 ln(1/l0), where κ = |η|/ξ (0) is some
number of the order of unity. Thus,

l0 ∼ exp

(
κ ′

|Vd |
)

, (B5)

where κ ′ ∼ 1. As found in our simulations, Eq. (44), this
length, L0 = l0, determines the properties of the paired super-
fluid. The dependence (B5) should be, on one hand, contrasted
with the temperature divergence ∼ exp(. . . 1/

√
T − Tc) of the

correlation length in classical BKT transition on the approach
to the critical temperature Tc [35], and, on the other, it should
be compared with the divergence of the two-body bound state
size ∼ exp(. . . 1/Vb) in 2D as the attractive potential Vb → 0.
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