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#### Abstract

The heavy water moderated and cooled research reactor, MITR-I, has been replaced with a light water cooled, heavy water reflected reactor called the MITR-II. The MITR-II is designed to operate at 5 thermal megawatts. The MITR-I was shutdown in May, 1974, dismantling, construction, and preoperational testing continued until the MITR-II went critical on August 14, 1975. Cadmium absorbers were fixed in the upper core of the first fuel loadings to shorten the active core height and provide reactivity control. Solid non-fueled elements were also loaded for additional reactivity control.


Swelling of the original cadmium fixed absorbers necessitated a second core configuration. The second core contained additional solid non-fueled elements and no fixed absorbers.

The compact core of the MITR-II causes thermal neutron flux and power peaking to occur at the core outer boundaries and incore locations with excess moderator. The active core power density is in the range of 100 to 150 watts $/ \mathrm{cm}^{3}$ with peaks up to 300 watts $/ \mathrm{cm}^{3}$. The power, flow, and temperature distributions of the initial core loadings were determined analytically and experimentally in order to evaluate the safety limit factor and limiting operating conditions. Neutron flux, core temperature, coolant flow, and power distributions were measured by various experimental techniques.

The thermal-hydraulic parameters of the initial fuel loadings are evaluated and shown to satisfy the acceptance criteria for operation of the MITR-II.
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## CHAPTER 1

## INTRODUCTION

### 1.1 General

The Massachusetts Institute of Technology Research Reactor has been serving the academic, industrial and medical research needs of MIT and the surrounding community since the initial facility went critical on July $21,1958$. The original design of the Massachusetts Institute of Technology, hereafter called MITR-I, operated successfully from 1958 until May, 1974 when it was shutdown for modification. During the design of the MITR-I, it had been estimated that the life of the facility based on technical obsolescence would be approximately ten years and thus, features were incorporated into the original design that would permit eventual modification. When the competitiveness of the MITR-I relative to other research facilities decreased in the late sixties, the decision was made to begin the process of designing a new reactor, hereafter called the MITR-II.

The design objectives of the MITR-II were established by the late Dr . Theos $J$. Thompson and carried to their successful realization in the completed MITR-II by Dr. David D. Lanning. Numerous Department of Nuclear

Engineering students performed research necessary to the redesign effort and safety evaluation of the new facility. One of the areas of concern was an analysis of the power distribution and thermal-hydraulic limiting conditions for the MITR-II. The purpose of this work is to evaluate the power distribution limits of the initial MITR-II cores and to recommend procedures to be used for future core loadings.

This chapter provides a brief description of the MITR-I in order to understand the advantages of the modification. In addition, basic features of the MITR-II are described in order to give a familiarity with the new system which will be useful in understanding conditions which affect the power distribution.

### 1.2 MITR-I

The MITR-I was operated to steady-state powers up to 5 thermal megawatts. The reactor was moderated and forced connection cooled by heavy water and utilized MTR type fuel elements of highly e.riched uranium-235. The fuel elements consisted of curved plate-type uranium and aluminum alloy fuel which was clad with aluminum. Figure 1.2-1 shows a vertical cross section of the MITR-I. The reactor core was contained in an aluminum tank four feet in diameter and seven feet high which was surrounded by a graphite reflector region. The entire core tank region was shielded by thick high density concrete penetrated by experimental facilities.

FIG. I.2-I


VERTICAL SECTION OF THE MITR-I

Access to the reactor core was only possible through the plug above the core. The centerline of the beam ports was located on a horizontal plane about two inches below the centerline of the fuel.

### 1.2.1 Core Arrangement and Operation

The fuel elements were arranged in a widely spaced manner in concentric rings with fuel elements being located approximately six inches apart. The central fuel element was located in the radial center of the tank. Figure 1.2-2 shows a horizontal cross section through the reactor and the thirty numbered fuel element positions. In the place of several fuel elements in the outer ring, sample assemblies were located. The sample assemblies were used to tailor the flux to specific beam ports, reduce core reactivity, provide experimental facilities, and in some cases act as check valves to allow natural circulation cooling during absence of flow. In addition to the above, the core also contained six shim safety rods and one regulating control rod.

The operating limit of the MITR-I was the prevention of boiling in the reactor core. The refueling cycle was basicalIy an out-in loading. Fresh fuel would be loaded in the outer rings and moved closer to the core center as the uranium was burned up. Table l.2-1 snows tine limits on element loading per ring for elements containing 169 grams of $U^{235}$ when fresh.

## FIG. I. 2-2



HORIZONTAL SECTION OF THE MITR-I

TABLE 1.2-1

## MITR-I FUEL LOADING CRITERIA

## Limit

Position 1

Positions 2-7

Remaining Positions

Grams of $U^{235}$ in Element $x$ Number of Fueled Elements Incore $\leqslant 3270$

Grams of $\mathrm{U}^{235}$ in Element x Number of Fueled Elements Incore < 3700

No Limit

By meeting the criteria in Table 1.2-1, the power produced in a given element would be less than the power required to cause boiling in the core. An additional limit on each fuel cycle step was that the element burnup could not exceed 43 atom percent. The reactor was operated in a steady state mode for approximately 100 hours per week. The total power generated by the MITR-I during its operation slightly exceeded one quarter of a million megawatt-hours.

### 1.2.2 Facility Limitations

The MITR-I had operated successfully and safely for sixteen years but in technical terms it had become an old facility. Many major components were only available for limited surveillance inspection and the facility was less competitive tinan newer research reactors. Because of the desire for continued safe and competitive operation, it was decided that the time had come to either perform extensive
renovation or modify the reactor. The MITR-I was constructed at a time when reactor licensing requirements were less stringent than present and it may have been that the decision to renovate would not have been acceptable upon an up-to-date safety review. Coolant pipes entering and leaving the bottom of the core tank, an adverse coupling between reflector dump and fuel cooling, and lack of any seismic analysis are examples of licensing problems which might have arisen if the renovation of the MITR-I had been the chosen alternative.

The MITR-I was also limited in reactor fuel handling and core access. Refueling and core access was only available through a double plug arrangement above the core and thus, refueling was performed in the blind. Incore irradiation facilities were limited in size as to what could fit through a fuel element hole in the lower shield plug. The complexity of incore refueling and maintenance increased personnel radiation exposure and required a high inventory of radioactive hardware.

The neutron flux density and the neutron energy spectrum for the MITR-I were less desirable than competing facilities. The flux distribution for the MITR-I is described in the following section.

### 1.2.3 Thermal Neutron Flux Distribution

The thermal flux distribution across the MITR-I core is shown in Fig. 1.2-3. The peak thermal flux was approx-


F|G. $1.2-3 \quad \begin{aligned} & \text { mitr-i neutron flux at core axial cent } \\ & \text { the core and thermal colum at } 5.0 \mathrm{~mW}\end{aligned}$
imately $1.2 \times 10^{14} \mathrm{n} / \mathrm{cm}^{2}-$ SEC which occurred at the center of the core. The peak thermal flux that was usable by beam port experimenters at the core tank wall was approximately $2 \times 10^{13}$. Because the beam ports looked directly at the reactor fuel elements, the beam port neutron flux had a high first flight to thermal flux ratio which was not a satisfactory condition for some experimenters. Since the MITR-I was primarily used as a source of neutrons, its usefulness as a research tool was greatly dependent on the magnitude and quality of the neutron fluxes at its experimental facilities.

### 1.3 MITR-II

The MITR-II is located in the same shielding and containment structure as the MITR-I. Many of the supporting and process facilities are identical for the MITR-II when compared to the MITR-I. The MITR-II is a heavy-water reflected and light water cooled and moderated nuclear reactor which utilizes flat plate-type, finned aluminum clad fuel elements highly enriched in U-235. Like the MITR-I, the MITR-II was designed to operate in a steady state mode to powers of 5 thermal megawatts. Figure l.3-1 shows a cross sectional layout of the MITR-II. A new tank and pool system was installed to replace the old tank and the top plugs.

The core is located inside of two concentric tanks and a core housing. The outermost tank i.s a 4 ft . diameter

## FIG.I.3-I



VERTICAL SECTION OF THE MITR-II
$D_{2} O$ reflector tank and is used to maintain a $D_{2} O$ level for neutron reflection. The $\mathrm{D}_{2} \mathrm{O}$ system includes the capability of rapidly lowering the $\mathrm{D}_{2} \mathrm{O}$ level in the reflector tank for a rapid reduction of reactivity as an alternate shutdown means. Re-entrant thimbles are included in the reflector tank which act as extensions of the existing beam ports into the high flux region directly beneath the reactor core.

The core tank holds the primary system light water and the core housing assembly. The water surface level at the top of the core tank pool is maintained close to atmospheric pressure and thus, the entire system is operated at low pressures. Heat generated in the core is removed by forced convection. $\mathrm{H}_{2} \mathrm{O}$ coolant enters the reactor through the inlet plenum into the annular region between the core tank and the flow shroud. It then flows downward in this annulus until it reaches the bottom of the core housing where it is directed upward through the fuel elements into the water pool above the core. At a water level near the inlet pipe level, the water discharges out the exit plenum. Siphon breakers and natural convection valves which are maintained in the closed position by primary pump pressure, open automatically upon loss of flow to prevent siphoning of water out of the core tank in the unlikely event of a pipe break and to allow natural circulation cooling of the core.

The fuel is arranged in a compact core configuration in the core housing assembly which is at a higher elevation than the MITR-I core. The fuel elements are held in place by a rotating upper grid. The control blades come down around the outside of the core and are effective by cutting off thermal neutron transport between the reflector and the core. In the initial design of the MITR-II, the control blades were made with cadmium in an aluminum sandwich. There are six control blades and one regulating rod in the MITR-II.

The graphite reflector and radiation shielding for the MITR-II are very similar to the MITR-I configuration. The exceptions are a little additional graphite beneath the reflector tank and the modified upper shielding around the top of the core tank pool.

### 1.3.1 Core Arrangement and Operation

Fuel elements are arranged in a compact core arrangement as shown in Fig. 1.3-2. The core is a hexagonal cylinder about 15 inches across the flats formed by 27 rhombic fuel element positions. Fuel elements may be loaded into any of three concentric rings; $A, B$, and $C$. The positions are numbered around the ring in a clockwise fashion with the number one position in each ring being the first position which is clockwise of a line drawn between the core center and regulating rod. Figure 1.3-2 shows the number


CORE SECTION M.I.T.R. - II
designation for each fuel position. The inner ring (ring A) contains 3 element positions, the middle ring (ring B) contains 9 element positions and the outer ring (ring C) contains 15 element positions.

The upper portion of the core is poisoned by fixed absorbers which are attached to the absorber spider which is part of the core housing assembly. A vertical cross section through the core showing the fixed absorbers is shown in Fig. 1.3-3. The absorber spider separates the core into four regions as shown in Fig. 1.3-2. The fixed absorbers in the spider depress the power in the upper half of the core and make the active core to be about 12 inches or about one half the fueled length of an element. The fact that the compact core is undermoderated combined with the poisoned upper core results in peak thermal fluxes occurxing at the lower edges of the core.

A fueled element is shown in Fig. 1.3-4. The element is rhombic in shape and composed of fifteen flat fuel plates. Each plate contains a core of highly enriched uranium in the form of $U-A l_{x}$ cermet which is clad with aluminum. The fuel plate surfaces are finned in order to increase the effective heat transfer area. The increase was needed because the compact core generates the same total power as the MITR-I, but has a smaller fuel plate surface area in the active core and greater power spiking than the MITR-I. Each element has a uniform loading of approximately 445 grams of
FIG.I.3-3



U-235. All elements have a nozzle at each end and the elements are completely reversible in the core allowing either end to be down.

Irradiation facilities may be positioned incore by filling one or more fuel positions with the experimental facility. The incore facility must be designed to prevent unacceptable reactivity or power peaking conditions. An Incore Sample Assembly (ICSA) shown in Fig. 1.3-5 was designed to fill a central element position in the original core. This particular design proved to cause unacceptable power peaking.

The core was designed to burn the lower half of the elements. The upper half of the elements were intended to be protected from burnup by the fixed absorber and the control blades outside of the elements When the lower half has been used to an appropriate life, the element may be inverted, or flipped, and placed in the same or different ring. The already depleted uranium in the top half of the flipped element will also help to hold the flux into the lower portion of the core. Fuel elements may be flipped or exchanged in such a manner as desired to give the proper burnup, reactivity, and power peaking arrangement.

### 1.3.2 Advantages of the MITR-II

The MITR-II was constructed because of improvements in research capability, safety, and operations over the previous reactor. The MITR-II provides a higher source

$F \mid G \cdot 1 \cdot 3=5 \quad$ INCORE SAMPLE ASSEMBLY
intensity for neutron beam experiments and an increased ratio of thermal flux to first flight fast neutrons. This is possible because of reentrant thimbles which extend into the high flux region beneath the core and because the core was raised so that the beam ports no longer look directly at the fuel. The new reactor has a higher fast flux in the core for fast flux irradiations and an improved and more flexible neutron beam in the medical therapy room. The pool type design gives more flexibility in designing incore irradiation facilities.

The MITR-II is a safer facility because of the complete replacement of the core tank and core structures with new, corrosion free, unirradiated materials built to meet current code and quality assurance requirements. The shutdown and emergency cooling system is better for the MITR-II and the back up reactivity shutdown by dumping the $\mathrm{D}_{2} \mathrm{O}$ is separated from the core cooling system. The review and modification process has helped upgrade the entire facility.

Refueling and maintenance are simpler on the MITR-II than they were on the MITR-I because of the pool design. Direct view of core components make surveillance inspections easier. Lower radiation exposure of maintenance personnel is expected with the MITR-II.

### 1.3.3 New Core Limitations and Problems

Constructing a unique facility means that one is
starting at the beginning of the learning curve. The unique design has led to various shakedown difficulties and added expenses. Startup problems have proved to be both frustrating and educational.

The light water moderated MITR-II is more susceptible to power peaking difficulties than the MITR-I. Because the core is undermoderated, power peaks occur at the corereflector interface or anywhere an abundance of moderator is near the fuel, such as corner holes in the core housing assembly or the coolant channel in the original design of the ICSA. Power peaking must be carefully considered in the following:

1) High control blade positions
2) Refueling proposals
3) Irradiation facilities.

## CHAPTER 2

## OBJECTIVES

The primary objectives of this work are as follows:

1) To determine experimentally and analytically neutron flux, core power, temperature and coolant distributions of the MITR-II,
2) To relate the predicted distributions to the measured distributions,
3) To evaluate the limiting operating conditions for initial cores of the MITR-II,
4) To recommend the procedures to be used for the establishment of the limiting operating conditions after future refueling operations.

These objectives were accomplished as a part of the completion of the final design, construction, and startup of the MITR-II.

### 2.1 Core Distributions

As described in Chapter 1 , the MITR-II is a unique reactor. The power and flux distributions are far from typical "classical" distributions found in many reactors. Because of this uniqueness, it is especially important to accurately evaluate the core temperature, power and flow distributions. By determining core wide distributions, it is possible to be certain that the most conservative case is being analyzed in evaluating the operating and safety limits.

A best estimate of a distribution was determined by analytical calculations or by scale model testing. Then the following means were employed to empirically measure core-wide distributions in the completed MITR-II for comparison with the original best estimate:

1. Neutron flux and core power mapping
A. Gamma scanning of removable fuel plates
B. Flux wires
C. Self-powered incore detectors
2. Flow mapping
A. Establishment of relative fuel element flow rates by differential measurements using an above core flow meter assembly
B. Channel flow measurements of an individual element
3. Temperature mapping
A. Thermocouple instruniented fuel plates
B. Thermocouples on assembly outlets

The experimental and analytical results were compared to determine both the accuracy of the prediction method and areas where the prediction method could be improved. Chapters 4, 5, 6, 7, and 8 describe the calculated and measured core-wide distributions for the initial MITR-II cores. Chapter 10 is a summary of the distributions and gives a discussion of the agreement between predictions and measurements.

### 2.2 Safety Limits and Operating Conditions

The design of the MITR-II core has been made with emphasis on safe and useful operability. As part of the startup program for the MITR-II, the safety limits and limiting conditions for overation must be evaluated in
order to prove the validity of the design analysis. The values of several core factors with an estimate of their uncertainty must be determined in order to evaluate the safety limits and limiting condition for operation. The factors to be evaluated are defined as follows:
$\mathbf{F}_{f}$ is the fraction of primary flow cooling the fuel,
$d_{f}$ is the flow disparity, the ratio of the minimum expected flow in the hot channel to the average channel flow,
$F_{r}$ is the ratio of channel power to the average channel power,
$F_{a}$ is the peak power per unit volume in the plate relative to the average power per unit volume in that plate,
$Z$ is the ratio of the power released into the channel between the inlet and the hot spot to the total power released into that channel.

Chapter 7 contains the safety limit evaluation of the initial cores of the MITR-II.

### 2.3 Future Procedures for Determining Operating Conditions

It would be an unacceptable burden to perform a large scale experimental program with each reactor refueling. Consequently, a procedure for evaluating the safety limits of future MITR-II cores must be developed. Section 7.5 lists a proposed procedure for future evaluations and Chapter 10 also gives a summary of the results.

## CHAPTER 3

## CONVERSION FROM MITR-I to MITR-II

### 3.1 Conversion Schedule

When the idea to replace the MITR-I with the MITR-II was first conceived it was estimated that it would take six weeks to complete the project. The first actual construction schedule indicated that the conversion would take three and one half months. In the end, it took fourteen months to obtain a critical reactor after shutting down the MITR-I. A chronological listing of highlights during the conversion is shown in Table 3.1-1. The variance between original estimates and actual required time was caused by an underestimation of the conversion difficulty and by several conversion problems.

### 3.2 Major Conversion Problems

An overiding concern in all projects is lack of money and difficulty in completing the project within the originally scheduled time. The conversion to the MITR-II was no exception to this rule. The actual problems seemed magnified at the time because of financial limitations and not necessarily because of difficulty of the technical solutions. In all cases, a conservative solution was applied to the problem, once the problem was recognized.

TABLE 3.1-1

## MITR-II CONVERSION SCHEDULE

February, 1973
April, 1973
May, 1973

July, 1973
September, 1973
November, 1973
December, 1973
January, 1974

April, 1974
May, 1974

June, 1974

July, 1974
September, 1974
November, 1974
December, 1974

January, 1975

March, 1975
April, 1975
June, 1975
July, 1975
August, 1975

Final decision to proceed with MITR-II Construction permit issued
Contracts signed for tanks and core housing
Contracts signed for shielding
Contracts signed for control mechanisms
Completed initial lattice modification
Modified medical $\mathrm{H}_{2} \mathrm{O}$ shutter system
Problems found in first core housing casting and delay in core tank delivery
Shielding and control rods shipped to M.I.T.
Core tank shipped to M.I.T.
Shutdown MITR-I
Reflector tank shipped to M.I.T.
Dismantled MITR-I
Completed dismantling MITR-I
Documentation review of MITR-II tanks
Contracts signed to build weldment core housing
Reflector Tank installed
Assembled core tank components except for core housing
Installed core tank
Completed primary piping
Perform system hydro tests
Installed shielding
Core housing and control blades installed
Pre-operational tests completed
Initial criticality achieved

However, conservative solutions are not necessarily the fastest or least expensive, which added to the financial burden.

Delays and problems during construction do not reflect upon the safety of the MITR-II. The MITR-II conforms to the requirements of its Technical Specifications and Safety Analysis Report. The reason for listing conversion problems here is to provide a reference for some of the occurrences during construction.

### 3.2.1 Lack of Quality Assurance Group

The MITR-II was constructed by the same group of people that had operated the MITR-I successfully for many years. This group was familiar with the facility as it had previously existed and with the necessary radiation procedures. Lack of skills and experience in construction was expected to be secondary to the necessity to be familiar with the reactor physical plant. Time would have been required to train construction workers and still in the end both construction workers and operating personnel would be on the payroll. The exception to the above is the case of an independent quality assurance group. The purpose of quality assurance is to provide adequate documentation that a system, structure or component will perform satisfactorily in service and in conformance with Safety Analysis Report and Technical Specifications requirements.

The Nuclear Regulatory Commission is responsible for enforcing Title 10 , Chapter 1, Code of Federal Regulations. Part 50, Appendix $B$ of the above regulations explains the quality assurance criteria for nuclear power plants and fuel reprocessing plants. Construction of the MITR-II was required to meet the intent of this section. During final operation of the MITR-I, a quality assurance program was developed which was expected to carry over to the construction phase of the MITR-II. The group was too small to assign separate individuals who would be solely devoted to quality assurance requirements. Given the limited resources of the operating group and the numerous demands on time, quality assurance documentation was not given high priority. The problem was compounded by the initial infrequency of Nuclear Regulatory Commission (NRC) inspections with respect to the construction schedule, which allowed much to occur without an explanation of what was truly desired by the NRC.

Much concern and action had gone into assuring the safety of the MITR-II, but some documentation was poorly organized or incomplete when compared to power plant standards. As a result, the MITR-II staff was criticized on the implementation of their quality assurance plan. To improve this situation, the Stone and Webster Engineering Corporation (S\&W) was retained as an outside consultant. Stone and Webster is a large engineering firm with con-
siderable experience in constructing nuclear power plants and satisfying NRC requirements. S\&W provided the necessary experience in quality assurance matters and provided an independent quality assurance consultant for the completion of the construction phase of the MITR-II.

At no time was the MITR-II staff intending not to live up to its quality assurance commitments, but an initial desire to save resources by not having an independent fulltime quality assurance group resulted in construction schedule slippage and considerable expense in the end. Given present NRC regulations, future conversion projects should consider an independent, full-time experienced quality assurance group as necessary as any items of hardware.
3.2.2 Lack of Knowledge Concerning MITR-I Field Dimensions

The MITR-I was constructed in the 1950's and at that time there were few formal requirements for quality assurance and record keeping. Timely installation of several MITR-II components was dependent upon field dimensions agreeing with recorded print dimensions. Tight assembly tolerances allowed little room for error.

In several cases, the field dimension differed enough from the expected dimension to create installation problems, i.e., the components would not fit without being reworked. Operation of the MITR-I had precluded verifying these field dimensions prior to component fabrication.

Installation of the $D_{2} O$ reflector tank and the primary system aluminum transition pipes was delayed several months by difficulties caused by inaccurate field dimensions. These components had to be trial fitted several times prior to final installation. Several other components would not fit the first time, but they resulted in much shorter delays.

The source of the problem was in expecting the field dimensions to be correct in the first place. A program of trial fitting was planned but this was more to verify the expected dimensions rather than determine the actual dimensions. Initial construction should have been planned to work around critical dimensions until they were determined. It is questionable whether such a program would have saved much time but it would have saved some expense. Future conversions of existing facilities should in so far as possible avoid reliance on existing field dimensions until they can be verified.
3.2 .3

## Difficulty with Aluminum Fabrication

Fabricating numerous components out of aluminum proved to be more difficult than expected. Problems were encountered in aluminum casting, corrosion prevention, weld radiography, welder certification, and dimensional stability. The MITR-II primary and $\mathrm{D}_{2} \mathrm{O}$ systems are expected to be high integrity systems and as such, defects were not accepted during construction. Tight dimensional tolerances were required to allow the compact reactor core to operate as designed.

Aluminum fabrication to tight tolerances and low defects proved to be time consuming.

The MITR-II core housing assembly was first made from a 356-T6 aluminum casting. This alloy was first chosen because of its corrosion resistance and low neutron absorption. Problems arose because the casting process entrains a certain amount of impurities and porosity into the cast metal. Machining the casting to final dimensions revealed these deficiencies. The first casting obtained was rejected because of excessive porosity. Several other castings were made by a different manufacturer until one was obtained, which according to radiographs, was acceptable. Upon machining, this casting also revealed defects which required repair. During a weld repair of one of these defects, the casting cracked at a point where considerable weld material had been machined away. As a result of difficulty with obtaining a large acceptable casing the final core housing was fabricated using 606l-T6 aluminum plate.

Considerable effort was required to prevent unacceptable levels of corrosion in the aluminum components. Protection against contamination by halogens and various heavy metals was necessary. Water in the system required constant cleanup and Ph control to prevent corrosion. This requirement complicated the need to have various systems partially filled with water for radiation shielding.

Butt welds which could not be inspected inservice or during system hydrostatic tests were required to successfully pass weld radiography. In the Boston area there was little experience with preparing and testing radiograph acceptable aluminum joints. As a result, weld radiographs were compared with the requirements of other common metals that are used to fabricate pressure vessels. Considerable time and expense was required to learn how to make aluminum joints that could pass a stringent radiograph criteria.

In the same manner that it was difficult to obtain the expertise to make radiograph acceptable weld joints, it was difficult to have welders obtain certification on aluminum joints. Since welding was performed in the field and not on a production line, the welders had to be certified for all positions, a range of material thicknesses, and several aluminum alloys. Several procedure steps, which would be standard in production welding and would make certification easier, had to be omitted because of restrictions in field welding.

Welding on aluminum components results in some initial distortion during welding and additional distortion with time as the welding stresses relieve. Considerable attention to this problem was required during fabrication to assure that the final product would meet tight dimensional tolerances. Machining after welding was often required to make up for distortion during welding. Credit for
structural strength anywhere in a component could only be taken for aluminum in the welded condition because of large decreases in strength of aluminum from welding and the large heat affected weld zone in the component.

Considerable time was spent learning to deal with aluminum because of its desirable properties in a neutron efficient research reactor. Other metals would have been more forgiving could they have been employed.

### 3.2.4 One of a Kind Fabrication

The MITR-II is an original fabrication which was built to replace another original fabrication, the MITR-I. Progress was hindered by being at the beginning of the learning curve. The cost and time for mistakes, procedure generation, and experience gathering could not be amortized over several units. Many of the major problems which occurred were merely the first trial in an attempt to build a satisfactory end product. Choices of fabrication techniques, material, and assembly procedures would certainly be much easier on a second conversion project.

Several construction problems could have been avoided if the manufacturer were made more familiar with the design intent and assembly requirements of the components being fabricated. In future conversion projects, more emphasis should be placed on familiarizing the fabricator with the total project. As a minimum requirement, the fabricator should draft his own shop drawings.

### 3.2.5 Preventing Loss of Neutron Economy

Being a research reactor, optimal neutron economy is extremely important to the MITR-II. Thought was given to the choice of materials used in the reactor to limit neutron parasitic capture, as well as, to the design and assembly of reactor components. Boron or cadmium contamination was prevented by assuring minimum concentrations in source materials and thorough cleaning prior to installation. Attention to neutron economy led to the use of a casting material for the first core housing and it was only with reluctance that a higher absorption material was finally used. Field dimension errors led to some misalignment between the re-entrant thimbles to the reflector tank and the reactor beam ports which took time to determine and to achieve the optimal alignment.

Neutron economy was important to the eventual utilization of the facility and time spent on its optimization was time well spent. The problem was that some compromises required to obtain a safe functioning reactor seemed to have an adverse effect on neutron economy.

### 3.3 Fuel Loading

Fuel loading into the core of the MITR-II reactor began on July 30 , 1975. A plutonium-beryllium neutron source was positioned in the center of the core and fuel elements were loaded one at a time, symmetrically around
the source. All nuclear instrumentation was around the core in the graphite reflector region. Neutron count rates were measured with all control blades inserted and all blades withdrawn prior to loading each fuel element. The neutron count rates were used to determine the amount of subcritical multiplication and thus, predict when the reactor would become critical.

Subcritical multiplication is defined as the ratio of the total neutron flux, due to both the source and fission neutrons, to the flux due to the source only (Ref. 3.3-1). The steady state multiplication of neutrons in the core can be represented by:

$$
\begin{equation*}
\frac{\text { Measured Count Rate }}{\text { Source Count Rate }} \approx \frac{1}{1-K_{\text {eff }}} \tag{3.3-1}
\end{equation*}
$$

where Source Count Rate is the count rate obtained from the source alone and the Measured Count Rate is the measurement of the count rate with fuel in the core. The count rates were measured by four channels of nuclear instrumentation surrounding the core. For Eq. $3.3-1$ to be true, $K_{\text {eff }}$ must be less than one, i.e., the reactor is subcritical. As additional fuel is loaded and the reactor approaches critical, $\mathrm{K}_{\mathrm{eff}}$ tends to unity, and the multiplication becomes infinite. In order to determine the actual critical loading, the reciprocal of the count rate is plotted against the number of fuel elements loaded (all fuel elements have approximately the same uranium loading). The plot is extrapolated
to the zero value of the reciprocal multiplication, i.e., infinite multiplication, to give the critical loading of the core. Count rates were obtained with control blades fully inserted and with blades fully withdrawn in order to determine the critical loading with blades full in and blades full out.

Fuel loading was carried out with the reactor coolant systems shutdown and bypassed. Prior to each day of fuel loading, coolant was circulated to sweep out any bubble buildup in the core from oxidation of newly inserted aluminum clad fuel elements. Each position contained a water filled dummy element which would be replaced by an enriched uranium loaded element. One central element position was occupied by the neutron source.

### 3.3.1 Core I Initial Criticality

On August 14 , 1975, the MITR-II reactor went critical for the first time. The plot of reciprocal multiplication versus fuel loading For the first critical loading is shown in Fig. 3.3-1. The reactor went critical with twenty fuel elements loaded which was considerably less than the twenty-seven positions available for fuel. The shim bank worth was smaller than expected and was only worth approximately $8.5 \% \Delta K / K$. The reactor had gone critical with less fuel than expected and consequently had six water filled fuel positions and one position containing the source upon initial criticality. Figure 3.3-2 shows the core

configuration for initial criticality.
Because of the small control bank worth, only one additional element could be added to the core without exceeding the shutdown margin required by the Technical Specifications (the reactor must be subcritical by at least $1 \% \Delta K / K$ with the most reactive shim blade and the regulating rod fully withdrawn). A twenty-one element core (with 445 grams of $U^{235}$ loading per element) would be unacceptable for long-term operation, because the reactor would not have sufficient excess reactivity for overcoming xenon and fission product poisoning, the empty fuel positions would allow too much bypass flow, and the power peaking would be unacceptable. The problem was caused by the large amount of water in the core in the empty fuel positions. The control blades are effective because they block thermal neutrons in the reflector from re-entering the core. The core should operate somewhat undermoderated and thus, depends on the reflector as a source of thermalized neutrons. Having excess light water in the core results in sources of thermalized neutrons in the core that decrease the worth of reflector neutrons. For the condition of the near fully loaded core, water in the core is worth more for its moderating value than its negative absorber effect.

In order to load more fuel into the reactor core two measures were considered. First, the height of the fixed cadmium absorber in the central spider could be lowered and

CORE CONFIGURATION FOR INITIAL CRITICALITY OF CORE I

-445 gram U ${ }^{235}$
fuel element

- water filled dummy element
$\square$ - incore sample assembly
second, several fuel element positions could be filled with solid aluminum dummies to displace water in the core. Several computer calculations were made using a CITATION code threedimensional model (CITATION model and results are discussed in Section 5.2.3). These calculations showed that power peaking was less adversely affected by lowering the fixed absorber than it was by increasing the number of solid dummies. As a result, the fixed absorber was lowered four inches and three solid dummies (see Fig. 3.3-3A for detail of solid dummy loaded in Core $I$ and Fig. 3.3-3B for detail of additional solid dummies loaded into Core II) were loaded into the core for a seond criticality loading.


### 3.3.2 Core I Second Criticality

The plot of reciprocal multiplication versus fuel loading for the second loadirg is shown in Fig. 3.3-4. The reactor went critical with a loading of twenty-two active fuel elements, three solid dummy elements, and one sample assembly containing a neutron source.

The shim bank worth increased to apuroximately $14 \% \Delta K / K$. Figure 3.3-5 shows the core configuration for the second criticality.

Two additional active elements were loaded and one solid dummy was unloaded. The core loading at the beginning of power distribution measuring consisted of twentyfour active elements, two solid dummies, and one incore sample assembly. The neutron source was moved from an incore position to a position in the graphite reflector. Chapter



FIG. 3.3-4

FIG. 3.3-5

CORE CONFIGURATION FOR SECOND CRITICALITY OF CORE I
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- water filled dummy element
- incore sample assembly
- solid dummy element, type A

5 contains the power distribution measurements for Core I.

### 3.4 Fuel Loading for Core II

On February 9, 1976, during an attempt to remove a fuel element from the reactor core it was discovered that numerous fuel elements were not movable. Approximately two-thirds of the reactor fuel elements were stuck in the core because the cadmium fixed absorber sandwiches were swollen beyond acceptable tolerances for the compact core arrangement. The absorber sandwich expansion was not unexpected because of a control blade sandwich swelling which occurred several weeks earlier. The mechanism that has been hypothesized to have caused the swelling was based on leakage of the cadmium sandwiches. The fired absorber sandwiches were composed of a cadmium sheet ( 0.040 inches) sandwiched between two aluminum plates that are seal welded around the outside edge in order to seal the cadmium inside. Figure 3.4-1 shows an idealized version of the cadmium swelling mechanism. Water leaked into the sandwich through small cracks in the seal weld. The water corroded the cadmium which yielded a supply of corrosion products inside the sandwich. Hydrogen from the corrosion process, and/or radiolytically decomposed water built up a slight gas pressure inside the sandwich. As the gas attempted to escape from the sandwich via the weld leaks, corrosion products were carried into the cracks and plugged the original water leaks, As the gas pressures

continued to build up, the cadmium sandwich swelled. The flat plate structure of the sandwiches meant that only low pressures ( $\sim 1$ to 3 psig) were necessary to cause unacceptable amounts of swelling in the fixed absorbers.

As a result of the fixed absorber swelling, it was necessary to remove the fixed absorbers in order to prevent damage to the fuel elements. The reactor fuel was successfully unloaded and then the swollen fixed absorbers were removed. In order to continue service to the experimenters during the time it took to develop an alternative fixed absorber, calculations were performed to evaluate operating the reactor without any fixed absorber.

### 3.4.1 Core Loading Arrangement

In order to counter balance the positive reactivity effect of removal of the fixed cadmium absorbers, Core II was designed to contain fewer fuel elements and more solid dummies. The initial core arrangement was expected to contain 6 solid dummy elements and 21 fully loaded elements. CITATION calculations were made to determine the desired core reactivity level and perform preliminary power peaking analysis. Figure 3.4-2 shows the core loading arrangement that was initially predicted to be the eventual Core II loading. The MITR Safeguard Committee reviewed the planned operation without fixed absorbers and permitted initial fuel loading.
FIG. 3.4-2

PROSPOSED SIX DUMMY CORE WITHOUT FIXED ABSORBERS
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- solid dummy element - type B


### 3.4.2 Criticality

On March 9, 1976, the reactor went critical with 20
fuel elements loaded. Figure 3.4-3 shows the initial critical loading with no fixed absorbers in the core. Figure 3.4-4 shows the $1 / \mathrm{M}$ plot for the approach to critical for core II.

The reactivity worth of removal of solid durmies from B -ring positions $\mathrm{B}-2, \mathrm{~B}-5$, and $\mathrm{B}-8$ was estimated to be close to $1.8 \% \Delta \mathrm{~K} / \mathrm{K}$. In order to decrease the worth of solid dummies in the B-ring and in order to minimize the power peaking effect of the water gap caused by removal of the fixed absorbers, the $B$-ring solid dumnies were loaded into positions $\mathrm{B}-3, \mathrm{~B}-6$, and $\mathrm{B}-9$. By placing solid dummies in these B-ring positions and because of the "notch-up" plate arrangement, no single plate would be directly against the water gap caused by removal of the fixed absorbers. Figure 3.4-5 shows the plate and dummy arrangement for one section.

In order to lower the shim bank height to prevent unacceptable peaking effects in the upper portion of the core, a fuel element was loaded in position A-1 replacing a solid aluminum dummy. The final Core II loading arrangement is shown in Fig. 6.1-1. Chapter 6 contains the power distribution measurements for Core II.
FIG. 3.4-3
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## FIG. 3.4-5

NOTCH-UP FUEL PLATE ORIENTATION IN OUTER GROUP OF CORE II

solid dummy element

## CHAPTER 4

## PRIMARY COOLANT FLOW DISTRIBUTIONS

Coolant flow distributions in the MITR-II are discussed in this chapter. Section 4.1 describes the flow tests that were performed to evaluate the design of the MITR-II core tank. Section 4.2 describes flow tests on MITR-II fuel elements. The fuel position relative flow measurements for Core I are described in Section 4.3 and the bypass flow measurements for core $I$ are described in Section 4.4. Flow distribution results for core $I$ are summarized in Section 4.5. Section 4.6 describes the flow distribution measurements and results for Core II.

### 4.1 Design Flow Tests

Flow tests were performed as an aid in determining and evaluating the flow characteristics of the initial and final designs of the MITR-II. The flow tests used to determine the core tank bottom shape are described in this section.

### 4.1.1 History

In the fall of 1969 an experimental test stand was operated at the M.I.T. Reactor site to study hydraulic and vibration characteristics of the core and tank assembly
of the proposed reactor modification. The test stand design was based on the initial core design and was a full scale model capable of operating under full coolant flow conditions. Initially, the program was intended to determine flow resistances and distributions throughout the inlet plenum and fuel matrix. In later tests, a fully operating control blade assembly was added to measure vibrations and drop times under full coolant flow perturbations.

The test stand was operated from the reactor secondary coolant pumps, so that runs had to be scheduled during reactor shut-down periods. Because of this limitation, a quarter size model was simultaneously tested in the laboratory and these results were then used to prepare and to supplement full scale tests. A sketch of the full size test stand is shown in Fig. 4.1-1.

During February, 1970 , a full scale assembly of the initially proposed finned plate fuel element was tested under simulated operating conditions. The total pressure drop across the assembly and the individual fuel channel pressure drops were measured at various flow rates up to $120 \%$ of 5 MW operating flow. The results of these tests are summarized in Section 4.2 .1 and a sketch of the test system is shown in Fig. 4.1-2.

In the summer of 1970 , it was discovered that for criticality reasons the proposed core diameter had to be


FIG. 4.I-2

FUEL ELEMENT DESIGN FLOW TEST LOOP

increased. At the same time design studies were made to reduce the inlet plenum volume to a minimum. These design Changes negated all data collected prior to that point. It was decided to modify the existing test stand to reflect the design changes at a reduced scale rather than completely rebuild the facility to the new full size. The resulting model was about $80 \%$ of the expected final size. The size difference was considered trivial when scaling factors were used. This assumption was confirmed by good correlation between the quarter size test stand results and the larger unit results. The final design of the inlet plenum was based on this second series of tests.

### 4.1.2 Test Program and Limitations

The mock-up test program led to the gradual development of the lower core tank shape, arrangement of the flow deflectors, and lower plenum gap (distance between core tank and bottom of lower grid), which resulted in the optimal fuel element flow distribution. Initial testing was performed on the quarter size model, in order to minimize the number of variations on the $80 \%$ full size test stand.

The larger hydraulic test loop consisted of two reactor secondary system pumps in series with two secondary system booster pumps, the test stand, and the cooling tower basin. The system is shown in Fig. 4.1-1. The hydraulic measurements were made by calibrated bourdon gages at the test stand inlet and matched impact pitot
tubes in selected fuel element positions. Total flow was measured by a calibrated orifice in the main secondary coolant pipe. Fuel elements were simulated by using orificed tubes in the test stand.

The major differences between the test stand mock-up and the actual core are:
A) Test stand was $80 \%$ of full size which results in dependence on accurate scaling factors,
B) Fuel elements are simulated by orificed tubes,
C) The static head of water over the core was four feet instead of the actual eleven feet,
D) The inlet flow to the shroud in test stand was at two locations 180 degrees apart rather than at one location.

### 4.1.3 Test Summary

The flow distribution for the test which most closely resembles the actual core is shown in Fig. 4.1-3. The flow deflectors and plenum shape are the same for the test case and actual case. The plenum gap for the test case was $9 / 64$ of an inch and for the actual cose the plenum gap is $10 / 64$ of an inch.

The minimum flow to an element position is $7 \%$ less than the average element position flow. Consequently, in the MITR-II Safety Analysis Report, the factors for increases in the enthalpy and film temperature differences were taken to be 1.08 and 1.06 , respectively.

FIG. 4.I-3
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plenum flow disparity $=d_{f}=\frac{\text { fuel position flowrate }}{\text { average fuel position }} \underset{\text { flowrate }}{ }$

### 4.2 Fuel Element Flov Tests

Fuel element flow tests were performed to evaluate the mechanical stability and coolant channel flow disparity of MITR-II fuel elements.

### 4.2.1 Summary of Design Fuel Element Flow Tests

In 1970, a full scale assembly of the initial design of the finned plate fuel element was tested under simulated operating conditions. The test loop setup is shown in Fig. 4.l-2. The final design of the fuel element was different from the design tested so the specific results of the test are not applicable. The following general results were found:
A) The pressure drop across the new fuel element design can be calculated accurately using the standard Darcy formula,
B) The individual channel flows for all interior channels were within 3.5 percent of each other,
C) The simulated outer channel between two fuel elements had a much higher flow rate than interior channels,
D) The simulated outer channel between a fuel element and core housing wall had a $30 \%$ lower flow than an average interior channel, but this channel is required to remove heat from one side of a fuel plate where all the other channels cool two sides.

### 4.2.2 Dummy Element Flow Test

In 1974, a non-fueled element, constructed in an identical manner and by the same vendor as all of the fuel elements for the first core of the MITR-II, was flow tested.

The primary concern of this test was to check the dimensional stability of the fuel element under varying flow conditions. In addition, the test was used to determine variations in flow velocities between channels of the element and to measure the pressure drop across the element.

The fuel element test loop is shown in Fig. 4.2-1. The element tested was "Non-Fueled 001 " which was constructed by Gulf United Nuclear Fuels (GUNF) in New Haven, Connecticut. Bourdon tube pressure gages were used to measure the pressure drop across the fuel element. Three pitot tubes were used to scan the discharge of the element across the left, center, and right of the end discharge as shown in Fig. 4.2-2. Impact pressures on the pitot tubes were measured using a water manometer. Flows rate variations were obtained by throttling the discharge of a 100 gpm capacity centrifugal pump. Flow was measured by a rotameter on the pump discharge. A bypass of the test section was throttled to provide back pressure equivalent to the static head at the discharge of the actual core.

The test section was constructed to provide the same space for the fuel element as would be provided by surrounding fuel elements in the core housing. The flow direction in the inlet plenum is the same as the actual case. The lower grid and top grid plate openings were also identical to the final housing. Upon discharging from the upper grid opening, the water in the test loop
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FLOW TEST APPARATUS FOR DUMMY FUEL ELEMENT


FIG. 4.2-2

## POSITION OF SCANNING PITOT TUBES



Note: Channels 1 and 16 are outside half channels.
also underwent a sudden expansion.
Two limitations on the accuracy of the test mock-up are the absence of element to element flow via gaps in the fuel element end nozzles and inaccuracy in modeling the lower inlet plenum.

### 4.2.3 Mechanical Stability of Fuel Element

The mechanical stability of a dummy fuel element was tested in the fuel element test loop. The element, "Non-Fueled 001", was dimensionally checked at GUNF and Channel width measurements were made for each fuel element coolant channel prior to flow testing. During this initial measuring, GUNF found some local channel positions that were close to exceeding the channel width tolerance. GUNF reworked those channels by bending to bring them well within the channel tolerance. The dimensions of the element were checked at M.I.T. using a functional fit gauge.

The element was inserted into the test section and subjected to the following flows:
A) Three hours at $120 \%$ operating flow (91 gpm),
B) Twelve cycles from 30 gpm to 90 gpm ,
C) Three hours at $100 \%$ operating flow ( 76 gpm ).

After the test, the element still fit in the functional fit gauge and was returned to GUNF to have the coolant channel measurements repeated. Exterior measurements of the element appeared to be unchanged after the flow test. Most of the coolant channels underwent a uniform expansion of
0.0005 to 0.002 inches; i.e., the plates expanded outward from the center of the element. Coolant channels which had been reworked because they were too large (and thus were bent smaller) appeared to have returned to the pre-worked conditions very quickly. The same trend was not true for reworked channels that had been too small. No channel was significantly smaller after the test.

Thus, there appears to be a small uniform expansion of coolant channels during flow at the expense of the channels between elements. The tests indicate the element is mechanically acceptable with the added information that channels reworked because they are too large will probably return to the pre-worked size after coolant flow is initiated.

### 4.2.4 Channel Flow Measurements

Relative channel flow measurements were taken using impact pitot tubes shown in Fig. 4.2-3. After flow was established, the pitot tube would be bled to remove any air bubbles. While scans were being made with one pitot tube, the remaining two tubes would be withdrawn into the side wall. The pitot tube measured the impact pressure directly at the discharge of each individual channel by traveling in the gap between the fuel element plates and the end nozzle and moving at a $90^{\circ}$ angle to the plates. Static pressure was measured at the same elevation as the pitot tubes. The pitot tube was moved to the postion that

## FIG. 4.2-3


gave the peak impact pressure on the water manometer for each channel discharge. Each pitot tube would measure the impact pressure at one discharge location on each of the coolant channels. By using three pitot tubes, three locations for each channel were measured as shown in Fig. 4.2-2.

Several initial tests were required to become familiar with operating the test loop and to determine that an on-line filter was necessary to prevent collection of foreign material in the dummy element (the storage tank in the test loop had not been used for a number of years prior to this test). Complete tests were then made at flows of 74 gpm and 85 gpm and results are shown on Table 4.2-1. The values of $\Delta h$ are the difference between the impact pressure and the static pressure. The subscripts on the values, i.e., $\Delta h_{1}, \Delta h_{2}$, and $\Delta h_{3}$, represent the values for the left, right, and central pitot tubes, respectively. For incompressible fluids, the following equation is valid:

$$
\begin{equation*}
\Delta h \propto v^{2} \tag{4,2-1}
\end{equation*}
$$

where,
V is fluid velocity.
Thus, the values of $\sqrt{\Delta h}$ shown in Table $4.2-1$ are proportional to the coolant channel discharge velocity. Looking at Table 4.2-1, several conclusions can be made. First, the central pitot tube yields a flow velocity

TABLE 4.2-1
CHANNEL FLOW MEASUREMENTS DATA FOR LEFT, CENTRAL, AND RIGHT MEASUREMENTS IN ELEMENT TEST LOOP
$A=\sqrt{\Delta h_{1}}$ for pitot tube on left side of element outlet.
$B=\sqrt{\Delta h_{2}}$ for pitot tube on right side of element outlet.
$C=\sqrt{\Delta h_{3}}$ for pitot tube in center of element outlet.
$D=\sum_{i=1}^{3} \frac{\sqrt{\Delta h_{i}}}{3}, \frac{C-D}{D} \times 100=\%$ error between central $\begin{aligned} & \text { measurement and average. }\end{aligned}$
$\Delta h=$ inches of water on manometer.

Channels $1,1 . \overline{6}$ are outside half channels.

Channels 2 through 15 are interior channels.

TABLE 4.2-1 (Continued)
Element Total Flow $=74.0 \mathrm{GPM}$
Channel \#
A
B
C
D
$\frac{C-D}{D} \times 100$

| 1 | 4.53 | 4.37 | 4.47 | 4.46 | +0.22 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 16 | 5.0 | 4.18 | 4.47 | 4.55 | -1.8 |
| 2 | 4.85 | 4.86 | 4.69 | 4.80 | -2.3 |
| 3 | 5.05 | 5.08 | 5.20 | 5.11 | +1.8 |
| 4 | 4.9 | 5.11 | 5.0 | 5.0 | 0.0 |
| 5 | 5.05 | 4.80 | 5.15 | 5.0 | +3.0 |
| 6 | 4.80 | 5.01 | 5.10 | 4.97 | +2.6 |
| 7 | 4.90 | 4.86 | 4.95 | 4.90 | $+1.0$ |
| 8 | 4.85 | 5.11 | 4.80 | 4.92 | -2.4 |
| 9 | 4.80 | 4.79 | 4.90 | 4.83 | +1.4 |
| 10 | 4.24 | 4.29 | 4.24 | 4.26 | -0.47 |
| 11 | 4.36 | 4.57 | 4.47 | 4.47 | 0.0 |
| 12 | 4.24 | 4.35 | 4.36 | 4.32 | +0.93 |
| 13 | 4.47 | 4.32 | 4.58 | 4.36 | +5.0 |
| 14 | 4.74 | 4.80 | 4.80 | 4.78 | +0.42 |
| 15 | 5.0 | 4.18 | 4.47 | 4.55 | $-1.8$ |

TABLE 4.2-1 (Continued)
Element Total Flow $=85.0 \mathrm{GPM}$
Channel \#
A B C
D
$\frac{C-D}{D} \times 100$

1
16

2
3
4
5
6
7
8
9
10
11
12
13
14
15
$5.15 \quad 5.0 \quad 5.15 \quad 5.10 \quad+0.98$
5.524 .88
5.245 .22
$+0.38$
$5.66 \quad 5.68$
$5.57 \quad 5.64$
$+1.2$
$5.92 \quad 5.83$
$5.87 \quad 5.87$
0.0
$5.74 \quad 6.0$
$5.87 \quad 5.87$
0.0
5.79
5.78
6.0
5.86
$+2.4$
5.61
5.96
$5.96 \quad 5.84$
$+2.1$
5.74
5.81
5.66
5.74
$-1.4$
5.66
5.80
5.61
5.69
$-1.4$
5.57
5.78
5.79
5.71
$+1.4$
4.95
5.07
4.9
4.97
$-1.4$
5.15 .18
5.15
5.14
$+0.19$
5.0
5.01
5.15
5.08
$+1.4$
5.15
5.19
5.43
5.26
$+3.2$
5.43
5.75
5.66
5.61
$+0.89$
6.26 .2
6.24
6.22
$+0.32$
Average Error $=1.2 \%$
which is within a few percent of average of the three pitot tubes and thus gives a good representation of the coolant channel flow velocity. Second, the exterior channels, channels 1 and 16 have a flow velocity which is about $10 \%$ less than the interior channels. Channels 1 and 16 simulate channels that would exist between a fuel element and core housing wall. The significance of this lower flow velocity is discussed in Section 4.2.5. Third, there appears to be a large difference between the flows of the individual interior channels.

Because of this large disparity between the interior channel flows, an attempt was made to minimize (or average out) effects caused by the test loop setup and flow measuring apparatus. This was achieved by removing the element and flipping it $180^{\circ}$ and repeating the flow scan with the central pitot tube. The data for the $0^{\circ}$ and $180^{\circ}$ cases at 74 and 85 gpm are shown in Table 4.2-2. Note that channel 4 , for instance, is the same physical channel in both $0^{\circ}$ and $180^{\circ}$ tests but that its position in the test loop would be different. Table 4.2-2 shows that the average of the $0^{\circ}$ and $180^{\circ}$ cases yields a much more uniform interior channel flow velocity. The minimum channel flow velocity is about 7\% less than the average flow. Mean values and standard deviations for the results are shown on Table 4.2-2.

TABLE 4.2-2
CHANNEL FLOW MEASUREMENT DATA FOR $0^{\circ}$ AND $180^{\circ}$ ELEMENT MEASUREMENTS IN ELEMENT TEST LOOP
$A=\sqrt{\Delta h_{C-0^{\circ}}} \quad$ for measurements across center of element outlet with notch end up.
$B=\sqrt{\Delta h_{c-180^{\circ}}} \quad$ for measurements across center of element outlet with notch end down.
$\mathrm{C}=\frac{\sqrt{\Delta \mathrm{h}_{\mathrm{C}-0^{\circ}}}+\sqrt{\Delta \mathrm{h}_{\mathrm{c}-180^{\circ}}}}{2}=\begin{aligned} & \text { average of notch up and notch } \\ & \text { down measurements. }\end{aligned}$
$\Delta h=$ inches of water on manometer

Channels 1,16 are outside half channels.

Channels 2 through 15 are interior channels.

## TABLE 4.2-2 (Continued)

Element Total Flow $=74.0 \mathrm{GPM}$

| Channel \# | A | B | C |
| :---: | :---: | :---: | :---: |
| 1 | 4.47 | 4.75 | 4.61 |
| 16 | 4.47 | 4.63 | 4.55 |
| 2 | 4.69 | 5.18 | 4.94 |
| 3 | 5.20 | 4.93 | 5.07 |
| 4 | 5.0 | 4.76 | 4.88 |
| 5 | 5.15 | 4.72 | 4.94 |
| 6 | 5.10 | 5.13 | 5.12 |
| 7 | 4.95 | 5.15 | 5.05 |
| 8 | 4.80 | 5.43 | 5.12 |
| 9 | 4.90 | 5.50 | 5.20 |
| 10 | 4.24 | 5.08 | 4.66 |
| 11 | 4.47 | 5.26 | 4.87 |
| 12 | 4.36 | 5.43 | 4.90 |
| 13 | 4.58 | 5.54 | 5.06 |
| 14 | 4.80 | 5.35 | 5.08 |
| 15 | 5.05 | 5.57 | 5.31 |
|  | Mean | Standard Deviation |  |
| Outside Channel | 4.58 | 0.042 |  |
| Interior Channel | 5.01 | 0.163 |  |

TABLE 4.2-2 (Continued)
Element Total Flow $=85.0 \mathrm{GPM}$

| Channel \# | A | B | C |
| :---: | :---: | :---: | :---: |
| 1 | 5.15 | 5.39 | 5.27 |
| 16 | 5.24 | 5.24 | 5.24 |
| 2 | 5.57 | 5.91 | 5.74 |
| 3 | 5.87 | 5.74 | 5.81 |
| 4 | 5.87 | 5.31 | 5.59 |
| 5 | 6.0 | 5.41 | 5.71 |
| 6 | 5.96 | 5.51 | 5.74 |
| 7 | 5.66 | 5.47 | 5.57 |
| 8 | 5.61 | 5.88 | 5.75 |
| 9 | 5.79 | 6.31 | 6.05 |
| 10 | 4.90 | 5.91 | 5.41 |
| 11 | 5.15 | 6.08 | 5.62 |
| 12 | 5.15 | 6.25 | 5.70 |
| 13 | 5.43 | 6.32 | 5.88 |
| 14 | 5.66 | 6.15 | 5.91 |
| 1.5 | 6.24 | 6.40 | 6.32 |
|  | Mean | Standard Deviation |  |
| Outside Channel | 5.255 | 0.021 |  |
| Interior Channel | 5.77 | 0.224 |  |

### 4.2.5 Channel Flow Disparity

In Section 3.3.4.3.3 of the MITR-II Safety Analysis Report, hot channel factors for channel dimensional tolerances were derived. Differences in the channel diameter give rise to smail inequities in the flow distribution among the channels. These flow inequities led to variations in the channel enthalpy rise and in the film temperature difference. All uncertainties in the film temperature difference are included in the heat transfer coefficient and effectiveness uncertainty factor (1.20) which is included in $F_{0}$ in the MITR-II Technical Specifications equation for evaluating the limiting conditions for operation.

The uncertainty factor for the channel enthalpy rise is included separately, both in the Safety Limit and limiting conditions for operation, and is dependent on the channel to channel flow disparity. Using channel dimensional tolerances, the channel flow disparity can be calculated (Ref. 4.2-2). The channel flow disparity is defined as follows:

$$
\frac{W_{\min }}{W_{\text {nom }}}=\frac{(A V)_{\min }}{(A V)_{\text {nom }}}=\text { Channel Flow Disparity, (4.2-2) }
$$

where,

```
W = Channel mass flow rate,
A = channel area,
v = flow velocity.
```

By assuming that entrance and exit losses are proportional to friction losses within the channel, the channel pressure drop can be calculated using the standard Darcy equation:

$$
\begin{equation*}
\Delta P=\rho \frac{\mathrm{fLV}^{2}}{\mathrm{D} \mathrm{e}^{2 \mathrm{~g}}} \tag{4.2-3}
\end{equation*}
$$

For narrow rectangular channels $D_{e}$ can be approximated as 2 d where d is the channel width, thus by equating pressure between channels:

$$
\begin{equation*}
\left(\frac{f v^{2}}{d}\right)_{\substack{\text { nominal } \\ \text { channel }}}=\left(\frac{f v^{2}}{d}\right)_{\substack{\text { minimum } \\ \text { channel }}} \tag{4.2-4}
\end{equation*}
$$

where,
$f$ is the channel friction factor.
For typical turbulent flows, the following relationship for the friction factor holds:

$$
\begin{equation*}
f \propto\left(D_{e} V\right)^{-0.2} \propto(d V)^{-0.2} \tag{4.2-5}
\end{equation*}
$$

Combining Eqs. 4.2-4 and 4.2-5, the velocity ratio between the minimum and nominal channels becomes:

$$
\begin{equation*}
\frac{v_{\min }}{v_{\text {nom }}}=\left(\frac{d_{\min }}{d_{\text {nom }}}\right)^{2 / 3} \tag{4.2-6}
\end{equation*}
$$

Since $A \propto d$, the channel flow disparity becomes:
$d_{f_{c}}=\frac{W_{\text {min }}}{W_{\text {nom }}}=\left(\frac{d_{\text {min }}}{d_{\text {nom }}}\right)^{2 / 3} \frac{A_{\text {min }}}{A_{\text {nom }}}=\left(\frac{d_{\text {min }}}{d_{\text {nom }}}\right)^{2 / 3}\left(\frac{d_{\text {min }}}{d_{\text {nom }}}\right)=\left(\frac{d_{\text {min }}}{d_{n o m}}\right)^{5 / 3}$.

Based on the fuel fabrication specifications for the MITR-II, the ratio $d_{m i n} / d_{n o m}$ is equal to 0.955. Substituting this value into Eq. 4.2-7 yields the following value of the flow disparity based on fuel channel tolerances:

$$
\begin{equation*}
\mathrm{d}_{\mathrm{f}_{\mathrm{c}}}=0.926 \tag{4.2-8}
\end{equation*}
$$

Using the results of the interior channel flow measurements in Section 4.2.4, an experimentally determined velocity ratio can be determined. Taking the average flow velocity, subtracting two standard deviations, and dividing by the average flow velocity gives a minimum to average velocity ratio. The average of the ratios for the 74 and 85 gpm cases yields a velocity ratio of 0.929 . Thus, the channel flow velocity ratio based on a minimum channel velocity that is two standard deviations less than the average is:

$$
\begin{equation*}
\frac{\mathrm{v}_{\min }}{\mathrm{v}_{\mathrm{nom}}}=0.929 \tag{4.2-9}
\end{equation*}
$$

Combining the experimentally based value of the velocity ratio with the area ratio based on fuel channel tolerances yields the following value of the flow disparity:

$$
d_{f_{c}}=\frac{V_{\min }}{V_{\text {nom }}} \frac{A_{\min }}{A_{\text {nom }}}=(0.929)(0.955)=0.887 \quad(4.2-10)
$$

The experimentally based flow disparity yields a larger disparity than the calculated disparity. Channel widths
vary within the allowable tolerance along the channel length. Because of these variations, it has not been possible to correlate the experimental flow velocities with actual measured channel widths. For the purpose of evaluating the core performance, the experimentally based value of channel flow disparity will be used, even though it may only be the uncertainty in the flow measurement methods that make it larger than the expected calculated value. No measured flow velocity was more than two standard deviations less than the average. The flow disparity was greater than the 1970 test because the original test element was manufactured using tight tolerances and the present test used a production line element.

The simulated exterior channels between the outer fuel plate and core housing wall had a flow velocity which was approximately 90 percent of the average interior channel (see Table 4.2-2). The ratio of flow in an exterior channel to an interior channel is:

$$
\frac{W_{\text {exterior }}}{W_{\text {interior }}}=\frac{V_{\text {exterior }}}{V_{\text {interior }}} \frac{A_{\text {exterior }}}{A_{\text {interior }}}=0.9 \frac{0.044}{0.078}=0.51
$$

Thus, the exterior channel has approximately $50 \%$ of the coolant flow of an interior channel, but this channel is required to remove heat from only one side of a fuel plate whereas, the interior channels are required to cool two sides. The 1970 test gave a higher exterior channel flow, but it did not have proper nozzle openings for flow.

### 4.3 Fuel Position Flow Measurements for Core I

Relative flow measurements of the reactor core fuel positions were necessary to determine the plenum chamber flow disparity. The plenum flow disparity is defined as the ratio of the coolant flow in the fuel element position of interest to the flow in the average fuel element position in the core. These measurements were obtained by positioning flow velocity measuring devices at the discharge of each fuel element position. The tests were performed using the fully loaded reactor core with both one and two main pump operation. The flow measuring methods and the results for Core $I$ are described in this section.

### 4.3.1 Incore Flow Meters

Two flow meters were used to measure relative flow distribution. The first was a simple pitot tube and is shown in Fig. 4.3-1. This flow measuring device was used for scanning the core outlet area and making a qualitative check on the second flowmeter which was used as the primary flow measuring device.

The second flowmeter was a flow averaging pitot bar. This type of flowmeter was chosen because of the limitations that: materials used in the core tank must be made from either stainless steel or aluminum; be able to function under a 10 foot head of water; and be possible to fabricate within a reasonable cost. The flowmeter is shown in Fig. 4.3-2. Basically, the meter consists of a
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FIG. 4.3-2

four feet long, two inch I.D. tube with a pitot bar and pressure tap, located approximately three feet from the entrance of the $\quad$ An adapter (which fits snuggly in the discharge zzle of a MITR-II fuel element) is welded to the envance of the tube. Water flowing into the flowmeter from the fuel element travels up the tube and discharges from the tube into the core tank pool.

The pitot bar itself is constructed from two concentric tubes (see Fig. 4.3-2). The outer tube has an inner diameter of 0.25 inches and 0.02 -inch-thick walls. There are four holes in the tube which face upstream to measure an average impact pressure over the velocity profile in the main two-inch tube. A small inside tube with an inner diameter of $3 / 32$ of an inch and 0.01 -inchthick walls measures the average impact pressure at cenline between the four holes. The pressure on this small inside tube is measured on one leg of a water manometer with the downstream suction pressure being measured on the second leg. Flowmeters of this design and hole spacing are commercially available (Ref. 4.3-1).

### 4.3.1.1 Flow Meter Characteristics

The pitot tube and pitot bar in both incore flow meters measure the flow velocity in a tube with a known flow area. Thus, the output from these flowmeters is proportional to a flow rate. For the main incore flowmeter (utilizing the averaging pitot bar) most of the water
discharging from a fuel position is assumed to exit through the flowneter with the effect of flow resistance from the flowmeter on the element being measured proportional to the normal flow out of the element. Thus, the flowmeter will measure the relative flow between elements only.

For incompressible fluids, the square root of the measured impact pressure minus the measured static pressure is proportional to the velocity. For the primary flowmeter, the impact pressure and downstream pressure were measured (downstream pressure was measured by a pressure tap $180^{\circ}$ from the pitot bar openings). The downstream pressure is thus the static pressure minus flow suction effects. The use of these pressures gives a larger differential pressure on the water manometer and for this reason yields increased measuring accuracy, but it causes the output to deviate slightly from the true square root relation. In order to determine the true relationship between differential pressure and flow rate, a calibration descrived in Section 4.3.1.2 was performed.

The pitot bar was located 18 diameters upstream from the entrance and 5 diameters downstream from the exit of the tube. Thus, the flow in the tube should be fully developed at the location of the pitot bar.

### 4.3.1.2 Testing and Calibration

The primary flowmeter with the flow averaging pitot bar as described in Section 4.3.1.1 was tested and cali-
brated in a test section shown in Fig. 4.3-3. The flow was measured by using a calibrated rotameter in the test loop and the differential pressure in the flowmeter was measured with a water manometer. The test was performed by varying the flow through the test loop and recording the manometer and rotameter readings. The results of the test are shown in Fig. 4.3-4. A least squares fit was performed and the slope was found to be 0.477. Thus, for the primary flowmeter:

$$
\begin{equation*}
\mathrm{W} \approx(\Delta h)^{0.477} \tag{4.3-1}
\end{equation*}
$$

where,
W is flow in flowmeter,
$\Delta h$ the difference between impact pressure and downstream pressure as measured by manometer.

The relative flows per element are obtained by comparing the $(\Delta h)^{0.477}$ for each fuel element position.

### 4.3.2 Incore Flow Measurements

Incore flow measurements were taken as part of MITR-II Startup Procedure 5.9.2. Initial flow measurements were made with fuel loadings typical of operating conditions including the effect of solid dummies and an incore sample assembly in various reactor fuel positions. The reactor fuel positions can be divided into four groups which are separated by the lower and absorber spiders. Changes which affect a fuel position (such as loading a

## FIG. 4.3-3

INCORE PRIMARY FLOWMETER CALIBRATION TEST LOOP


solid dummy where an element had been previously) appeared to have most of its effect on the other positions within its group and have little effect on individual positions in other groups. The four groups of elements are as listed below (see Fig. 1.3-2 for core arrangement).

| Group 1 | Group 2 |  | Group 3 |  | Group 4 |  |
| ---: | :---: | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  |  |
| $\mathrm{A}-1$ | $\mathrm{~B}-1$ | $\mathrm{C}-2$ | $\mathrm{~B}-4$ | $\mathrm{C}-7$ | $\mathrm{~B}-7$ | $\mathrm{C}-12$ |
| $\mathrm{~A}-2$ | $\mathrm{~B}-2$ | $\mathrm{C}-3$ | $\mathrm{~B}-5$ | $\mathrm{C}-8$ | $\mathrm{~B}-8$ | $\mathrm{C}-13$ |
| $\mathrm{~A}-3$ | $\mathrm{~B}-3$ | $\mathrm{C}-4$ | $\mathrm{~B}-6$ | $\mathrm{C}-9$ | $\mathrm{~B}-9$ | $\mathrm{C}-14$ |
|  | $\mathrm{C}-1$ | $\mathrm{C}-5$ | $\mathrm{C}-6$ | $\mathrm{C}-10$ | $\mathrm{C}-11$ | $\mathrm{C}-15$ |

Relative flow ratios for the different fuel element positions are shown in Table 4.3-1 for the initial measurements of several core loading arrangements. Measurements were made with both one and two pumps operating.

After the arrangement for core $I$ of the MITR-II was decided upon, a second set of flow measurements were taken with the Core I fuel element configuration. Measurements for each fuel element position were repeated three times in order to reduce experimental uncertainty. Two fuel positions could not be measured with the primary flow measuring device because of interference with the hold down grid latch. These positions were $C-5$ and $C-6$. The pitot tube flowmeter was used to scan all fuel positions to verify that neither of these positions had the lowest coolant flow. The pitot tube was not as accurate as the primary flowmeter since it did not fit snuggly into the fuel element nozzle, but the pitot tube did show the same trends as the flowmeter. Results of final relative flow

## TABLE 4.3-1

RATIO OF ELEMENT POSITION FLOW TO CORE AVERAGE ELEMENT FLOW WITH VARIOUS SOLID DUMMY AND ICSA CONFIGURATIONS IN GROUPS FOR ONE AND TWO PUMP OPERATION

| Position in Reactor | Dummy Element in Group |  | Dummy Element not in Group |  | ICSA in Group |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 Pump | 2 Pump | 1 Pump | 2 Pump | 1 Pump | 2 Pump |
| Group 1 |  |  |  |  |  |  |
| A-1 | * | * | 0.854 | 0.844 | $1 /$ | 11 |
| A-2 | -- | 1.017 | 0.940 | 0.913 | 0.894 | 0.965 |
| A-3 | -- | 0.9857 | 0.894 | 0.911 | 1.007 | 0.983 |
| Group 2 |  |  |  |  |  |  |
| B-1 | 1.066 | 1.082 | 1.076 | 1.068 | -- | -- |
| B-2 | * | * | 1.056 | 1.055 | -- | -- |
| B-3 | 0.980 | 1.009 | 1.026 | 1.025 | -- | -- |
| C-1 | 1.013 | 1.001 | 0.980 | 1.013 | -- | -- |
| C-2 | 0.970 | 0.975 | 0.950 | 0.966 | -- | -- |
| C-3 | 1.003 | 1.008 | 1.003 | 0.994 | -- | -- |
| C-4 | 0.960 | 0.990 | 0.931 | 0.937 | -- | -- |
| C-5 | -- | -- | -- | -- | -- | -- |
| Group 3 |  |  |  |  |  |  |
| B-4 | -- | 1.037 | 1.036 | 1.080 | -- | -- |
| E-5 | * | * | 1.076 | 1.049 | -- | -- |
| B-6 | -- | 1.083 | 1.086 | 1.091 | -- | -- |
| C-6 | -- | -- | -- | -- | -- |  |
| C-7 | 0.964 | 0.967 | 0.954 | 0.903 | -- | -- |
| C-8 | -- | 1.026 | 1.020 | 0.971 | -- | -- |
| C-9 | -- | 0.991 | 0.960 | 0.977 | -- | -- |
| C-10 | -- | 0.996 | 0.993 | 1.006 | -- | -- |

TABLE 4.3-1 (Continued)

| Position in Reactor | Dummy Element |  | Dummy Element |  | ICSA in | Group |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 Pump | 2 Pump | 1 Pump | 2 Pump | 1 Pump | 2 Pump |
| Group 4 |  |  |  |  |  |  |
| B-7 | 1.086 | 1.070 | 1.079 | 1.031 | -- | -- |
| B-8 | // | // | 1.083 | 1.041 | -- | -- |
| B-9 | 1.056 | 1.074 | 1.083 | 1.052 | -- | -- |
| C-11 | 1.013 | 1.006 | 1.003 | 0.959 | -- | -- |
| C-12 | 0.980 | 0.983 | 0.954 | 0.935 | -- | -- |
| C-13 | 1.030 | 1.017 | 1.036 | 0.944 | -- | -- |
| C-14 | 1.026 | 0.979 | 0.980 | 0.943 | -- |  |
| C-15 | 1.036 | 1.034 | 1.040 | 1.024 | -- | -- |

* Solid dummy in fuel position
// ICSA in fuel position
-- Data not taken

Note: All measurements made using incore flowmeter (Fig. 4.3-2)
measurements with two primary pumps operating are shown in Table 4.3-2.

### 4.3.2.1 One Primary Pump Versus Two Primary Pumps

Relative element flow ratios appear to be the same for both one pump and two pump operation. Data for one and two pump operation is shown on Table 4.3-1. Thus, the flow disparity will be independent of the number of pumps operating.

### 4.3.2.2 Solid Dummy Element Effects

A dummy element only seems to affect flow ratios in element positions that are in the same group (see Section 4.3.2 for groupings) as the dummy element itself. The outer three groups (composed of $B$ and C-ring elements) appear to be affected in an identical manner by a dummy element. Inserting a solid dummy in the center B-position in a group caused the flow in the other elements of the group to increase. Element positions in the C-ring with full sides adjacent to the dummy element seem to experience the greatest increase in flow. Without a dummy element in the group, the minimum ratio of element flow to core average element flow for any of the three outer groups was approximately 0.94 . With a dummy in the group, the minimum flow ratio is raised to approximately 0.97 . The similar results for each of the outer groups indicate that the core is flow symmetric and that no one side of the

TABLE 4.3-2
COMPARISON OF RATIOS OF ELEMENT POSITION FLOW TO CORE AVERAGE ELEMENT FLOW OBTAINED USING SCANNING PITOT TUBE AND INCORE FLOWMETER

Position in Reactor

$$
\begin{aligned}
& \mathrm{A}-1 \\
& \mathrm{~A}-2 \\
& \mathrm{~A}-3 \\
& \mathrm{~B}-1 \\
& \mathrm{~B}-2
\end{aligned}
$$

$$
\mathrm{B}-3
$$

$$
\mathrm{C}-1
$$

C-2

$$
\mathrm{C}-3
$$

$$
\mathrm{C}-4
$$

$$
c-5
$$

$$
B-4
$$

$$
B-5
$$

$$
\mathrm{B}-6
$$

$$
\mathrm{c}-6
$$

$$
c-7
$$

$$
\mathrm{C}-8
$$

$$
\mathrm{C}-9
$$

$$
\mathrm{C}-10
$$

$$
\mathrm{B}-7
$$

B-8
B-9
C-11
C-12
C-13
C-14
C-15

Scanning
Pitot Tube
(Figure 4.3-1)

Incore Flowmeter
(Figure 4.3-2)

0.997
1.060
*
1.039
0.993
0.974
0.964
0.968
0.917
1.011
1.121
1.100
0.980
0.907
1.004
0.867
0.949
1.073
*
1.098
0.974
0.983
1.010
0.932
1.010
*
1.017
0.986
1.049
*
0.997
0.942
0.960
0.981
0.977
1.007
1.057
1.073
--
0.945
1.011
0.9377
0.9811
1.082
1.092
0.985
0.946
0.997
1.025
1.001

* solid dummy in fuel position
-- data not taken because of interference with grid latch
core receives a disproportionate share of the flow. The average flow ratio per element for each group is shown in Table 4.3-3.

TABLE 4.3-3
AVERAGE ELEMENT FLOW IN GROUP WITH AND WITHOUT SOLID DUMMY IN GROUP

| I Dummy in Group | Dummy not in Group |  |
| :--- | :---: | :---: |
| Group 1 | 1.001 | 0.889 |
| Group 2 | 1.01 | 1.008 |
| Group 3 | 1.016 | 1.011 |
| Group 4 | 1.02 | 0.991 |

(Data taken from averaging data in Table 4.3-1)
Note in the above table, that with the exception of Group 1, there is little difference in average flow ratio per element in a group between the one dummy and no dummy cases. However, for these outer three groups, adding a solid dummy improves the flow distribution within that group by increasing flow to the lower than average flow C-ring element positions by diverting the flow from a normally above average flow $B-r i n g$ element positions.

The flow distribution in the A-ring elements of Group 1 is greatly improved by adding a solid dummy element to the group. There appears to be insufficient flow to the group for three elements without having a large flow disparity. This problem is not serious since during reactor operation, at least one A-ring position is expected to be filled by a
solid dummy or In-core Sample Assembly (both have much lower flow than a fuel element).

Because of limitations on reactor shutdown margin and because of an insufficient number of non-fueled elements, it was not possible to perform flow tests without some solid dummies somewhere in the core. The data indicates that dummies exert only a local influence on flow disparity and that this limitation is not important.

### 4.3.2.3 ICSA Effects

Coolant flow through the Incore Sample Assembly (ICSA) tested (see Fig. 1.3-5) was a fraction of a normal element flow. Consequently, the effect of the ICSA was between a fuel element and solid dummy element. Table 4.3-1 verifies this effect. Design of an ICSA for A-ring positions must insure that there is a sufficient flow restriction in the ICSA to provide adequate cooling for the remaining A-ring elements.

### 4.3.3 Plenum Flow Disparity for Core I

As a result of the second set of measurements with the primary flowmeter, plenum flow disparity factors for each fuel element position for Core $I$ of the MITR-II were determined. Factors for each position are shown in Fig. 4.3-5. In general, the values for Groups 2 and 4 represent flow disparity factors for outer groups which have a solid dummy in the center B-position. The values for Group 3 represent a typical outer group with no solid
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- solid dummy element
dummy elements present.


### 4.4 Core Bypass Flows

There are several sources which allow coolant to bypass the active fuel elements in the core. Some of these sources are controllable by design (ICSA, solid dummy elements, etc.) and others are small leakage flows. It is important to obtain an estimate of these bypass flows in order to determine the fraction of coolant that cools the active core ( $\mathrm{F}_{\mathrm{f}}$ ). Because many of these flows are small, they are difficult to accurately measure in core in the presence of the turbulence effects from the large primary coolant flow.

The bypass flows were estimated by three manners:
A) Calculated, knowing leakage area and pressure drop,
B) Out core test loops,
C) Using pitot tube scans incore and comparing flows seen to fuel element position flows.

The results of these estimates are shown on Table 4.4-1.

### 4.4.1 Check Valve Flow Tests

Because of a valve sticking problem encountered during the preoperational testing of the natural circulation and anti-syphon valves (Ref. 4.4-1), a flow test was made to verify the new design of the natural circulation valves. The test loop setup is shown in Fig. 4.4-1. After being tested for 1000 cycles, a
FIG. 4.4-I

NATURAL CIRCULATION VALVE TEST LOOP

prototype valve still yielded low leakage flows. Four valves for use incore were constructed and each was tested in the test loop prior to installation. Leakage flow was measured on the test loop rotameter.

The volume of check valve leakage varied directly with the pressure on the check valve. This indicates that once the valve closes, there is no additional deformation of the seating surface to reduce flow as pressure increases. Thus the higher the pressure, the higher the leakage flow and vice-versa. At pressures that correspond to reactor values, the average leakage of the natural circulation valves was $1.5 \mathrm{gpm} / \mathrm{valve}$. No valve had a greater leakage than 2 gpm at these pressures.

### 4.4.2 Bypass Flow Evaluation for Core I

Table 4.4-1 shows the sources of bypass flow for Core I and estimates for their quantities. The means for obtaining those estimates is also listed. The leakages listed in the table are not adjustable except for the bypass flow for the dummy elements. The bypass flow for the dummy elements could be reduced by replacing the dummy elements with active elements or by reducing the flow cooling the dummies if operating experience shows that this is possible.

For Core I of the MITR-II, the Dypass flow totaled approximately 105 gpm . This yields a $\mathrm{F}_{\mathrm{f}}$ of 0.9487 from

the following equation:

$$
F_{f}=\frac{\text { Total coolant flow - bypass flow }}{\text { Total coolant flow }}, \quad(4.4-1)
$$

Flow through an Incore Sample Assembly (ICSA) would have to be added to the bypass flow and thus would make $F_{f}$ a smaller number if an ICSA was loaed in the core. The uncertainty on bypass flow for Core $I$ is less than 20 gpm which would yield an uncertainty of $\mathrm{F}_{\mathrm{f}}$ approximately one percent ( 20 gpm represents a $15 \%$ uncertainty in the bypass flow which is estimated to be greater than the actual uncertainty).

### 4.5 Summary of Flow Distributions for Core I

The channel and plenum flow disparities have been experimentally determined for core $I$ of the MITR-II. The channel flow disparity is:

$$
\begin{equation*}
\text { Channel flow disparity }=d_{f}=0.887 \tag{4.5-1}
\end{equation*}
$$

Plenum flow disparities are shown in Fig. 4.3-5. The
fuel position which contained the lowest element flow in Core I was position C-9. The plenum flow disparity for C-9 with a Core I loading is:

$$
\begin{equation*}
\text { C-9 plenum flow disparity }=d_{f}=0.9377 \tag{4.5-2}
\end{equation*}
$$

For the C-9 fuel position in Core $I$, this yields a total maximum flow disparity:

$$
\begin{equation*}
d_{f}=0.887 \times 0.9377=0.832 \tag{4.5-3}
\end{equation*}
$$

Similar maximum flow disparities can be obtained for each fuel element position by multiplying the channel disparity $d_{f_{c}}$ by the $d_{f_{p}}$ for the position in Fig. 4.3-5. Repeat measurements indicate that the relative flow measurements have a two standard deviation uncertainty of one percent.

For Core I of the MITR-II, the fraction of coolant cooling the core was:

$$
\begin{equation*}
\mathrm{F}_{\mathrm{f}}=0.9487 \tag{4.5-4}
\end{equation*}
$$

$F_{f}$ also has an uncertainty of approximately one percent.
4.6 Flow Distribution for Core II

Flow measurements were made on Core II of the MITR-II.
Flow considerations for Core II differed from Core I in
the following manner:
A) Removal of fixed absorbers resulted in additional solid dummies being loaded into the reactor,
B) Solid dummies were loaded into side B -ring positions ( $\mathrm{B}-3, \mathrm{~B}-6, \mathrm{~B}-9$ ) rather than central $B$-ring positions ( $B-2, B-5, B-8$ ).

As a result of these differences, flow measurements were made for Core II using the incore flowmeter described in Section 4.3.

### 4.6.1 Plenum Flow Disparity

Table 4.6-1 shows the measured plenum flow disparity between element positions for the Core II loading configuration. Note that the highest flows still occur in the $B-r i n g$ and that the range of flow disparities is similar to the Core I loading. The range of plenum flow disparities for Core I is 1.092 to 0.937 and the range for Core II is 1.084 to 0.93.

Figure 4.6-1 shows the plenum flow disparities, $\mathrm{d}_{\mathrm{f}_{\mathrm{p}}}$, that were used in evaluating the safety limit and limiting conditions for operation of Core II.

### 4.6.2 Bypass Flows

The fraction of the flow that cools the active fuel elements, $F_{f}$, is smaller for Core II because of additional bypass flow through the added solid dummies. Table 4.6-2 gives a summary of bypass flows for Core II. The total bypass flow is approximately 159 gpm. This yielas a $\mathrm{F}_{\mathrm{f}}$ of 0.9205 using Eq. 4.4-1.

### 4.6.3 Summary of Flow Distribution for Core II

The channel flow disparity is the same as for Core I and is equal to 0.887. Plenum flow disparities, $\mathrm{d}_{\mathrm{f}_{\mathrm{p}}}$, are shown in Fig. 4.6-1 and the total flow disparity, $d_{f}$, is the product of the channel and plenum disparities.

TABLE 4.6-1
RATIO OF ELEMENT POSITION FLOW TO CORE AVERAGE ELEMENT FLOW OBTAINED USING INCORE FLOWMETER ON CORE II

| Position in Reactor | Ratio |
| :---: | :---: |
| A-1 | 1.009 |
| A-2 | * |
| A-3 | * |
| B-1 | 1.074 |
| B-2 | 1.049 |
| B-3 | * |
| C-1 | 0.989 |
| C-2 | 0.930 |
| C-3 | 0.951 |
| C-4 | 0.949 |
| C-5 | -- |
| B-4 | 1.032 |
| B-5 | 1.058 |
| B-6 | * |
| C-6 | -- |
| C-7 | 0.954 |
| C-8 | 0.993 |
| C-9 | 0.953 |
| C-10 | 1.019 |
| B-7 | 1.084 |
| B-8 | 1.032 |
| B-9 | * |
| C-11 | 1.009 |
| C-12 | 0.944 |
| C-13 | 0.944 |
| C-14 | 0.972 |
| C-1. 5 | 1.036 |

* Solid Dummy in fuel position
-- Data not taken because of interference with grid latch
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For Core II of the MITR-II, the fraction of coolant cooling the core, $\mathrm{F}_{\mathrm{f}}$, was equal to 0.9205 .

The uncertainty on $F_{f}$ and $d_{f}$ remains at one percent for each.

## CHAPTER 5

## POWER DISTRIBUTIONS IN CORE I

Power distributions in Core I of the MITR-II are discussed in this chapter. Section 5.1 summarizes the predictions used to evaluate the initial design of the MITR-II. Section 5.2 describes the design check predictions used to evaluate the final design of the MITR-II and used to compare with the experimental power distribution measurements. The experimental measurement of power distribution by gamma scanning of removable fuel plates in an MITR-II fuel element is discussed in Section 5.3. Section 5.4 describes neutron flux measurements in Core $I$ by copper wire activation. The results of power and neutron flux measurements and calculations of Core $I$ are summarized in Section 5.5.

### 5.1 Design Predictions

Initial design studies of the MITR-II were performed by numerous members of the MITR staff and Nuclear Engineering Department students. The goal of the initial work was to determine a final design of the MITR-II and to prepare a Safety Analysis Report (Ref. 5.1-1) for the project. The completed Safety Analysis Report (SAR) is a summary of the design predictions and conclusions. Design predictions
regarding power distribution are further summarized in this section.

The base core for most original design studies consisted of a fully loaded core with one sample assembly in a center ring position. In most cases the sample assembly was mocked up by using a "lead fuel element".

### 5.1.1 Power Density Distribution

Reactor physics methods used to evaluate the MITR-II were developed by Addae (Ref. 5.1-2). A finite difference diffusion code, Exterminator-II, provided the basic power distributions used in evaluating core power densities. Homogeneous average power densities were obtained from Exterminator-II (Ref. 5.1-3) and these were converted into heterogeneous values using a method described in Section 3.3.4.3.3 of the MITR-II Safety Analysis Report. A similar method was used to evaluate the design check results from CITATION and is described in Section 5.2.3.1 of this work. The major difference between the two methods is the additional normalization factor required for Exterminator-II since its output is in fissions/cm ${ }^{3}$ and CITATION prints out power densities in watts $/ \mathrm{cm}^{3}$.

Figure 5.1-1 shows the predicted axial heat flux distribution along the hottest fuel plate at an edge of the core and at a central core position as predicted by Exterminator-II. Values of the axial and radial power peaking were determined using Exterminator-II calculations.


The axial peaking factor, $F_{a}$, is the ratio of the maximum power density in a fuel plate to the average power density in that fuel plate. The radial peaking factor, $F_{r}$, is the ratio of the total power generated in a fuel plate to that generated in the average fuel plate in the core. Table 5.1-1 gives a summary of $F_{a}$ and $F_{r}$ as evaluated using Exterminator-II at several shim bank heights (Ref. 5.1-1).

The product $F_{r} \times F_{a}$ is a measure of the power density at a point compared to the average power density in the core. For Table 5.1-1 which was used as an example in the $S A R$ analysis, all maximum $F_{a} \times F_{r}$ values are at the bottom edge of the fuel. As seen from Table 5.1-1, the effect of lowering the shim bank is important. Lowering the shim bank raises the peak by shortening the core.

Figure 5.1-2 shows the predicted power density distribution for a vertical section of the core. Figures 5.1-3 and 5.1-4 show power density distributions for a horizontal cross section at core mid-height for a hexagonal model and a $\mathrm{R}-\mathrm{Z}$ model, respectively. These three figures were made by Addae (Ref. 5.1-2) for a smaller diameter core than the final design and the latter two were normalized such that the average power density equals 1.0. Note that the $R-Z$ model misses the power peak that occurs because of the water hole at the corner of the core housing.

TABLE 5.1-1
SUMMARY OF AXIAL AND RADIAL POWER PEAKING FACTORS

|  | $\mathrm{F}_{\mathrm{a}}$ |  | $\mathrm{F}_{r}$ |  | $\mathrm{F}_{\mathrm{r}} \times \mathrm{F}_{\mathrm{a}}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Shim Blade Height above Fuel Bottom | Center Plate | Edge Plate | Center Plate | Edge <br> Plate | Center <br> Plate | Edge <br> Plate |
| 14 inches | 2.19 | 2.01 | 1.20 | 1.45 | 2.63 | 2.91 |
| 10 inches | 2.29 | 2.66 | 1.30 | 1.22 | 2.98 | 3.24 |
| 8 inches | 2.44 | 3.17 | 1.36 | 1.07 | 3.32 | 3.39 |

FIG. 5.I-2


POWER DENSITY DISTRIBUTION FOR VERTICAL SECTION

$$
\left(10^{12} \text { fissions } / \mathrm{cm}^{3}-\mathrm{sec}\right)
$$

FIG.5.1-3

radial normalized power density distribution in the actual hexagonal core at MID-HEIGHT


RADIAL NORMALIZED POWER DENSITY DISTRIBUTION IN THE CYLINDRICAL CORE MODEL AT MID-HEIGHT

### 5.1.2 Neutron Flux Distribution

One goal of the reactor modification was to increase the neutron source intensity for neutron beam experiments. Figure 5.1-5 shows the thermal neutron flux surrounding the reactor core as calculated by Kadak (Ref. 5.1-4). The predicted thermal neutron flux at the outside edge of the heavy water tank for the MITR-II core is predicted to be about the same as that flux at the same region for the MITR-I core. The advantage of the redesign is derived from the greater flux that the re-entrant thimbles extending into the heavy water tank view.

Figure 5.1-5 shows that the thermal flux at the beam port tip is approximately $8.5 \times 10^{13}$ neutrons $/ \mathrm{cm}^{3}$. This is an optimistic prediction because it neglects such factors as beam port perturbation, but even including several factors that will lower the beam port flux, the flux enhancement to neutron beam experiments is expected to be approximately a factor of three increase in thermal neutron flux over levels in the MITR-I.

### 5.2 Design Check Predictions

Computer calcuiations were made as a design check and to predict power and flux distributions in various core configurations of the MITR-II. The main tool used in design check predictions was the computer code CITATION (Ref. 5.2-1).


### 5.2.1 CITATION Code and Neutron Cross Section Set

CITATION is designed to solve problems involving the finite difference representation of diffusion theory, treating up to three space dimensions with arbitrary group-to-group scattering. $X-Y-Z, \theta-R-Z$, hexagonal-Z and triangonal-z geometrics may be treated. Depletion problems may be solved and fuel mangaged for multi-cycle analysis. The code is designed to effectively use computers in the IBM-360 series.

The cross sections used in CITATION were developed by Kadak (Ref. 5.1-4) following the procedures set forth by Addae (Ref. 5.1-1). The cross sections were updated by Emrich (Ref. 5.2-2). The basic cross section data used is that of Hansen and Roach (Ref. 5.2-3).

For the energy range above 1 ev . the diffusion length of neutrons was considered long enough so that the flux distribution would not be sensitive to the fine structure of the material distribution in the core. The first 13 higher energy group cross sections from Hansen and Roach were used for energies above 1 ev . .

In the energy range below 1 ev. , the diffusion length of neutrons is of the same order at the thickness of the fuel plates and hence, self-shielding would be important. To obtain good cross sections for the fuel below $1 \mathrm{ev.}$, was necessary to account for heterogeneous effects of an individual fuel cell. The procedure that was developed
was to find equivalent homogeneous cross sections in two steps. The first step involved the homogenization of an individual fuel plate, while the second step used the data obtained from the first step to complete the homogenization of the rest of the fuel element. The integral transport theory code THERMOS (Ref. 5.2-4) was used to perform these calculations and to perform whole core radial and axial calculations to obtain core wide thermal cross sections for the fuel. The results of the whole core calculations yielded two sets of thermal cross sections whose energy structure corresponded to the two lowest energy groups contained in a modified 15 group cross section set (2 thermal groups plus 13 epithermal and fast groups). The 15 group space dependent cross sections were then collapsed to three using the EXTERMINATOR-II diffusion theory code (Ref. 5.l-3). Cross sections for the three energy groups shown in Table 5.2-1 were used in the present work.

The beam port and sample assembly void cross sections were calculated by Lukic (Ref. 5.2-5) for the two dimensional model and Emrich for the three-dimensional model. The void effective cross sections were obtained from a diffusion theory model derived by Kennedy (Ref. 5.2-6). Kennedy's model replaces the voids across which neutrons stream without making any collisions by a fictitious pure scattering material.

For control blades, cross sections were obtained by representing the cadmium absorbers by fictitious diffusion
regions having the same net absorption effect as the actual cadmium absorbers. The control blade cross sections in the present work were calculated by Emrich (Ref. 5.2-2).

Up to 80 nuclides were used to represent homogenized elements in various locations. The nuclides were combined to form various compositions at each location. Table 5.2-2 lists the composition numbers, nuclide numbers, and nuclide names used in the three-dimensional computer model.

TABLE 5.2-1
MITR-II Three Group Energy Structure

Fast
Epithermal
Thermal

3 kev. - $\infty$ kev. $.4 \mathrm{ev} .-3 \mathrm{kev}$. $0.00025 \mathrm{ev} .-.4 \mathrm{ev}$.

### 5.2.2 Two-Dimensional Calculation

A two-dimensional $\mathrm{R}-\mathrm{Z}$ mock-up of the reactor core was used for initial flux calculations and reactivity measurements in the present work. Areas investigated using the twodimensional model were beam port length optimization, $\mathrm{D}_{2} \mathrm{O}$ blister tank flux and reactivity effects, and the effect of changing core housing aluminum alloys.. Figure 5.2-1 shows the $\mathrm{R}-\mathrm{Z}$ core model analyzed by CITATION. Figure 5.2-2 shows the group 3, thermal flux, predicted by CITATION for the base case fully loaded core.

The beam port length optimization resulted in the beam ports extending within 4 inches of the centerline of the reactor. The calculations indicated that the closer to the

TABLE 5.2-2
MATERIAL COMPOSITIONG OF THE VARIOUS REGIONS IN THE REACTOR USED IN CITATION CALCULATIONS

| Composition | Nuclide <br> Number | Nuclide <br> Number | Volume Percent |
| :---: | :---: | :---: | :---: |
| 1 | 1 | U-235 | . $91 \%$ |
|  | 2 | U-238 | . $07 \%$ |
|  | 4 | Al | $52.82 \%$ |
|  | 3 | $\mathrm{H}_{2} \mathrm{O}$ | $46.20 \%$ |
| 2 | 32 | Al | 50.00\% |
|  | 33 | $\mathrm{H}_{2} \mathrm{O}$ | 50.00\% |
| 3 | 5 | $\because \mathrm{U}-235$ | . $91 \%$ |
|  | 6 | U-238 | . $07 \%$ |
|  | 8 | Al | 52.82\% |
|  | 7 | $\mathrm{H}_{2} \mathrm{O}$ | 46.20\% |
| 4 | 9 | U-235 | . $91 \%$ |
|  | 10 | U-238 | . 078 |
|  | 11 | A1 | 52.82\% |
|  | 12 | $\mathrm{H}_{2} \mathrm{O}$ | $46.20 \%$ |
| 5 | 15 | U-235 | . 918 |
|  | 16 | U-238 | . $07 \%$ |
|  | 13 | Al | 52.82\% |
|  | 14 | $\mathrm{H}_{2} \mathrm{O}$ | $46.20 \%$ |
| 6 | 17 | U-235 | . $91 \%$ |
|  | 18 | U-238 | . 078 |
|  | 20 | A1 | 52.82\% |
|  | 19 | $\mathrm{H}_{2} \mathrm{O}$ | $46.20 \%$ |
| 7 | 21 | $\mathrm{D}_{2} 0$ | 98.60\% |
|  | 22 | A1 | . $30 \%$ |
|  | 47 | $\mathrm{H}_{2} \mathrm{O}$ | . $50 \%$ |
| 8 | 34 | Pb | 100.00\% |
| 9 | 35 | Al | 85.00\% |
|  | 36 | Cd | 15.00\% |
| 10 | 37 | A]. | 100.00\% |
| 11 | 54 | A1 | 100.00\% |
| 12 | 55 | $\mathrm{D}_{2} \mathrm{O}$ | 100.00\% |

TABLE 5.2-2 (Continued)

Composition
13
26
27
14
$15 \quad 39$

16
17

18
19

20
21
22
23
23

24

25

28
29
30
31

40
Nuclide Number

24
25

41
42
43
44
45
46
47
48
28
29
30
31
--
15
16
13
14

51
52
21
22

Nuclide Name
$\mathrm{U}-235$
$\mathrm{U}-238$
Al
$\mathrm{H}_{2} \mathrm{O}$
$\mathrm{U}-235$
$\mathrm{U}-238$
Al
$\mathrm{H}_{2} \mathrm{O}$
$\mathrm{H}_{\mathrm{A}} \mathrm{Cl}^{\mathrm{O}}$
C
$\mathrm{D}_{2} \mathrm{C}^{0}$
$\mathrm{H}_{2} \mathrm{O}$
$\mathrm{H}_{\mathrm{A}} \mathrm{I}^{\mathrm{O}}$
$\mathrm{H}_{2} \mathrm{O}$
$\mathrm{H}_{2} \mathrm{O}$
$\mathrm{U}-235$
$\mathrm{U}-238$
Al
H 0
$\mathrm{~V} \mathrm{O}_{1} \mathrm{id}$
$\mathrm{U}-235$
$\mathrm{U}-238$
Al
H 0
VOid
$\mathrm{H}_{2} \mathrm{H}^{0}$
$\mathrm{D}_{2}{ }^{0}$
Al
Void

Volume Percent
$.91 \%$
$.07 \%$
52.82\%
$46.20 \%$
.91\% $.07 \%$
$52.82 \%$
$46.20 \%$
50.00\%
50.00\%
100.00\%
50.00\%
$50.00 \%$
100.00\%
94.5 \%
5.5 \%
100.00\%
100.00\%
. 918
. $07 \%$
52.82\%
9.24\%
36.96\%
$.91 \%$
.078
52.82\%
9.24\%
$36.96 \%$
90.00\%
10.00\%
$40.00 \%$
9.00\%
51.00\%

TABLE 5.2-2 (Continued)

Composition
26

27

28

29

30
.
21
22
56
31
21
22

21
22
56
33

34

35
21
22
56
22
56
21
22
56
21
22
56
1 .

$$
56
$$

32
1

5
6
8
-
9
10
11
--
15

Nuclide
Number

16
13

Nuclide Name
$\mathrm{D}_{2} \mathrm{O}$
Al
Void
Al
Void
$\mathrm{D}_{2} \mathrm{O}$
Void


Volume Percent
$63.00 \%$
$5.00 \%$
$32.00 \%$
14.80\%
82.20\%
46.00\%
8.00\%
$46.00 \%$
$30.00 \%$
$10.00 \%$
60.00\%
$52.00 \%$
7.00\%
41.00\%
60.00\%
6.00\%
41.00\%
78.00\%
3.00\%
19.00\%
$.91 \%$
$.07 \%$
52.82\%
$46.20 \%$
$.91 \%$
. 078
$52.82 \%$
$46.20 \%$
$.91 \%$
$52.82 \%$
$46.20 \%$

TABLE 5.2-2 (Continued)

Composition
36

Nuclide Number

$$
24
$$

25
26
--
28
29
30
--
38
17
18

## 20

39

40
$\& 1$

Nuclide Name
$\mathrm{U}-235$
$\mathrm{U}-238$
Al
Void
$\mathrm{U}-235$
$\mathrm{U}-238$
Al
Void

U-235 U-238
Al Void
$\mathrm{U}-235$
$\mathrm{U}-238$
A1
Void
$\mathrm{H}_{\mathrm{A}} \mathrm{H}^{\mathrm{O}}$
Void

Volume Percent
$.91 \%$
.078
$52.82 \%$
46.20\%
.918
$.07 \%$
$52.82 \%$
$46.20 \%$
.918
.07\%
$52.82 \%$
46.20\%
$.91 \%$
.078
52.82\%
$46.20 \%$
$42.00 \%$
58.00\%
100.00\%


FIG. 5.2-2

group 3 flux, 26 fuel elements, blades at 8 inches, fixed cadmium absorber 14 inches from fuel bottom edge
centerline of the core that the beam ports extended the higher the flux they viewed. If the beam ports extended to the centerline of the core there would be no scattering material at the end of the beam port to scatter neutrons out the beam port. As a result, the beam port ends were selected to be 4 inches from the centerline of the core, where 4 inches represented several neutron scattering mean free paths in $\mathrm{D}_{2} \mathrm{O}$.
$\mathrm{D}_{2} \mathrm{O}$ blister tank studies resulted in raising the height of the $\mathrm{D}_{2} \mathrm{O}$ blister tank in order to increase the neutron flux available to the medical therapy room. CITATION predicted a reactivity change for opening the raised shutter of $-0.036 \% \Delta \mathrm{~K} / \mathrm{K}$ or $-46 \mathrm{~m} \beta$. The actual measured reactivity worth of emptying the blister tank was approximately $-70 \mathrm{~m} \beta$. This is actually good agreement considering the large mesh spacing at the blister tank and statistical error induced by determining a small number from the difference of two large numbers.

The change in the core housing alloy was necessitated by core housing fabrication problems as described in Section 3.2.3. The effect of the alloy change was expected to be a $15 \%$ increase in the aluminum absorbtion cross section. The two-dimensional calculation predicted that this change would result in a reactivity decrease of $0.274 \% \Delta K / K$ and would decrease the peak thermal flux at the beam port ends by approximately $0.5 \%$.

The two-dimensional model was useful for modeling effects which were symmetric about the core centerline. For a more detailed analysis, the three-dimensional model was used.

### 5.2.3 Three-Dimensional CITATION Calculation

Initial cores of the MITR-II were mocked-up using a three-dimensional ( $\mathrm{R}, \mathrm{\theta}, \mathrm{Z}$ ) approximation to the hexagonal cylinder shaped core. Only half of the core was mocked-up in these calculations since the MITR-II is approximately symmetric along a line passing through the center of the core and the center of the regulating rod. Using half core symmetry allowed additional mesh points in the $R$ and $Z$ direction up to the limit of the M.I.T. computer core space. Figure 5.2-3 shows a schematic representation of an $R-\theta$ plane used to mock-up the reactor core in CITATION. Figure 5.2-4 shows an example of the core model for $R-Z$ slice through the core at one of the $\theta$ 's. The initial model used by this work was based on the model by Yeung (Ref. 5.2-7).

The CITATION core model divides the active core into 8 sections in the $R$ direction and 11 sections in the $\theta$ direction. The mesh points were set up so that fuel elements in the $A$ and $B$ rings could be changed easily. In the axial direction, the active core is divided into 3 main sections: the upper section in which the fuel is strongly affected by the fixed absorbers and control
FIG. 5.2-3

THREE DIMENSIONAL CITATION MODEL R- $\Theta$ REPRESENTATION OF CORE



THREE DIMENSIONAL CITATION R-Z PLANE THROUGH $0-5$
FIG. 5.2-4
blades, the lower section in which the fuel is adjacent to the heavy water reflector and subjected to thermal flux peaking, and the middle section of the core which is little affected by either the control blades or the heavy water reflector.

While it will be shown in this work that CITATION gives good predictions for neutron flux, power density, and reactivity changes, CITATION predictions for aissolute $K_{\text {eff }}$ missed the actual $K_{\text {eff }}$ by 4 to $5 \% \Delta K / K$. Table 5.2-3 gives the CITATION prediction and measured $\mathrm{K}_{\text {eff }}$ for some early core configurations. The error may have been caused by error in the cross sections with large amounts of $\mathrm{H}_{2} \mathrm{O}$ present in the core and possibly by an error in the effective core diameter used in $R, Z, \theta$ model.

### 5.2.3.1 Power Density

One feature of CITATION is that if a total core power is specified, the code will print out average mesh point specific volume power densities for each mesh point containing fissile material. The values of these average power densities, $P(R, Z, \theta)$, are normalized such that the total integrated power over the core is equal to the specified total power. Using the local power densities from CITATION, fuel plate heat fluxes, channel powers, and fuel plate wall temperatures can be calculated.

The fuel plate heat flux, $(Q / A)_{i}$, generated in the $i^{\text {th }}$ mesh point volume is calculated by multiplying the

TABLE 5.2-3
MEASURED AND PREDICTED Keff FOR CORE I CONFIGURATIONS
Case Citation 3-D Measured Difference

Original base case
26 elements, fixed
at 14", blades at 10" 1.063
First critical case
21 elements, fixed
at 14", blades at l0",
4 waterfilled positions $0.918 \quad 0.998 \quad 0.08$
23 elements, fixed at 12", 3 dummies, blades at $10^{\prime \prime} 0.969$

23 elements, fixed at
10": 3 dummies, blades
at $10^{\prime \prime}$
0.954
0.996
0.042

23 elements, fixed at
10", 3 dummies, blades full in
0.834
0.892
0.058

24 elements, fixed at
12", 2 dummies, blades
at 10" 1.000
24 elements, fixed at 10", 2 dummies, blades at $10^{\prime \prime}$
0.981
1.023
0.042

24 elements, fixed at 10", 2 dummies, blades at $8^{\prime \prime}$
0.959
1.005
0.046
average local power density, $P(R, Z, \theta)$, by the ratio of unit volume of homogenized core heat transfer area in a unit volume of core and by a correction factor that converts the watts $/ \mathrm{cm}^{3}$ obtained from CITATION to BTU/hr-ft ${ }^{3}$.

For fuel elements in the first core of MITR-II the
following holds:

$$
\begin{equation*}
(Q / A)_{i} B T U / h r-f t^{2}=833 \quad P(R, Z, \theta)_{i} \tag{5.2-1}
\end{equation*}
$$

where,

$(Q / A)_{i} \quad$| is the fuel plate heat flux (off one |
| :--- |
| side of the fuel plate) for the $i$ |

mesh point,

$$
\begin{aligned}
P(R, Z, \theta) & i S_{i} \text { the average power density in the } \\
& \text { Eth mesh point in watts } / \mathrm{cm}^{3} .
\end{aligned}
$$

The ratio of the local power density to the core average power density is equal to the product $\mathrm{F}_{\mathrm{r}} \mathrm{F}_{\mathrm{a}}$ where:
$\mathrm{F}_{\mathrm{r}}$ is the radial peaking factor, the ratio of the
power produced in a fuel plate to the power
produced in the average fuel plate,
$F_{a}$ is the axial peaking factor, the ratio of the power density at a local spot on a plate to the average power density in that plate.
The value of $F_{r} F_{a}$ for the $i^{\text {th }}$ mesh point is evaluated as follows:

$$
\begin{equation*}
\left(F_{r} F_{a}\right)_{i}=\frac{P(R, Z, \theta)_{i}}{\sum_{j=1}^{m} \frac{P(R, Z, \theta)_{j} V_{g}(R, Z, \theta)_{j}}{V(R, Z, \theta)_{j}}} \tag{5.2-2}
\end{equation*}
$$

where,
$V(R, z, \theta)_{j}$ is the volume of the $j^{\text {th }}$ mesh point, $m$ is the total number of fueled mesh points.

The denominator of Eq. 5.2-2 which represents the core average power density may also be determined in the following manner:

$$
\begin{align*}
P(R, Z, \theta)_{A V E} & =\sum_{j=1}^{M} \frac{P(R, Z, \theta)_{j} V(R, Z, \theta)_{j}}{V(R, Z,)_{j}} \\
& =\frac{\text { Total Core Power }}{\text { Total Fueled Volume in CITATION Model }} \text { • } \tag{5.2-3}
\end{align*}
$$

Combining Eqs. 5.2-1 and 5.2-3 yields the core average fuel plate heat flux:

$$
\begin{equation*}
(Q / A)_{A V E}^{B T U / h r-f t^{2}=833 \quad P(R, Z, \theta)_{A V E},} \tag{5.2-4}
\end{equation*}
$$

where,
$P(R, Z, \theta)$ is in units of watts $/ \mathrm{cm}^{3}$.
$P C_{k}$, the power deposited in a coolant channel between two fuel plates, can be calculated by assuming that all of the heat from the two fuel plate sides facing a channel is deposited in the channel. The following equation represents the heat deposited in a channel K :

$$
\begin{equation*}
P C_{k}=2 \int_{0}^{L} W Q / A(z) d z \tag{5.2-5}
\end{equation*}
$$

where,
$W$ is the fueled width of the fuel plate,
$Q / A(z)$ is the area heat flux from a fuel plate side as a function of $Z$,

L is the fueled height of the fuel plate.
Note that the factor 2 is required because there
are 2 fuel plate sides per channel. For CITATION results the following equation replaces Eq. 5.2-5:

$$
\begin{equation*}
P C_{k}=2 W \sum_{i=1}^{n}(Q / A)_{i} z_{i} \tag{5.2-6}
\end{equation*}
$$

where,
(Q/A) is the fuel plate area heat flux for constant $R$ and $\theta$ corresponding to the channel of interest,
$z_{i}$ is the height in the $z$ direction of the $i^{\text {th }}$ mesh point,
$n$ is the number of fueled mesh point volumes in the $Z$ direction for a constant $R$ and $\theta$.

The individual value of $F_{r}$ for the $K^{\text {th }}$ channel can be obtained by the following equations:

$$
\begin{align*}
\left(F_{r}\right)_{k} & =\frac{P C_{k}}{2 W(Q / A)_{A V E} \sum_{i=1}^{n} Z_{i}}  \tag{5.2-7}\\
\text { or }\left(F_{r}\right)_{k}= & \frac{\sum_{i=1}^{n}(Q / A)_{i} z_{i}}{(Q / A)_{A V E} \sum_{i=1}^{n} z_{i}} \tag{5.2-8}
\end{align*}
$$

The value of $F_{a}$ for the $i^{\text {th }}$ mesh point in the $K^{\text {th }}$ channel is given by the following equation:

$$
\begin{equation*}
\left(F_{a}\right)_{i k}=\frac{(Q / A)_{i}}{\sum_{i=1}^{n}(Q / A)_{i} Z_{i}} \frac{\sum_{i=1}^{n} z_{i}}{\text { n }} \tag{5.2-9}
\end{equation*}
$$

The fuel plate wall temperature is calculated by using the following general equations:

$$
\begin{align*}
& Q / A(z)=n h\left(T_{W}(z)-T_{f}(z)\right)  \tag{5.2-10}\\
& 2 \int_{0}^{z} W Q / A(z) d z=\operatorname{mC}_{p}\left(T_{f}(z)-T_{O}\right), \tag{5.2-11}
\end{align*}
$$

where,
Q/A(z) is the plate heat flux as a function of $z$, $\boldsymbol{n}$ is the clad fin effectiveness,
$T_{w}(z)$ is the wall temperature as a function of $z$,
$T_{f}(z)$ is the fluid temperature as a function of $z$,
W is the constant fuel plate width,
$m$ is the mass flow rate,
$C_{p}$ is the fluid heat capacity,
$T_{o}$ is the fluid inlet temperature.
Equations 5.2-10 and 5.2-11 can be combined to give:

$$
T_{W}(z)-T_{0}=\frac{Q / A(z)}{n h}+\frac{2 W}{m C_{p}} \int_{0}^{z} Q / A(z) d z
$$

Knowing the values of $n, h, W, m, C_{p}$, and $T_{o}$, the fuel plate wall temperature, $T_{w}(z)$, can be calculated at the mesh point interfaces using the CITATION results by the following equation:

$$
\begin{equation*}
T_{w}\left(Z_{n}\right)-T_{0}=\frac{(Q / A)_{i}}{n h}+\frac{2 W}{m C_{p}} \sum_{i=1}^{n}(Q / A)_{i} Z_{i} \tag{5.2-13}
\end{equation*}
$$

where,
$n$ is the number of mesh points from the bottom of the fueled region,
$Z_{n}$ is the axial height that corresponds to $n$ mesh points from the bottom of the fueled region.

By utilizing Eqs. 5.2-1, 5.2-6, and 5.2-13, the safety limits and limiting conditions for operation as explained and evaluated in Sections 7.2 and 7.3 are obtained using the three-dimensional results of CITATION.

Power density distributions for Core I of the MITR-II were obtained using a three-dimensional CITATION calculation. Core I had solid aluminum dummies in core positions A-1, $B-2$, and $B-8$. The bottom of the fixed absorber was 10 inches from the bottom of the fuel and the shim bank was at 8 inches for these calculations. Figure 5.2-5 shows the axial power distribution for an outside plate in element $\mathrm{C}-8$. CITATION predicts that this will be the hottest fuel plate.

Figure 5.2-6 shows the axial power distribution for a plate next to a solid dummy in A-2. Note the large power spike at the bottom of the element and the power
depression at the top because of the fixed absorber.
Figure 5.2-7 shows the axial power distribution for an interior plate in B-5. B-5 has the highest total element power density of any element in the Core $I$ configuration.

Figures 5.2-8, 5.2-9, and 5.2-10 show power density distributions on respective horizontal planes through the core at $0.53,4.05$, and 13 inches from the bottom of the fuel (Core I CITATION predictions for fuel element powers are shown in Fig. 6.4-1).

### 5.2.3.2 Flux Distributions

CITATION prints out the neutron flux for each of the three energy groups at each mesh point. Figure 5.2-11 shows the predicted thermal neutron flux for a vertical cross section through Core I of the MITR-II. A detail listing of the neutron flux at each mesh point for each energy group is listed in Appendix B.

Comparisons between CITATION flux predictions and copper wire data are found in Section 5.4.

### 5.2.3.3 Sensitivity to Shim Bank Height

The power distribution in the core changes with variations in the shim bank height. Figures 5.2-12 and 5.2-13 illustrate two potential effects of concern from changing the shim bank height. For a plate in the c-ring near the edge of the core, raising the shim bank increases the total power produced by the plate ( $F_{r}$ increases) but decreases the actual power peak itself ( $F_{a}$ decreases).



FIG. 5.2-8

## CITATION RELATIVE POWER DISTRIBUTION FOR HORIZONTAL LAYER 11


contour lines are constant values of $\mathrm{F}_{\mathrm{r}} \mathrm{F}_{\mathrm{a}}$

## FIG. 5.2-9

CITATION RELATIVE POWER DISTRIBUTION FOR HORIZONTAL LAYER 9
(horizontal layer 9 is 4.05 inches from bottom of fuel)

contour lines are constant values of $\mathrm{F}_{\mathrm{r}} \mathrm{F}_{\mathrm{a}}$

CITATION RELATIVE POWER DISTRIBUTION FOR HORIZONTAL LAYER 6
(horizontal layer 6 is 13.0 inches from bottom of fuel)

contour lines are constant values of $\mathrm{F}_{\mathrm{r}} \mathrm{F} \mathrm{a}$
FIG.5.2-II

group 3 flux, Core I loading, blades at 8 inches, fixed cadmium absorbers 10 inches from fuel bottom edge

This effect can be seen in Fig. 5.2-12. For a plate in the A-ring near the center of the core, raising the shim bank decreases the total power produced by the plate ( $F_{r}$ decreases) because more power is bein produced by C-ring elements. If, however, the element in the center of the core has a power peak at a $z$ position above the bottom edge of the core, as is the case with the initially designed ICSA, then the axial peak will occur at a higher position on the plate as the shim bank is raised. This effect can be seen on Fig. 5.2-13.

Chapter 7 covers safety limits and operating limits for the MITR-II. It is shown in Chapter 7 that the safety limit is proportional to the total power produced on a plate. The greater the power produced on a plate, the closer the approach to the safety limit. If a factor, SLF, represents the safety limit, then the higher the value of the SLF is, the closer one is to the safety limit. It is also shown in Chapter 7 that the limiting condition for operation is proportional to the peak power generated and its axial location. If an equation, OLE, represents the limiting condition for operation, then the higher the value of the OLE is, the higher one is to the limiting condition for operation. The SLF and OLE are defined and evaluated in Chapter 7. Table 5.2-4 shows that for an element in the c-ring, raising the shim bank increases the value of the SLF and decreases the value of the OLE (compare case 3 and 5). The same table also shows that for an element in the A-ring with its peak above the bottom edge, raising



TABLE 5.2-4
EFFECT OF ICSA AND BLADE HEIGHT ON INITIAL CORE FACTOR EVALUATION ESTIMATES

| Case | Core Configuration | Channel <br> Location | SLF* | OLE* |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 23 elements, 3 dummies, blades at $10^{\prime \prime}$. ICSA. | A-2 next to ICSA | 2.74 | 4.05 |
| 2 | 24 elements, 2 dummies, blades at 10". ICSA | A-2 next to ICSA | 2.68 | 3.92 |
| 3 | 24 elements, 2 dummies, blades at $10^{\prime \prime}$. ICSA | C-8 next to outer edge | 2.41 | 3.63 |
| 4 | 24 elements, 2 dummies, blades at $8^{\prime \prime}$, ICSA | A-2 next to ICSA | 2.78 | 3.77 |
| 5 | 24 elements, 2 dummies, blades at $8^{\prime \prime}$. ICSA | C-8 next to outer edge | 2.21 | 3.80 |

* These factors are derived and explained in Chapter 7.
the shim bank decreases the value of the SLF and increases the value of the OLE (compare cases 2 and 4). For an A-ring element which only has its peak at the bottom, raising the shim bank would decrease the total power produced by the plate and decrease the power at the peak. For this case, raising the shim bank decreases the value of the SLF and can either increase or decrease the value of the OLE depending upon the new axial distribution in the plate.

This shift with blade height will not be a problem for Core $I$ because there is adequate margin in the safety limit for elements in the $C$-ring and adequate margin in the A-ring for the limiting condition for operation with the ICSA removed.
5.2.3.4 Sensitivity to the Number of Solid Dummies

For Core I, CITATION power density data can be used to show that the fewer the number of solid dummies, the more slightly favorable the core in terms of the safety limit and limiting condition for operation. Comparing cases 1 and 2 on Table 5.2-4 confirms this conclusion. This trend occurs because the core power is being averaged over more elements and there is more heat transfer area available. There is a limit as to how many solid dummies could be replaced by fuel elements (neglecting the additional problem of shutdown reactivity margin) before this trend would reverse because lowering the shim bank to compensate for the reactivity addition of the fuel element
would begin to cause excessive peaking in the lower core.

### 5.2.3.5 Sensitivity to the Incore Sample Assembly (ICSA)

Figure 5.2-13 shows the axial power distribution
in the fuel plate next to the ICSA as predicted by CITATION. Insertion of the originally designed ICSA into the A-ring causes excessive power peaking in surrounding elements. As is discussed in Chapter 7, the unacceptable power peaking caused by the ICSA as predicted by CITATION and confirmed by the experimental measurements resulted in the originally designed ICSA being removed for core $I$ of the MITR-II.

### 5.3 Experimental Measurement of Power Density

The power distribution in the MITR-II core was experimentally measured by gamma scanning of removable fuel plates in an MITR-II fuel element and is described in this section. Before operation above 1 KW was permitted, low power testing was required in order to determine initial power peaking and to measure the relative core power distribution of the cold and unpoisoned Core I of the MITR-II.

### 5.3.1 General Description of Gamma Scanning

The gamma scanner design was initially developed by
Donald Labbe, Gamma Scanner for MITR-II Fuel Plates
(Ref. 5.3-1). Some modification and initial construction
was performed by Steven Grill, Construction of the Gamma Scanner for MITR-II Fuel Plates (Ref. 5.3-2).

The fission product density in a fuel element is directly proportional to the power density history of the fuel element. The purpose of the gamma scanner is to measure the fission product gamma rays emitted from a specific volume of a fuel plate while shielding out the gamma rays from the remainder of the fuel plate. Comparison of the count rates from different volumes of the fuel plate will show the relative power distribution. Appropriate corrections must be made for background, backscatter radiation, decay times, edge effects and previous irradiation history of the fuel plate. A fuel element was constructed with removable plates so that it could be irradiated in various locations throughout the core and then removed and scanned after each irradiation. From the scanning data, relative core power maps were developed for the first core loading.

### 5.3.2 Scanner Apparatus

The gamma scanner apparatus consists of a lathe table, collimator, lead shielding, electronics, removable plate element, and transfer cask.

### 5.3.2.1 Removable Plate Element

A special fuel element was constructed for use in the gamma scanning experiment. The element was constructed by Gulf United Nuclear Fuels and was labeled 4M41. The element is shown in Fig. 5.3-1 and is identical with a

## FIG. 5.3-I


standard fuel element except that five fuel plates and one end nozzle are removable.

The removable plates were not swaged into the element as were the remaining ten plates. The five plates were free to slide out of the element when the removable end nozzle was unscrewed. The removable plate element was only loaded in core for low power testing with the main coolant pumps off because of the element's decreased structural integrity caused by the loose plates. The element was constructed to tight tolerances in order to simulate channel dimensions in a standard element. Alcohol was required to lubricate any plate to be removed in order to prevent galling of the aluminum.

Each of the removable plates was radiographed in order to determine the fuel density distribution in each fuel plate. Fuel densities are measured by making densitometer readings on the radiographs. Densitometer maps for each of the five removable plates are shown in Figs. 5.3-2 through 5.3-6. Lower densitometer readings indicate high fuel concentrations. Densitometer values for nominal fuel density vary because of radiograph development techniques and must be normalized against a standard for each radiograph.

$F \left\lvert\, G \cdot 5 \cdot 3-2 \begin{aligned} & \text { DENSITOMETER MAP OF PLATE } 1 \text { IN REMOVABLE } \\ & \text { PLATE ELEMENT }\end{aligned}\right.$



FIG.5.3-3
DENSITOMETER MAP OF PLATE 4 IN REMOVABLE PLATE ELEMENT

$F \left\lvert\, G \cdot 5 \cdot 3-4 \begin{aligned} & \text { densitometer map of plate } 8 \text { in REMOVABLE } \\ & \text { pLATE ELEMENT }\end{aligned}\right.$

$F 10.5 .3-5 \begin{aligned} & \text { densitometer MAP OF plate } 10 \text { in REMOVABLE } \\ & \text { PLATE ELEMENT }\end{aligned}$

5.3.2.2 Collimator and Shielding

The collimator designed by Labbe (Ref. 5.3-1) and constructed by Grill (Ref. 5.3-2) is shown in Fig. 5.3-7. The collimator was designed to maximize the count rate from a one-sixteenth square inch area of fuel plate while minimizing the effect of collimator leakage, background, and backscatter radiation. Because of longitudinal variations in the fuel plate power density were expected to be much greater than transverse variations, a rectangular slot collimator was developed. Care was taken during assembly of the collimator section to avoid shielding weaknesses and gamma streaming.

The complete collimator and shielding arrangement is shown in Fig. 5.3-8. Lead shielding was positioned completely around the tunnel where the fuel plate would be located in order to limit backscattered radiation from reaching the detector and to shield the experimenters. The fuel plate was movable in the tunnel so that any point on the plate could be placed under the collimator. Parts of the shielding were machined to allow proper overlapping of shielding, to allow free motion of the fuel plate, and to allow shielding to fit in several tight positions.

A removable section of the collimator was constructed to allow repeatable positioning of a standard source used to check electronics drift. The location of the removable section is shown in Fig. 5.3-8.

FIG.5.3-7
GAMMA SCANNER COLLIMATOR DIMENSIONS



GAMMA SCANNER

A second collimator was installed in the gamma scanning apparatus for measuring activated copper wires. Details of this second collimator and copper wire counting are described in Section 5.4.

### 5.3.2.3 Electronics

A block diagram of the electronics used in gamma scanning fuel plates is shown in Fig. 5.3-9. The NaI (Th) crystal, phototube, and preamplifier were positioned above the collimator. After initial alignment and testing of the counting setup, the detector was wedged into a fixed position and remained in the same position for all scans.

### 5.3.2.4 Plate Movement

The movement of individual fuel plates under the collimator section must be accurately determined. Positions must be repeatably obtained within the desired experimental accuracy. A precision lathe table was used to accomplish these goals.

A long steel plate, 0.250 inch thick and 3.0 inches wide, was secured to the lathe table. A slot on the plate was machined for accurate and repeatable positioning of fuel plates. The steel plate with the fuel plate riding piggy-back could be moved transversely and longitudinally in the tunnel uncer the collimator shielding. Indicators attached to the lathe table gave the transverse (Y-axis) and longitudinal (X-axis) position of the steel plate.

The zero positions for the indicators were determined by sighting through the collimator to an end position on the machined slot on steel plate. The repeatability of steel plate positions was verified by using dial indicators. The transverse and longitudinal dimensions were repeatable in all cases to within $1 / 32$ of an inch ( $\pm 0.08 \mathrm{~cm}$.$) .$

### 5.3.3 Scanning Procedure

Fuel plate gamma scanning was performed as part of MITR-II Startup Procedure 5.9.1. A separate procedure was developed for handing of the removable plate element. Details of these two procedures are given in Appendix A. The development of scanning techniques is described in the following sections.

### 5.3.3.1 Initial Tests

No fuel plate scans were performed by Labbe (Ref. 5.3-1) or Grill (Ref. 5.3-2) to verify the initial design and construction of the scanner apparatus because of delays in the MITR-II construction schedule. Both Labbe and Grill tested the detection system with a variety of standard gamma sources in order to determine the detector resolution and the electronics drift. The NaI crystal resolution was found to be acceptable and electronics drift which would result in changing the low energy gamma ray cutoff was found to be acceptable provided that the detection system was allowed to warm up for several days.

Labbe scanned some irradiated foils in order to verify the repeatability of the plate positioning apparatus.

### 5.3.3.2 Preparations for Scanning

Preparations for scanning included final testing and modification of the gamma scanner apparatus and development and testing of scanning procedures. The basic components of the scanner had been assembled well in advance of the actual experiment.

After the electronics were warmed up for several days, a final check was performed on the detector resolution and the discriminator settings were determined. The baseline discriminator setting was chosen so that fission product gamma rays with energies greater than approximately 0.35 Mev would be detected. A standard $I^{131}$ source provided a means to set the low energy cutoff and check for any electronics drift. Differential counts for a 0.2 volt window and $I^{131}$ source versus discriminator voltage for the scanner detector system are shown in Fig. 5.3-10. For the scanning experiment, the discriminator was set at 0.5 volts, this setting corresponded to a position on the lower energy side of the 0.3645 Mev iodine peak. A point was chosen on the slope of the peak, rather than the peak itself, so that the direction of the electronics drift could be determined. Normal scanning took place with counting in the integral mode, i.e., all detected gammas above the cutoff energy would be counted. Placing an $I^{131}$
source in a repeatable position and no fuel plate in the scanner, differential counts were taken using the same baseline cutoff and a small voltage window. Thus by looking at a small energy band on the slope of the iodine peak, the drift of the energy cutoff up or down could be indicated by respective increases or decreases in the standard source counts.

A uranium foil counter was set up near the gamma scanner apparatus. A block diagram of the foil counter detection system is shown in Fig. 5.3-9. This setup was needed to count uranium foils which would be irradiated in a reactor pneumatic irradiation facility at the same time the removable plate element was irradiated. The foils would be counted simultaneously with the fuel plates, resulting in data which indicated the fission product decay rate. The uranjum foil counter was checked with standard sources and the baseline discriminator setting was also determined using an $I^{131}$ standard source. Differential counts for a 0.2 volt window and $I^{131}$ source versus discriminator voltage for the foil detector system are shown in Fig. 5.3-10.

Some modification of the scanner apparatus was necessary to allow free movement of the lathe table and attached steel plate. Labbe (Ref. 5.3-1) had suggested a series of points to be scanned on the fuel plates, but limitations in the transverse movement of the fuel plate
FIG. 5.3-9

PLATE SCANNING ELIECTRONICS BLOCK DIAGRAM
(A) gamma scanning electronics

(B) uranium foil counting electronics


in the shielding tunnel made it impossible to scan some of his suggested points for backscattering corrections. The shielding tunnel had to be shortened to obtain additional longitudinal freedom to fully scan the fuel plates. Indicators were also added to the lathe table to allow accurate measurement of fuel plate positions.

A transfer and handling procedure for the removable plate element was developed. The procedure is given in Appendix A. A steel cask was used to transfer the irradiated fuel element from the reactor floor to the counting location. Once at the counting location, the element was transferred from the steel cask to a lead cave. The cave was open on both ends to allow easy disassembly of the element and removal of fuel plates. The cave was oriented in the counting location to minimize backscattered radiation from reaching the scanner detector. All scans were done with all parts of the removable plate element in the cave except the single plate in the process of being scanned. A sketch of the transfer cask and lead Cave is shown in Fig. 5.3-11.

A dry run was carried out using the unirradiated removable plate element. This was done to insure that the actual scanning with hot fuel plates, would be accomplished smoothly and witi a minimum of personnel exposure. The fuel plates were scanned to determine background measurements but no counts above normal background (no

shadow shielding

plates in the scanner) were found. The geometric efficiency of the scanner was too low to see the natural activity of the uranium in the fuel plates. A standard source ( $\mathrm{Na}^{22}$ ) was then scanned to verify that all components were working.

The procedure used for gamma scanning was Startup Procedure 5.9.1 (a copy is included in Appendix A). Because of uncertainty in the reactor power level and projected fuel plate activation levels, an initial fuel plate activation was required to determine the power level and irradiation and decay times required to give good statistics for scanning measurements. A thirty minute irradiation was performed at a power of approximately 100 watts nominal (best estimate based on later calibrations is that this corresponded to approximately 10 to 20 watts). This irradiation yielded peak count rates around 4000 counts per minute. Because of the desire to have peak count rates greater than 10,00 counts per minute in order to have greater than $1 \%$ accuracy, the irradiation time was increased to one hour, the power level was increased by a factor of two, and the decay time (approximately 2 hours) was held constant for the remaining fuel plate irradiations. This resulted in an increase in the activation level and count rate by a factor of four.

The position of the fuel meat inside the fuel plate was determined using fuel plate radiographs supplied by

Gulf United Nuclear Fuels. The distance from the fuel plate end to the fuel plate meat could be directly measured since the radiographs were full size. The relationship between the fuel plate end and collimator position was previously determined by sighting through the collimator and was related using the lathe table indicators. Thus a correlation between the collimator position and the fuel position was determined for each of the five removable plate.

The fuel plates were scanned in the trial irradiation using the points suggested by Labbe (Ref. 5.3-3). This scanning program (114 points scanned per plate) took an excessive length of time and would result in low activities in the last plates scanned. The major problem was the numerous transverse scan points across the fuel element. The power distribution changes of greatest interest were in the longitudinal direction and thus the scanning points were changed to increase the longitudinal point scans and decrease the transverse scans. Sufficient transverse scan points were retained to indicate trunsverse trends and unexpected power peaking. Once a scanning program was outlined, all scans had to conform to that program because of limitations on decay corrections and inter-plate comparisons in the computer analysis. Sixty-six scanning points were chosen and are shown in Fig. 5.3-12. Data sheets developed for recording scanning data are shown in Appendix F.

## FIG.5.3-I2

SCANNING POINT LOCATIONS FOR CORE I


### 5.3.3.3 Irradiation and Counting

The removable plate element was irradiated fourteen times in various core positions. The element would be irradiated for one hour at 200 nominal watts (later best estimates indicate that this was approximately 20 to 50 watts), then the reactor would be shut down. During the irradiation, two foils, a uranium foil and a cobalt foil, would be irradiated in a repeatable position in a reactor pneumatic irradiation facility (lPH2). After cooling incore for approximately one and one half hours, the removable plate element would be removed to the lead cave in the counting location (see procedure in Appendix A): Plates would be removed from the element one at a time and scanned. The uranium foil from the pneumatic facility would be counted simultaneously on the foil counter (l minute counts) and the cobalt foil was removed to storage for later counting. Plate scanning would usually commence two hours after the irradiation was completed.

Background counts and standard source checks would be made prior to commencing each element scan (Note: no detector drift was detected). With a fuel plate inserted in the scanner, one minute counts would be taken at each of sixty-six locations. The sixty-six positions were aligned in a rectangular array with three points across the plate in the transverse direction for each of twenty-two longitudinal postions. The sixty-six positions are shown in

Fig. 5.3-12. Gamma scans were always performed on the same five plates and usually in the same order. Upon completion of scanning the five plates for an irradiation, the plates would be stored in the transfer cask and transferred inside the reactor containment. The element would be allowed to cool until shortly before the next irradiation when it would be cleaned, reassembled, and refueled back into the next reactor core position.

Table 5.3-1 lists the core positions and removable plate element orientations for each of the fourteen irradiations. Figure $5.3-13$ shows the incore location for each of the irradiation positions. Irradiations were performed with a few variables in the configuration. These variables were dummy element location, incore sample assembly location, and shim bank height. Table 5.3-1 lists the status of these variables when they affect an irradiation. Sufficient core positions were measured to be able to predict the power distribution in every core position by utilizing core symmetry. Raw data for the element scan is filed with Startup Procedure 5.9.1 in the MITR Headquarters file. Samples of the raw data are found in Appendix $F$.

### 5.3.3.4 Cobalt Irradiations

A 0.250 inci diameter jy 0.003 inch thick cobalt
foil was irradiated in pneumatic facility $1 P H 2$ during each removable plate element irradiation. The cobalt

TABLE 5.3-1
POSITION OF REMOVABLE PLATE ELEMENT DURING CORE I IRRADIATIONS

| Irradiation \# | Core Position | Element Orientation |
| :---: | :---: | :---: |
| 1 | C-9 | Plate 1 next to core housing |
| 2 | A-2* | Plate 1 next to ICSA in A-1 |
| 3 | C-5 | Plate 1 next to core housing |
| 4 | B-4 | Plate 1 next to radial spider |
| 5 | A-2 ${ }^{+}$ | Plate 1 next to solid dummy in A-1 |
| 6 | C-8 | Plate 1 next to core housing |
| 7 | B-5 | Plate 1 toward outer boundary of core |
| 8 | C-10 | Plate 1 next to core housing |
| 9 | C-8** | Plate 1 next to core housing |
| 10 | B-9 | Plate 1 next to hexagonal spider and solid dummy in $\mathrm{A}-1$ |
| 11 | C-14 | Plate 1 next to core housing |
| 12 | C-13 | Plate 1 next to core housing |
| 13 | B-3 | Plate 1 next to hexagonal spider |
| 14 | C-8*** | Reference removable plate (plate 1 in removable plate element) is the l5th plate in element away from core |
| $\begin{array}{ll} + & \text { Solid } \\ \text { ** } & \text { Irradj } \\ & \text { solid } \\ & \text { for ot } \end{array}$ | Incore Sample Assemble next to A-2 | housing |
|  | rmed with fuel ele at blade height wa tions) | in C-13 removed and replaced with a 8.90 inches (blade height at 7.65 |
| *** Elemen | $80^{\circ}$ from position | rradiation \#6 |

FIG. 5.3-13

## REMOVABLE PLATE ELEMENT IRRADIATION POSITIONS



-     -         - plate 1 position
$\int$ solid dummy element
solid dummy element except for Irr. 2 when an ICSA was in this position

Blade height was 7.65 inches except for Irr. 9 when blade height was 8.9 inches.
foils were always positioned in the same manner in the polyethylene sample holder to achieve a repeatable geometry. The polyethylene sample holder, which is usually referred to as a rabit, has interior cylindrical dimensions of 1 inch in diameter by $23 / 8$ inches in lenth. A hollow polyethylene cyliner (3/4 inch outside diameter by 2 inches long) was inserted into the rabit with a cobalt foil taped (with mylar tape) on one end and a uranium foil taped on the other end. Both foils were heat sealed into small polyethylene bags and the rabit was always inserted into 1PH2 so that the cobalt foil was closer to the send-receive station than the uranium foil. The cobalt foils were used to standardize power level to one irradiation. Variations between irradiations occurred because of differences in rates of achieving desired power level and small fluctuations at the desired power level because of nuclear instrument inaccuracy at low power levels.

The cobalt foils were thoroughly cleaned to eliminate contamination from affecting the count rates. The foils were counted for one hour in a counting setup for which a block diagram is shown in Fig. 5.3-14. Discriminator settings were adjusted so that gamma rays with energies of the two co ${ }^{60}$ peaks would be counted. Raw counts were corrected for background, foil mass, and cobalt decay to counting time. Table 5.3-2 gives counting data for cobalt foils used during removable plate element irradiations.

$$
\text { FIG. } 5.3-14
$$

COBALT FOIL COUNTING ELECTRONICS BLOCK DIAGRAM


TABLE 5.3-2
CORE I REMOVABLE PLATE IRRADIATION COBALT FOIL DATA

| Irradiation \# | Raw Counts |
| :---: | :---: |
| 1 | 27017 |
| 2 | 27199 |
| 3 | 27191 |
| 4 | 27125 |
| 5 | 28723 |
| 6 | 27206 |
| 7 | 26904 |
| 8 | 27513 |
| 9 | 26545 |
| 10 | 28008 |
| 11 | 27742 |
| 12 | 27710 |
| 13 | 27121 |
| 14 | 28086 |

Corrected for
Background
13696
13278
13270
13204
14802
13285
12983
13592
12624
14087
13821
13789
13200
14165

Corrected for Mass and Background

12854
13278
13037
12588
13409
13081
12392
12998
12338
12792
12812
12949
13156
13196

12412
Total Counts
Corrected for
Decay, Mass, and Background

12924
13327
13089
12635
13454
13043

13016
12352
12803
12822
12954
13157
13196

Total corrected counts for the $\mathrm{K}^{\text {th }}$ irradiation $=\operatorname{COB}(\mathrm{K})$

### 5.3.4 Data Analysis

Gamma scanning the removable plate element yielded raw counts for various longitudinal and transverse positions on fuel plates. The decay time from each irradiation was also recorded for each individual count. Sample data sheets used to compile and transcribe approximately 500 pages of raw data are shonw in Appendix F. From this large amount of data, power distributions were predicted.

### 5.3.4.1 Computer Code GAMSCAN

Computer code GAMSCAN is used to calculate the corrections to the raw fuel plate counting data for fission product decay, effects of previous irradiations, and background activity. This yields corrected counts for input to computer code COREFAC. Appendix C contains a listing of GAMSCAN.

### 5.3.4.1.1 General Description

The initial version of GAMSCAN was written by Labbe and is described in Gamma Scanner for MITR-II Fuel Plates (Ref. 5.3-1). Gamma scanning irradiated fuel plates yields raw counts of fission product decay in the given plate. The fission product decay rate depends upon the duration and power level of the irradiation period and upon the history of previous irradiations. By correcting the raw data to determine a fission product decay rate for each point two hours after an irradiation as a result
of only that irradiation, the correct fission product decay rates can be correlated to the power distribution. Because of the difficulty of performing decay corrections by hand, GAMSCAN was written to perform the calculations.

The initial version of GAMSCAN was divided into two parts. The first part performed the appropriate decay and background corrections and the second part corrected for edge and area averaging effects. The front (and main) part of the code was improved and debugged and used for correcting the raw data. The second part has been discarded because it did not properly correct for edge and area averaging effects. These latter effects were corrected by a hand calculation for fuel plates of interest.

GAMSCAN was written in Fortran IV computer language and was run on the IBM System 360 at the MIT Computation Center. The code was expanded in size from its original version in order to evaluate all of the data input.

### 5.3.4.1.2 Decay Corrections and Input Requirements

GAMSCAN utilizes an experimentally determined fission product decay curve derived from $U^{235}$ foil irradiations in the MITR-I. Fission product activity versus time for a ten minute irradiation at approximately 100 watts is shown in Fig. 5.3-15. Activity two hours after the ten minute irradiation is set equal to one and all other activities are measured relative to the two hour activity. The fraction of the activity at a given time relative to a two hour
FIG. 5.3-15

decay can be read off Fig. 5.3-15. By dividing the curve shown in Fig. 5.3-15 into linear approximations for small time segments, a fission product decay equation is used by GAMSCAN.

The decay curves of fission products gamma rays for irradiations greater than ten minutes were determined by relating a longer irradiation to a series of ten minute irradiations. For example, the count rate at two hours from the completion of a sixty minute irradiation is the sum of the cen minute irradiation count rates at the following six decay times:

1) 2.833 hours,
2) 2.667 hours,
3) 2.500 hours,
4) 2.333 hours,
5) 2.167 hours,
6) 2.000 hours.

Because of low powers, depletion and poisoning effects are small, the method of using ten minute intervals to determine decay curves for longer intervals is valid. The advantage of using ten minute intervals is two-fold. First, irradiations of different lengths can be handled by the code. Second, fluctuations in power only have to be averaged over ten minute intervals rather than obtaining an average power for the complete irradiation. Note that for an irradiation time of greater than ten minutes the actual reference time will be somewhat greater than two hours from the first ten minute interval. However, the reference time is identical for each irradiation of the
same time length and for future discussion, this reference time is referred to as the two hour reference time.

Raw counts are normalized to the two hour reference time by dividing the raw count by the fraction of activity relative to the two hour reference activity at the time the raw count was taken. The power level of the irradiation for each of the ten minute segments is normalized to a reference power for all irradiations. For a given irradiation period divided into $N$ ten minute intervals, the decay corrected counts would be:

$$
\begin{equation*}
C C_{R}=\left(C_{R}-B-C C_{R-1}\right) \sum_{i=1}^{N} \frac{P_{i}}{A f_{i}} \tag{5.3-1}
\end{equation*}
$$

where,
$C C_{R}$ is the count corrected for decay for the $R^{\text {th }}$
$C_{R}$ is the raw count for the $R^{\text {th }}$ irradiation,
$B_{R}$ is the background count for the $R^{\text {th }}$ irradiation,
$C_{R-1}$ is the count from all irradiations previous to irradiation R,
$P_{i}$ is the power level of the $i^{\text {th }}$ ten minute interval,
A is the reference power level.
$f_{i}$ is the fraction of activity present at time $t_{i}$,
$t_{i}$ is the decay time from the $i^{\text {th }}$ irradiation interval to the middle of the counting period,

N is the number of ten minute irradiation intervals.
The method of obtaining corrections for background and backscatter counts is found in Section 5.3.4.4. The activity
of previous irradiations must be subtracted from the raw counts before the decay correction can be made. The decay time of previous irradiations is the sum of the time between irradiations and the decay time from the last irradiation. The activity due to previous irradiations can be calculated as follows:

$$
C_{R-1}=\sum_{K=1}^{R-1}\left(\text { Counts }_{K}-B_{K}\right) \sum_{i=1}^{N_{K}} \frac{P_{k i}}{A} f_{R-K}, i \text {, (5.3-2) }
$$

where,
$C_{R-1}$ is the activity due to all irradiations
previous to irradiation $R$,
Counts ${ }_{K}$ is the counts of the $K^{\text {th }}$ irradiation,
$B_{K}$ is the background for the $K^{\text {th }}$ irradiation,
$P_{K i}$ is the power level of the $i^{\text {th }}$ interval of the $K^{\text {th }}$ irradiation,

A is the reference power level,
$f_{R-K}{ }^{i} \quad \begin{aligned} & \text { is fraction of activity present from the } i^{\text {th }} \\ & \text { interval of the } K\end{aligned}$ interval of the $K$ irradiation at
of count after the $R$ irradiation,
$R$ is the number of the last irradiation,
$N_{K}$ i.s the number of then minute irradiation intervals in the $\mathrm{K}^{\text {th }}$ irradiation.

Required input to GAMSCAN is listed as follows:
NO is the number of times the fuel plates are irradiated,

NZG is the number of fuel plates irradiated,
MZS is the number of points counted per plate,
A is the reference power level,
MP (K) is the numper of points to be counted per plate for the $K$ irradiation,

LI(K) is the number of ten minute irradiation intervals for the $\mathrm{K}^{\text {th }}$ irradiation,
$D T(K)$ is the time between irradiations in minutes, e.g., PT(3) is the time between the starts of irradiation 2 and 3,
$P(K, I)$ is the power level ${ }^{\prime}$ of the $I^{\text {th }}$ ten minute interval of the $K$ irradiation,
$X X(I)$ are the $x$ and $y$ coordinates of the $I^{\text {th }}$ $Y Y(I)$ point on the plate,
$B(K)$ is the input background count for a plate in the $\mathrm{K}^{\text {th }}$ irradiation,
$T(K, J)$ is the time in minutes between the start of the $k$ irradiation and the middle of the counting of the $J$ point,
$C(K, J)$ is the $\operatorname{th}_{h}$ counts/minute recorded at point $J$ for the K irradiation.

For the present GAMSCAN code, the following restrictions exist:

1) The number of irradiations (NO) cannot exceed 14 ,
2) The number of points scanned (MZS, MP (K)) cannot exceed 67 and must be the same points for all irradiations and inputed in the same order,
3) The number of plates counted (NZG) cannot exceed 5,
4) The number of ten minute irradiation intervals cannot exceed 7,
5) $X X(I)$ is the distance in the longitudinal direction from the lower left corner of the fuel plate meat to the center of the point being scanned,
6) $Y Y(I)$ is the distance in the transverse direction from the left edge of the fuel meat.

GAMSCAN yields corrected counts for input to COREFAC. These corrected counts correspond to the expected count rate at a point on a fresh fuel plate that would exist two hours after an irradiation at a reference power. Sample input and
output data can be found in Appendix $F$.

### 5.3.4.1.3 Code Limitations

The initial version of GAMSCAN was streamlined to eliminate area averaging and edge correction routines which were not successful. The final code merely corrected the raw counting data for fission product decay, background, and backscatter. The number of irradiations and points scanned is limited by the allowable computer core space. The accuracy of the output is limited by counting statistics and background corrections.

Raw counts on the fuel plates were on the order of 10,000 counts per minute which would give a statistical accuracy of approximately 1\%. Because some counts were taken a considerable time after the irradiation, the raw counts would be multiplied by a factor as much as 8 in order to yield normalized two hour counts. Because of this potential for multiplication of error, there is considerable importance in making sure that the decay and background corrections are accurate and minimizing statistical inaccuracy by maximizing the count rate.

The limiting factor on count rate was the allowable personnel radiation exposure during removable plate element handling. Table 5.3-3 gives radiation dose levels for a typical irradiation of tine removable plate element. Because the removable plate element had to be disassembled and reassembled manually a total of at least fourteen times for

## TABLE 5.3-3

RADIATION SURVEY RESULTS OF TRANSFER OF REMOVABLE PLATE ELEMENT FOLLOWING A 1 HOUR IRRADIATION AT 200

NOMINAL WATTS AND A 70 MINUTE DECAY

## Survey Results

A. Transfer Erom Core (unshielded) to Gun Barrel - Reactor Floor

1. $300 \mathrm{mR} / \mathrm{hr}$ at 1 meter
2. $\quad 15 \mathrm{mR} / \mathrm{hr}$ at 4 meters
3. $300 \mathrm{mR} / \mathrm{hr}$ - Surface - Gun Barrel
4. $500 \mathrm{mR} / \mathrm{hr}$ - Top Gun Barrel (unshielded)
B. Transfer from Gun Barrel to Pb Cave (in hotshop)
5. Outside Pb Cave $10-15 \mathrm{mR} / \mathrm{hr}$
6. 1 Fuel Plate Removed
a. $50 \mathrm{Rad} / \mathrm{hr}$ - contact, hot end
b. $20 \mathrm{mR} / \mathrm{hr}$ at 3 feet - partially shielded
7. Radiation Dose Rates of Worker Disassembling Fuel Plate (partially shielded - cold end exposed)
a. Hands $100 \mathrm{mR} / \mathrm{hr} \gamma, 700 \mathrm{mRad} / \mathrm{hr}$ Beta and Gamma b. Body $\quad 50 \mathrm{mR} / \mathrm{hr}$
C. Estimated Beta and Gamma Exposure to Hands for each Assembly and Disassembly (approximately one each day) and based on a Total Exposure Time of 10 Minutes:
8. Gamma dose rate $=100 \mathrm{mR} / \mathrm{hr}=20 \mathrm{mR}$
9. Beta and Gamma dose rate $=700 \mathrm{mRad} / \mathrm{hr}=100 \mathrm{mRad}$

Core $I$, the activity from a one hour irradiation at 200 nominal watts was taken to be the upper limit.

As stated in Section 5.3.4.1.2, the decay curve for fission products was derived by combining an experimentally determined tem minute irradiation decay curve into a series of ten minute irradiations to determine the decay curve for a long irradiation. All irradiations used to determine the power distribution were sixty minutes long. Figure 5.3-16 shows the decay curve which GAMSCAN predicts would occur from a sixty minute irradiation of a plate with no previous irradiation history. A uranium foil (10\% $\mathrm{U}^{235}$ by weight in aluminum) was irradiated in a pneumatic facility and subjected to the same irradiation history as the removable plate element. As can be seen by Fig. 5.3-16, the measured decay rate of the foil agrees well with the GAMSCAN decay rate. Foil data for irradiation 2 is plotted on Fig. 5.3-16 because there was a four day decay between irradiation 2 and irradiation 1 , thus approximating a foil with no previous irradiations. Also, in case of irradiation l, sufficient shielding had not been placed around the foil counter to shield against background radiation in the room which changed with time because of decay of the removable plate element. In order to verify the accuracy of the corrections for background and previous irradtations, several fuel plates were rescanned a second time after the completion of initial scans. Figure 5.3-17 shows the difference between predicted


## FIG. 5.3-17


and actual decay evaluations for a plate that had cooled twenty-four hours. The difference is less than 100 counts which is less than a seven percent error in the background and previous irradiation correction. Since the background and previous irradiation correction is about five to ten percent of the raw counts taken immediately after an irradiation, the error in correcting the raw counts is less than one percent which compares favorably with counting uncertainty.

The greatest accuracy in the decay correction occurs when the counts are made two to seven hours after the irradiation when the log of decay versus time is somewhat linear. For a second count which was taken approximately seven hours after the first count to test the previous irradiation and background correction, the error in the correction resulted in an error in the corrected counts of approximately 2-3\%. For this case, the log of the decay versus time was non-linear. For all of the irradiations performed in measuring the power distribution, the second irradiation occurred more than eighteen hours after the first so that the correction error should be small.

### 5.3.4.2 Computer code COREFAC

Computer code COREFAC is used to calculate both plate and core wide distribution factors from data from GAMSCAN. Appendix $D$ contains a listing of COREFAC.

### 5.3.4.2.1 General Description

COREFAC was developed to handle the large amount of data output from GAMSCAN in order to determine $F_{r}$, the radial peaking factor, and $F_{a}$, the axial peaking factor. Corrected counts for each of the 66 points for each of the five plates for each of the fourteen irradiations are punched on cards by GAMSCAN for input to COREFAC. Cobalt foil data is used by COREFAC to normalize the corrected counts from the fourteen irradiations in Core I to one irradiation power and time length. For each plate the average counts per unit area of plate was determined and thus a point to average ratio was determined for each of the sixty-six points on the plate. This point to average value is equivalent to the $F_{a}$ at each of the points. For points on the lower edge of the plate, additional correction was required to obtain a true value of $\mathrm{F}_{\mathrm{a}}$ because of area averaging effects. Section 5.3.4.5 explains the edge peaking correction.

Knowing the average counts per plate and applying symmetry to the core, a core average counts per plate by the average counts per plate for the core, plate to core average ratios were obtained. These ratios correspond to $F_{r}$, the radial peaking factor.

COREFAC was written in Fortran IV computer language and was run on the IBM System 360 at the MIT Computation Center. Required input values for COREFAC are the following:

NO is the number of irradiations evaluated, NZG is the number of plates/element counted,

MZS is the number of points/plate counted, $\operatorname{COB}(K)$ is the cobalt foil count for the $K^{\text {th }}$ irradiation,
$X(I), Y(I)$ are the $x, y$ coordinates for the $I^{\text {th }}$ point on the plate counted,

NWT ( $K, J$ ) is the cofe average weighting factor for the $J{ }^{\text {th }}$ plate in the $K^{t h}$ irradiation (NWT (K,J) $=$ CORWT (K) $\mathrm{x} \operatorname{PLTWT}(\mathrm{K}, \mathrm{J})$, see Section 5.3.4.2.4),

ARWT(I) ishthe area weighting factor for the
Ith point,
CORRAT ( $J, I$ ) is the corrected count from GAMSCAN of
the $I{ }^{\text {ch }}$ point of the $J$ plate for each representative irradiation.

### 5.3.4.2.2 Cobalt Corrections

Cobalt foils were irradiated in a repeatable position in an experimental facility 1 PH 2 for each irradiation. The computer code GAMSCAN has the capability of correcting for power variations during an irradiation because GAMSCAN treats all irradiation as a series of ten minute irradiations. For all fourteen irradiations the power level was constant during the irradiation and thus the same reference power was used in GAMSCAN for all ten minute intervals of all fourteen irradiations. However, GAMSCAN did not have the capability to adjust for varying rates of achieving desired power and because nuclear instrumentation was not sensitive to small fluctuations in power and was susceptible to drift between irradiations, the cobalt foil data was
used to standardize power between irradiations in COREFAC.
Corrected cobalt foil data is shown on Table 5.3-2. A cobalt foil count for each irradiation was inputed to COREFAC. The minimum count was determined and each count inputed from GAMSCAN was corrected as follows:

$$
\operatorname{CORRAT}(K, J)=\frac{\operatorname{CORRAT}(K, J) \times \operatorname{SMCOB}}{\operatorname{COB}(K)}, \quad(5.3-3)
$$

where,
CORRAT ( $K, J$ ) is the corrected count for the $J^{\text {th }}$ position of the given plate for the $\mathrm{K}^{\text {th }}$ irradiation,

SMCOB is the smallest cobalt foil count,
$\operatorname{COB}(\mathrm{K})$ is the cobalt foil for the $K^{\text {th }}$ irradiation.

All cobalt counts were greater than 10,000 so that the counting statistical error in cobalt correction should be less than $1 \%$.

### 5.3.4.2.3 Plate Area Weighting Factors

Sixty-six points were scanned on each removable fuel plate. Each point was representative of a local section of the fuel plate. Figure 5.3-12 shows the scanning point locations. Most scanning points were taken in areas of highest power density or maximum power gradient in order to determine as accurately as possible the power distribution.

Counts per unit area were obtained for each point scanned by dividing the number of counts at that point by
the collimator area ( 0.0625 square inches). These counts per unit area were then multiplied by the amount of area for which each of the points was representative. The respective areas for each point are listed in Table 5.3-4. The area for each point was defined as being a rectangle whose sides were located at the median position between the point of interest and the surrounding points. For points near the border of the fuel meat, the fuel meat boundary was the respective side of the effective rectangle. Figure 5.3-12 shows some examples of point effective areas.

By summing up the counts for all areas on the plate and dividing by the fuel meat area, the average counts per unit area for the plate is determined. Dividing the average counts per unit area of the total plate into the counts per unit area of each point yields the ratio of point power to average plate power. The ratio for a point X is represented by the following equation:

Unit Power at Local Point
Average Unit Power on Plate $=$
${ }^{(\text {Counts/unit area) }} \mathrm{x}$

(5.3-4)

The above ratio actually represents the $F_{a}$ at each point on the plate. The spike at the bottom edge must be

TABLE 5.3-4
FUEL PLATE EFFECTIVE AREAS FOR GAMSCAN POINTS IN CORE I

| J | Area (in. ${ }^{2}$ ) | J | Area (in. ${ }^{2}$ ) | J | Area (in. ${ }^{2}$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.0 | 23 | 0.2578 | 45 | 0.4922 |
| 2 | 0.0 | 24 | 0.2461 | 46 | 0.5391 |
| 3 | 0.0 | 25 | 0.3593 | 47 | 0.5156 |
| 4 | 0.0225 | 26 | 0.3437 | 48 | 0.4922 |
| 5 | 0.0215 | 27 | 0.3281 | 49 | 0.6289 |
| 6 | 0.0205 | 28 | 0.5391 | 50 | 0.6016 |
| 7 | 0.0449 | 29 | 0.5156 | 51 | 0.5742 |
| 8 | 0.0430 | 30 | 0.4922 | 52 | 0.7188 |
| 9 | 0.0410 | 31 | 0.7188 | 53 | 0.6875 |
| 10 | 0.0674 | 32 | 0.6875 | 54 | 0.6563 |
| 11 | 0.0645 | 33 | 0.6562 | 55 | 1.797 |
| 12 | 0.0615 | 34 | 0.7188 | 56 | 1.719 |
| 13 | 0.0898 | 35 | 0.6875 | 57 | 1.641 |
| 14 | 0.0860 | 36 | 0.6562 | 58 | 3.594 |
| 15 | 0.0820 | 37 | 0.6289 | 59 | 3.438 |
| 16 | 0.0898 | 38 | 0.6016 | 60 | 3.281 |
| 17 | 0.0860 | 39 | 0.5742 | 61 | 3.009 |
| 18 | 0.0820 | 40 | 0.5391 | 62 | 2.879 |
| 19 | 0.1348 | 41 | 0.5156 | 63 | 2.748 |
| 20 | 0.1289 | 42 | 0.4922 | 64 | 0.8086 |
| 21 | 0.1231 | 43 | 0.5391 | 65 | 0.7734 |
| 22 | 0.2695 | 44 | 0.5156 | 66 | 0.7383 |

corrected for by hand, but because it adds only a very small amount to the actual power produced by the plate, the error in determining the average plate power by neglecting i.t is small.
5.3.4.2.4 Core Average Weighting Factors

In the previous section, plate average counts were determined for each fuel plate irradiated. The plate averages must be properly weighted in order to determine a core wide average counts per plate.

The first task is to weight the plates within the element since in all cases only five plates out of fifteen could be scanned in each irradiation. This weighting was accompished by plotting the power distribution through the element at several elevations. By dividing the distribution curve up into a series of blocks in which the integral of the area under the blocks approximately equals the integral of the area under the distribution curve, the number of plates that each plate counted represents can be determined. Figure 5.3-18 shows an example for the case of the removable plate element irradiated in position B-5.

Similar curves were made for all irradiations in order to determine plate weighting factors for the plates in each irradiation. Table 5.3-5 shows how plates were weighted in each element for all the irradiations.

Core symmetry was used to relate element positions for which irradiations were performed to element positions for
FIG. 5.3-18

EXAMPLE OF PLATE WEIGHTING IN ELEMENT IN

which irradiations were not performed. Figure 5.3-19 shows which element positions were considered to be equivalent. The plate weighting factors for each element were then increased by a factor equal to the number of elements similar to the element irradiated in order to derive a core wide weighting factor for each plate counted. Derivation of a core average power per plate is summarized by the following equation:

where,
CORAVG is the core average counts per unit plate area,

CORWT (K) is the number of elements in the final corfe that can be represented by the $K{ }^{\text {irradiation, }}$

PLATEAVE ( $K, J$ ) is the average counts per unit area on
the $J$
plate for the $K$
PLTWT ( $K, J$ ) is the number of $f_{h}$ plates in the element irradiated in $K^{t h}$ irradiation that can be represented by the $J^{\text {th }}$ plate.

Values of CORWT (K) $x$ PLTWT $(K, J)$ used for evaluation of Core I can be found on Table 5.3-5. For some cases CORWT (K) is zero and thus the product is equal to zero because some irradiations are not representative of elements in Core $I$, for example, the case of A-2 position next to the ICSA was not present in the final core.
FIG. 5.3-19

solid dummy element

TABLE 5.3-5
PLATE WEIGHTING FACTORS FOR USE IN COREFAC TO MODEL CORE I FINAL CONFIGURATION


Number of Plates in Element Represented by Plate

Number of Plates in Core Represented by Plate

| C-9 |  |
| :---: | :---: |
| (Irradiation \#1) | 1 |
|  | 2 |
|  | 3 |
|  | 4 |
|  | 5 |


| $1.1 / 2$ | 3 |
| :--- | :--- |
| $3.1 / 2$ | 7 |
| 3 | 6 |
| 3 | 6 |
| 4 | 8 |

A-2
(Irradiation \#2)
1
(ICSA in $\mathrm{A}-1$ )
2
4
5
C-5
(Irradiation \#3)
1


A-2
(Irradiation \#5) 1
(Solid dummy in $\mathrm{A}-1$ ) 2

3

TABLE 5.3-5 (Continued)

| Core Element Position (Irradiation \#) | GAMSCAN <br> Plate \# | Element Represented by Plate | Core <br> Represented <br> by Plate |
| :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { C-8 } \\ \text { (Irradiation \#6) } \end{gathered}$ |  |  |  |
|  | 1 | 1 | 1 |
|  | 2 | 2 | 2 |
|  | 3 | 2 | 2 |
|  | 4 | 1 | 1 |
|  | 5 | 2 | 2 |
| $\begin{gathered} B-5 \\ \text { (Irradiation } \# 7 \text { ) } \end{gathered}$ |  |  |  |
|  | 1 | 2 | 2 |
|  | 2 | 3 | 3 |
|  | 3 | 3 | 3 |
|  | 4 | 4 | 4 |
|  | 5 | 3 | 3 |
| $\begin{gathered} \text { C-10 } \\ \text { (Irradiation \#8) } \end{gathered}$ |  |  |  |
|  | 1 | $11 / 2$ | 3 |
|  | 2 | $31 / 2$ | 7 |
|  | 3 | 3 | 6 |
|  | 4 | 3 | 6 |
|  | 5 | 4 | 8 |
| $\begin{aligned} & \mathrm{C}-8 \\ & \text { (Irradiation \#9) } \\ & \text { (Blades at } 8.9^{\prime \prime} \text {, } \\ & \text { C-13 removed) } \end{aligned}$ | 1 | 0 | 0 |
|  | 2 | 0 | 0 |
|  | 3 | 0 | 0 |
|  | 4 | 0 | 0 |
|  | 5 | 0 | 0 |
| $\begin{gathered} \mathrm{B}-9 \\ \text { (Irradiation \#10) } \end{gathered}$ |  |  |  |
|  | 1 | 2 | 4 |
|  | 2 | 3 | 6 |
|  | 3 | 3 | 6 |
|  | 4 | 3 | 6 |
|  | 5 | 4 | 8 |
| $\begin{gathered} \text { C-14 } \\ \text { (Irradiation \#11) } \end{gathered}$ | 1 | $11 / 2$ | 6 |
|  | 2 | $31 / 2$ | 14 |
|  | 3 | 3 | 12 |
|  | 4 | 3 | 12 |
|  | 5 | 4 | 16 |

## TABLE 5.3-5 (Continued)

| Core Element |  |
| :--- | :--- |
| Position | GAMSCAN |
| (Irradiation \#) | Plate \# |

Number of Plates in Core
Represented by Plate

Number of
Plates in
Element
Represented
by Plate

2
3
4
5

1
2
2
3
1 1/2
3 1/2
3
3
4

C-13
(Irradiation \#12) 1
(Irradiation \#13)
B-3
(Irradiation \#13)

3 7 6 6 8

4
6
3
3
4
6
5
C-8
(Irradiation \#14)

2
1

2
1

Total Plates in Core $=360$

Once the core average counts per unit area are determined, the plate average counts to core average counts ratio can be determined for each plate by dividing plate average counts by the core average counts. This ratio corresponds to $F_{r}$, the ratio of the power produced in a plate to the average power produced per plate in the core.
5.3.4.2.5 Code Limitations

COREFAC performs straight-forward numerical manipulations. The main limitations of the code are the approximations on input accuracy for plate weighting factors and element weighting factors. Also, the code does not calculate the lower edge peak which must be corrected by hand. At present, the code is limited to being able to handle fourteen irradiations because of DIMENSION limjtations. Counts for all irradiations for a given plate must be inputed before counts are inputed for the next plate.

### 5.3.4.3 Collimator Effective Width

In order to properly determine the actual edge peaking from experimental data, it is necessary to determine the effective collimator width. The effective collimator width will be somewhat greater than the actual physical collimator width because of leakage through the collimator shield. The effective collimator width used in edge peaking
correction was experimentally determined.
Figure 5.3-20 shows how the counts at the edge of a uniform plate source would vary as the edge of the plate source moves through a perfect collimator opening. A "perfect" collimator opening has no shield leakage and thus even the smallest amount of shield completely attenuates the source. As can be seen on Fig. 5.3-20, the distance between the breaks in count rate curve is equal to the collimator width. In reality, some shield leakage exists and thus radiation from points beneath the collimator shield leak through the shield and are counted by the detector. By scanning a distinct edge of a uniform plate source, the effective collimator width can be experimentally determined. The effective width corresponds to the distance between the two breaks in the experimentally determined count rate versus edge position curve.

It was not possible to accurately determine the effective width from fuel plate data because of uranium density variation at the edge of the fuel meat. Therefore, a large indium foil was irradiated in a uniform flux and scanned to determine the effective collimator width. Figure 5.3-21 shows the indium foil which was used for the

## following reasons:

A) Indium has a large capture cross section and thus is easily activated to dose rates tinat approximate a fuel plate and,
B) Activated indium has numerous short-lived gamma rays with a wide spectrum of energies which helps simulate fission product gamma rays.
FIG. 5.3-20

EXAMPLE OF A PERFECT COLLIMATOR SCANNING A UNIFORM EDGE SOURCE DISTRIBUTION

distance in $x$-direction from reference point



FIG. 5.3-2I

The indium foil was positioned on a blank aluminum plate to approximate the fuel meat in a fuel plate. The lower edge of the foil was a distinct edge whose position in the gamma scanning apparatus could be accurately determined relative to the collimator opening. The foil and blank plate were irradiated at a nominal power of 200 watts in 3GV6 for twenty minutes (3GV6 is an irradiation facility located in graphite reflector region surrounding the reator). The neutron flux shape is nearly flat in the facility and thus the foil was uniformly activated. The foil was oriented in the facility to avoid self shielding which would give nonuniform activation.

The "indium fuel plate" was removed from 3GV6 and scanned in the gamma scanning apparatus. A scan of the longitudinal centerline of the "indium fuel plate" is shown in Fig. 5.3-22. The distance between the breaks in the curve correspond to 0.2 inches (actual collimator width is 0.125 inches). Thus the effective collimator width is taken as 0.2 inches.

### 5.3.4.4 Background and Backscatter Correction

The amount of background and backscatter correction at a point scan on a fuel plate is dependent upon the position of the fuel plate in the scanner apparatus and the total activity of the fuel plate being scanned. The correction, $B(K)$, varies with fuel plate total activity because shield leakage is proportional to the total plate

activity. Also, shield leakage seen by the detector is dependent upon the physical location of the fuel plate in the scanner.

The original correction method proposed by Labbe (Ref. 5.3-1) was to take background counts off the transverse edge of the fuel plate (i.e., no fuel meat directly under collimator) at various longitudinal positions. In this manner, a specific correction curve would be generated for each fuel plate. This curve would include effects from both the activity of the plate being counted and the longitudinal positioning of the fuel plate (the variation of $B(K)$ with the lateral positioning of the fuel plate is small because of the narrowness of the fuel meat). This correction method was not possible because of limitation in the latera? motion of the scanner apparatus which prevented taking counts off the edge of the fuel meat at various longitudinal positions.

A generalized correction curve was developed in order to determine how the shape of the background and backscatter correction $B(K)$ varied with longitudinal position of the fuel plate. When each plate was inserted into the gamma scanner apparatus, a position off the lower end of the fuel meat was counted as a reference background point. This reference count was proportional to the activity of the fuel plate. Figure 5.3-23 shows the generalized curve of the ratio of $B(K)$ to reference point count versus long-
itudinal fuel plate position. An equation for this generalized curve is included in GAMSCAN. Using the inputed reference count and the longitudinal position of a given point, GAMSCAN calculates a background and backscatter correction, $B(K)$, for that given point using the generalized equation. In a similar manner, values of $B(K)$ are determined for all points scanned on a plate. The generalized curve was experimentally determined and tuned to give accurate decay and background correction when compared with repeat scans of fuel plates. Figure 5.3-23 also shows experimental data for the ratio of counts off the edge of the fuel meat to. counts at the reference point at various points along the length of the fuel plate for one plate in an irradiation. It was possible to obtain these counts by placing the fuel plate next to the machined slot used to hold the fuel plate and locating the edge of the fuel meat slightly. offset from the collimator. The sample data points slightly disagree with the generalized curve at positions near the top of the fuel but this is because these experimental points were counted in a short time period during which little additional decay of the fuel plate would have occurred. During the actual complete scanning of a fuel plate the top of the plate would have decayed for an hour longer than the bottom of the fuel plate because of the time required to perform the scan. As a result the total activity of the plate

will be lower during the final point scanning and thus $B(K)$ will be lower than what would be the case if all points were counted in a short time period.

### 5.3.4.5 Edge Peaking Correction

In order to determine the expected edge peaking properly an extremely narrow collimator width would have to be used to prevent the peak from being averaged out over the coolimator width. An extremely narrow collimator opening would give low count ratës which would result in statistical inaccuracies and cause high background and backscatter count rates relative to the actual count. The collimator opening used ( 0.5 inches $x \quad 0.125$ inches) is a compromise between maximum resolution and maximum count rate. The collimator width of 0.125 is not small relative to the distance over which the edge peak occurs, therefore additional correction is required. Because the collimator length in the direction parallel to the edge peak is smaller than the length of the edge peak, the following one-dimensional model is valid.

The fission product activity, which is directly proportional to the power at the edge during operation, is found to be represented by the distribution as shown in Fig. 5.3-24 and can be approximated by the following function:

$$
\begin{aligned}
& P(x)=0 \quad \text { for } x<x_{0} \because \\
& P(x)=A e^{-a\left(x-x_{0}\right)+B \quad \text { for } x>x_{0},(5.3-7)}
\end{aligned}
$$

## FIG. 5.3-24

ASSUMED POWER PEAK SHAPE AT BOTTOM EDGE OF FUEL

$\ell$ is the collimator width
where,
$P(x)$ is the fission product activity at point as a function of $x$,

A is the amplitude of the exponential,
$B$ is the constant base level of activity beneath the actual peak,
$x_{0}$ is the location of the end of the fuel,
a is the reciprocal of the relaxation length for $x$ the peaking at the end.

If the detector integrates over length $\ell$, where $\ell$ is the effective width of a collimator whose center is at $x$, the counts obtained assuming detector efficiency constant and equal to one will be:

$$
\begin{equation*}
C(x)=\int_{x-\ell / 2}^{x+\ell / 2} P(x) d x \tag{5.3-8}
\end{equation*}
$$

The above equation can be divided into the following for various values of $x$ :

$$
\begin{aligned}
& C(x)=0 \text { for } x \leq x_{0}-\ell / 2, \\
& C(x)=\int_{x_{0}}^{x+\ell / 2} P(x) d x \text { for } x_{0}-\ell / 2<x \leq x_{0}+\ell / 2, \\
& C(x)=\int_{x-\ell / 2}^{x+\ell / 2} P(x) d x \quad \text { for } x>x_{0}+\ell / 2 . \quad(5.3-11)
\end{aligned}
$$

Substituting Eq. 5.3-7 for $P(x)$ and integrating for general limits yields:

$$
C(x)=\int_{x_{1}}^{x_{2}} P(x) d x=A \int_{x_{1}}^{x_{2}} e^{-a\left(x-x_{0}\right) d x+\int_{x_{1}}^{x_{2}} B d x,}
$$

(5.3-12)
giving,

$$
\begin{equation*}
C(x)=\frac{A e^{-a\left(x-x_{0}\right)}}{x_{2}} \int_{x_{1}}^{x_{1}}+B\left(x_{2}-x_{1}\right) \tag{5.3-13}
\end{equation*}
$$

The integral limits from Eqs. 5.3-10 and 5.3-11 are put into the general Eq. 5.3-13. For Eq. 5.3-10 where,

$$
\begin{aligned}
& x_{0}-\ell / 2<x \leq x_{0}+\ell / 2, \\
& x_{1}=x_{0} \\
& x_{2}=x+\ell / 2,
\end{aligned}
$$

Eq. 5.3-13 becomes:

$$
\begin{gather*}
C(x)=\frac{A}{a}\left[e^{-a\left(x_{0}-x_{0}\right)}-e^{-a\left(x+\ell / 2-x_{0}\right)}\right]+ \\
B\left[x+\ell / 2-x_{0}\right] \tag{5.3-14}
\end{gather*}
$$

which simplifies to:

$$
C(x)=\frac{A}{a}\left[1-e^{-a\left(x+\ell / 2-x_{0}\right)}\right]+B\left[x+\ell / 2-x_{0}\right]
$$

For Eq. 5.3-11 where,

$$
\begin{aligned}
& x_{0}+\ell / 2<x \\
& x_{1}=x-\ell / 2 \\
& x_{2}=x+\ell / 2
\end{aligned}
$$

Eq. 5.3-13 becomes:

$$
\begin{aligned}
& C(x)=\frac{A}{a}\left[e^{-a\left(x-\ell / 2-x_{0}\right)}-e^{-a\left(x+\ell / 2-x_{0}{ }^{j}\right]}+B \ell,\right. \\
& \because \\
& \text { (5.3-16) }
\end{aligned}
$$

which simplifies to:

$$
C(x)=\frac{A}{a}\left[e^{-a\left(x+\ell / 2-x_{0}\right)}\left[e^{a l}-1\right]\right]+B \ell \cdot(5 \cdot 3-17)
$$

The value of $C(x)$ for all values of $x$ is given by three expressions:

$$
\begin{gather*}
C(x)=0 \quad \text { for } x<x_{0}-\ell / 2,  \tag{5.3-18}\\
C(x)=\frac{A}{a}\left[1-e^{-a\left(x-x_{0}+\ell / 2\right)}\right]+B\left[x-x_{0}+\ell / 2\right] \\
\quad \text { for } x_{0}-\ell / 2<x \leq x_{0}+\ell / 2,  \tag{5.3-19}\\
C(x)=\frac{A}{a}\left[e^{-a\left(x-x_{0}+\ell / 2\right]}\left[e^{a \ell}-1\right]\right]+B \ell  \tag{5.3-20}\\
\\
\text { for } x>x_{0}+\ell / 2
\end{gather*}
$$

Now the peak measured number of counts will occur when $x=x_{0}+\ell / 2$ because the detector will be viewing the maximum amount of activity. If the detector viewed the peak activity over the whole collimator effective width $\ell$,
$C_{\text {peak }}$ would be:

$$
\begin{equation*}
C_{\text {peak }}=(A+B) \ell \tag{5.3-21}
\end{equation*}
$$

Thus the ratio of the actual peak to the measured peak using Eq. 5.3-19 and substituting $x_{0}+\ell / 2$ for $x$ becomes:

$$
\frac{C_{\text {peak }}}{C\left(x_{0}+l / 2\right)}=\frac{(A+B) \ell}{\left[\frac{A}{a}\left[1-e^{-a l}\right]+B l\right]}
$$

Note that if the detector efficiency was not equal to one, but still a constant, it would have divided away at this point.

Because the constant base ilevel measurement is not subject to collimator area averaging and can be easily measured, the rise factor above the base level is the value of interest. If the base level counts is equal to Bl, the rise factor is:

$$
\begin{equation*}
D^{*}=\frac{\text { Actual peak-base level }}{\text { Measured peak-base level }}=\frac{(A+B) \ell-B \ell}{\frac{A}{a}\left(1-e^{-a \ell}\right)+B \ell-B \ell} \tag{5.3-23}
\end{equation*}
$$

which simplifies to:

$$
\begin{equation*}
D^{*}=\frac{a \ell}{1-e^{-a \ell}} \tag{5.3-24}
\end{equation*}
$$

or
Actual peak above base level $=\left(\frac{a \ell}{1-e^{a l}}\right) \times \begin{gathered}\text { measured peak } \\ \text { above base level. }\end{gathered}$

In order to determine the actual peak from the measured peak, $B, \ell, P_{M}$, and a must be determined where:

B is the base level activity,
\& is the effective collimator width,
$P_{M}$ is the measured peak above the base level,
a is the reciprocal of the relaxation length for the peaking at the end.

The effective collimator width, $\ell$, was determined experimentally as described in Section 5.3.4.3. The remaining parameters $B, P_{M}$, and $a$ were determined for each plate of interest by graphically interpreting the power distribution data obtained from gamma scanning. Figure 5.3-25 is an example of plots used to determine $B, P_{M}$, and a. Because the actual uranium density tapers off at the fuel plate ends, this extrapolation gives a conservative value of the bottom edge peak for the plates as constructed.

Table 5.3-6 shows the measured peak and the calculated actual peak at the lower end of several plates of interest. Note that the sharpness of the peak (compare $F_{a}$ to $B$ ) increases as the distance from the outer cylindrical edge of the core increases. However, the actual power produced at the lower edge peak increases only slightly from the outer cylindrical edge to the center as witnessed by the slight increase in the product $\mathrm{F}_{\mathrm{a}} \mathrm{F}_{\mathrm{r}}$. The importance of this lower edge peak is discussed in Section 7.3.2.


## TABLE 5.3-6



* Element orientations listed in Table 5.3-1.


### 5.3.5 Power Distribution from Gamma Scanning

By using the results of COREFAC, power distributions at various positions of interest in the core can be plotted. In order to simplify comparison between various plots, the value of the product $\mathrm{F}_{\mathrm{r}} \times \mathrm{F}_{\mathrm{a}}$ is plotted versus position. The quantity $\mathrm{F}_{\mathrm{r}} \mathrm{F}_{\mathrm{a}}$, which is the product of the radial peaking factor and axial peaking factor at the point being plotted, is a measure of the power generated at the point relative to the average core power.

The power distribution across the fuel element in position B-5 is shown in Fig. 5.3-18. Note that the power distribution is fairly flat across B-5 indicating a uniform power production at the given height in the element. Figure 5.3-26 shows the power distribution across a fuel element in position $\mathrm{C}-9$ as several different heights. For C-9 the power distribution is spiked either up or down on the plate next to the control blade depending upon whether the height in the element is above or below the height of the control blade. The power distribution across a fuel element in position $\mathrm{C}-8$ is shown in Fig. 5.3-27. The power shape is similar to that found in $\mathrm{C}-9$ with the exception that the control blades do not depress the power distribution as much as in C-9 for heights above the height of the control blade.

Figure 5.3-28 shows power distributions across fuel elements in $\mathrm{B}-3$ and $\mathrm{A}-2$. The element in $\mathrm{A}-2$ has one side



next to a solid dummy and the other side next to the absorber spider. The element in B-3 has two sides next to the absorber spider and one side next to a solid dummy. The distributions are shown at two different heights in the element, in order to show the difference caused by the absorber spider: whether the height of the distribution is above or below the cadmium absorber in the spider.

Figure 5.3-29 shows the axial power distribution in C-8 next to the corner water hole for two different shim bank heights. For Core I of the MITR-II this channel gave the highest total power. Note that raising the shim bank lowered the peak even though the actual power generated increased slightly.

Figure 5.3-30 shows the axial power distribution for C-9 which is on the outer edge of the core, next to a shim blade. For plate 1 which is next to the shim blade, a large power peak occurs because of water replacing the shim blade in the shim blade slot. Note that this peak is quickly suppressed above the height of the shim blade. Also note that this large peak does not exist several plates into the element.

Figure 5.3-31 shows the power distribution in B-9 for plate 1 which is next to both a solid dummy and the hexagonal spider. The largest bottom edge spikes occurred for this element and the element in $A-2$. The calculated
value of $\mathrm{F}_{\mathrm{r}} \mathrm{F}_{\mathrm{a}}$ using the edge correction method agrees very well with the extrapolated graphical value. Note that the power drops off rapidly at heights in the element above the height of the fixed absorber.

Figure 5.3-32 shows the axial power distribution in B-5. Element $B-5$ is nearly completely surrounded by other fuel elements and has the highest total element power of any element in Core $I$.

Figure 5.3-33 shows the axial power distribution for plate 1 in A-2 for the plate next to a solid dummy or next to the original In-core Sample Assembly (ICSA). The large peak caused by the ICSA was the determining factor used in eliminating the ICSA from Core $I$.

Table 5.3-7 shows the core power distribution for Core I elements where the removable plate element was irradiated averaged over plates and elements. Figure 5.3-34 shows the element average powers in their relative core positions.

Figures 5.3-35 through 5.3-37 show values of $\mathrm{F}_{\mathrm{r}} \mathrm{F}_{\mathrm{a}}$ at various horizontal slices through the core. These slices are at $0.438,5.438$, and 13.688 inches from the bottom of the fuel, respectively.

### 5.4 Neutron Flux Measurements by Copper Wire Activation

Flux distribution measurements as inaicated by activation of foils and wires were made at several locations incore and in experimental facilities in order to be able to compare







Above numbers are the ratios of the COREFAC predicted element power for that position to the average element power in the core.
$\int$ - solid dummy element

TABLE 5.3-7
RELATIVE POWER DISTRIBUTION IN PLATES AND ELEMENTS OF CORE I WHERE THE REMOVABLE PLATE ELEMENT WAS IRRADIATED - BLADES AT 7.6 INCHES

| Core Element Position (Irradiation \#) | Plate* Number | Average Plate in Core | Average Element in Core |
| :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { C-9 } \\ \text { (Irradiation \#1) } \end{gathered}$ | 1 | 1.2661 |  |
|  | 4 | 1.2661 .9299 |  |
|  | 8 | . 9504 | 1.042 |
|  | 10 | 1.0687 |  |
|  | 14 | 1.1064 |  |
| $\begin{gathered} C-5 \\ \text { (Irradiation \#3) } \end{gathered}$ | 1 | 1.3556 |  |
|  | 4 | . 8833 |  |
|  | 8 | . 8224 | 0.889 |
|  | 10 | . 7614 |  |
|  | 14 | . 8209 |  |
| $\begin{gathered} \mathrm{B}-4 \\ \text { (Irradiation \#4) } \end{gathered}$ | 1 | 1.2018 |  |
|  | 4 | 1.1703 |  |
|  | 8 | 1.1662 | 1.141 |
|  | 10 | 1.0884 |  |
|  | 14 | 1.1083 |  |
| $\begin{gathered} \text { A-2 } \\ \text { (Irradiation \#5) } \end{gathered}$ | 1 | 1.3333 |  |
|  | 4 | 1.1671 |  |
|  | 8 | 1.1205 |  |
|  | 10 | 1.0612 | 1.140 |
|  | 14 | 1.0908 |  |
| $\begin{gathered} \text { C-8 } \\ \text { (Irradiation \#6) } \end{gathered}$ | 1 | 1.5274 |  |
|  | 4 | 1.0960 |  |
|  | 8 | 1.0047 | 1.116 |
|  | 10 | 1.0003 |  |
|  | 14 | . 9227 |  |

Ratio of Ratio of Plate to Element to Power of Power of Average Plate in Core

$$
\begin{array}{rl}
1.2661 & \\
.9299 & 1.042
\end{array}
$$

$$
1.0687
$$

$$
1.1064
$$

$$
\begin{aligned}
& 1.1671 \\
& 1.1205 \\
& 1.0612 \\
& 1.0908
\end{aligned}
$$

$$
1.116
$$

TABLE 5.3-7 (Continued)
$\left.\begin{array}{cccc}\begin{array}{c}\text { Core Element } \\ \text { Position } \\ \text { (Irradiation \#) }\end{array} & \begin{array}{c}\text { Plate* } \\ \text { Number }\end{array} & \begin{array}{l}\text { Average } \\ \text { Plate in } \\ \text { Core }\end{array} & \begin{array}{l}\text { Average } \\ \text { Element } \\ \text { in Core }\end{array} \\ \text { (Irradiation \#7) } & 1 & & \\ & 4 & 1.2758\end{array}\right]$

"Plate 1 " in C-8 position is next to core housing.
FIG. 5.3-35

CORE I EXPERIMENTAL POWER DISTRIBUTION FOR A HORIZONTAL CROSS-SECTION 0.438 INCHES FROM BOTTOM EDGE OF FUEL MEAT


Contour lines are equal values of $\mathrm{F}_{\mathbf{r}} \mathrm{F}_{\mathrm{a}}$.

## FIG. 5.3-36

CORE I EXPERIMENTAL POWER DISTRIBUTION FOR A HORIZONTAL CROSS-SECTION 5.438 INCHES FROM BOTTOM EDGE OF FUEL MEAT


Contour lines are equal values of $\mathrm{F}_{\mathbf{r}} \mathrm{F}_{\mathrm{a}}$.
FIG.

CORE I EXPERIMENTAL POWER DISTRIBUTION FOR A HORIZONTAL CROSS-SECTION 13.688 INCHES FROM BOTTOM EDGE OF FUEL MEAT

$\triangle$ - solid dummy element

Contour lines are equal values of $\mathrm{F}_{\mathrm{r}} \mathrm{F}_{\mathrm{a}}$.
between several methods of experimental and analytic flux evaluation. Copper wire irradiation was one method used for experimental measurements.

### 5.4.1 General Description

Copper is commonly used as a thermal neutron flux monitor because its cross section is fairly well known, it produces by irradiation a radionuclide that emits gamma rays with a convenient half-life, it exhibits small neutron self-shielding, and it is conveniently available in wire form. Copper wires were prepared and irradiated in the following positions:

1) Coolant channels between fuel plates,
2) Spider holes,
3) Core housing corner holes,
4) 3GV facilities and,
5) 6RH2 facility.

The copper wires were removed after the irradiation and allowed to decay for $1 / 2$ hours before scanning in order to allow the $\mathrm{Cu}^{66}$ activity to decay away. The wires were scanned using a second collimator located in the gamma scanner (see Section 5.3.2) and activities at various axial positions on the wire were recorded. The activities were corrected for decay and different irradiations were correiated to one power by using results from cobalt foils which were irradiated in the pneumatic facility lPH2.

The purpose of the copper wire flux measurement is to compare the thermal flux in the positions measured with the thermal flux as predicted by the computer code CITATION.

### 5.4.2 Experimental Procedure

Copper wire flux mapping was included in MITR-II Startup Procedure 5.9.1. A copy of this procedure is included in Appendix A.

### 5.4.2.1 Wire Preparation

High purity copper wire (0.99999) which had a 0.64 millimeter diameter was purchased for the flux wires. The wires were cut to length and thoroughly cleaned with acetone. Because it was not desirable to have copper in direct contact with the primary coolant water in order to avoid contamination of the primary water, the copper wires were completely covered as described below.

The copper wires were placed inside clear polyolefin (unsaturated polyethylene) shrinkable tubing. The tubing was heated with a hot air gun in order to shrink the tubing against the wire. This resulted in a 0.01 inch coating of polyolefin over the copper. The ends of the wire were sealed with BIPAX (TRA-BOND, BB-2101) epoxy which had been approved for short term use in the reactor. Because the coating over the copper wire was a thin coating of a hydrocarbon it was assumed that the perturbation caused
by the coating would be small (there appeared to be no heavy metal contamination in the coating because the resulting gamma scans of copper with coating showed only the copper gamma spectrum). An engraved aluminum marker was epoxied onto the upper end of each wire in order to make identification of the wires easier. Several wires were attached to long stainless steel extensions in order to be able to locate the wires remotely in experimental positions.

### 5.4.2.2 Electronics and Counting Setup

The activity of the copper wires was much less than the activity of fuel plates and therefore, a different sized collimator had to be installed. Because detector discriminator settings could be adjusted so that only the 0.51 Mev gamma peak of $\mathrm{Cu}^{64}$ would be counted, collimator leakage for other energy gamma rays was of no concern. The dimensions of the installed collimator are shown in Fig. 5.4-1. The NaI (Th) scintillation detector that was used to count the uranium foils was positioned above the collimator and shielded with lead bricks. The arrangement of the detector and collimator for copper wire scanning is shown in Fig. 5.4-2. A block diagram of the electronic counting equipment is shown in Fig. 5.4-3.

A copper wire to be scanned was taped into a shallow slot in an aluminum plate the same size as a fuel plate. The aluminum plate was then placed in the same slot that



## FIG. 5.4-3

## BLOCK DIAGRAM OF COPPER WIRE COUNTING ELECTRONICS


held a fuel plate during fuel plate scanning. The copper wire could be moved under the collimator by adjusting the lathe table controls in a similar manner as fuel plate scanning. The initial relationship between the lathe table positions and the position of the aluminum plate holding the copper wire was obtained by sighting through the collimator and viewing the bottom edge of the aluminum plate to obtain a reference point.

### 5.4.2.3 Irradiation and Counting

Copper wires were positioned and irradiated in the reactor in groups of up to five wires per irradiation. Table 5.4-1 lists the positions for each of the copper wires irradiated. Figure 5.4-4 shows the location of the wires for positions in the reactor core. The wires were irradiated at 200 nominal watts for one hour which corresponded to the same power and irradiation time as was used for the removable plate element during gamma scanning. Prior to beginning the irradiation, a cobalt foil was inserted into the same repeatable position in 1PH2 that was used for cobalt foils during the fuel plate scanning procedure.

After completion of the irradiation, the wires were allowed to decay at least one hour and then they were removed for scanning. The cobalt foil was also removed for later counting. At the counting location, the wires were thoroughly cleaned but the polyolefin coating was left on the wires. A wire would be taped with thin mylar

TABLE 5.4-1
COPPER FLUX WIRE IRRADIATION LOCATIONS

| Case | Irradiation \# | Wire <br> Identification Letter | Location |
| :---: | :---: | :---: | :---: |
| 1 | 15 | J | Corner hole \#4 |
| 2 | 16 | A | 10th channel from edge in $\mathrm{C}-8$ |
| 3 | 16 | B | 2nd channel from edge $\text { in } \mathrm{C}-8$ |
| 4 | 16 | C | 6RH2 |
| 5 | 16 | L | Corner hole \#2 |
| 6 | 16 | K | Spider hole \#3 |
| 7 | 17 | E | llth channel from solid dummy in $A-2$ |
| 8 | 17 | D | 2nd channel from solid dummy in $\mathrm{A}-2$ |
| 9 | 17 | F | 3GV5 |
| 10 | 17 | M | Corner hole \#4 |
| 11 | 17 | N | Spider hole \#l |
| 12 | 18 | G | 3GV6 |
| 13 | 18 | Q | Spider hole \#3 |
| 14 | 18 | P | Corner hole \#5 |

## FIG. 5.4-4

COPPER FLUX WIRE IRRADIATION LOCATIONS


A-4 6RH2
$\Delta^{-9}$ 3GV5
A-12 3GV6
Numbers shown are case numbers for each wire.
tape onto the blank aluminum plate and positioned in the gamma scanner. The wire was counted for four minutes at various axial locations with the wire always located in the center of the collimator in the transverse direction. The raw count, time of the count, and axial position on each wire were recorded for each four minute count. A sample data sheet used for wire counting can be found in Appendix F. Each wire would be scanned in turn until all wires for a given irradiácion were counted.

The cobalt foils were counted using the same method and electronics as described in section 5.3.3.4.

### 5.4.3 Data Analysis

The raw counts obtained were corrected for the decay betwcen irradiation completion and counting, backgiound counts, power variations between irradiations and resonance activation in order to give corrected counts that would correspond to the activation by thermal neutrons alone. The raw data for the copper wire scanning is filed in the M.I.T. Reactor Headquarters office with the data for S.irtup Procedure 5.9.1. Samples of corrected counting Tata is included in Appendix $F$. Case \#l data was not corrected because this was only an initial irradiation to test activity levels and procedures; a repeat irradiation of that position is Case \#10.
5.4.3.1 Decay, Power, and Background Corrections

For each point counted, the decay time after counting was recorded. The following equation relates the initial activity at the completion of the irradiation with the activity and the time the wire position was counted:

$$
\begin{equation*}
A_{0}=\frac{A_{t}}{e^{-\lambda t}} \tag{5.4-1}
\end{equation*}
$$

where,
$A_{o}$ is the initial activity,
$A_{t}$ is the activity at time $t$ after the irradiation,
$t$ is the time from the end of the irradiation to the beginning of the count,
$\lambda$ is the decay constant for $\mathrm{Cu}^{64}$.
Because $\mathrm{Cu}^{64}$ was the isotope being counted ( 0.51 Mev gamma peak) the decay constant used was $9 \times 10^{-4} \mathrm{~min} .^{-1}$ $\left(T_{1 / 2}=12.82\right.$ hrs. ). The activity, $A_{t}$, at the time of the count is proportional to the raw count rate, $C_{t}$, minus the background count rate, $B$, which makes Eq. 5.4-1 into:

$$
\begin{equation*}
A_{0} \propto \frac{\left(C_{t}-B\right)}{e^{-\lambda t}} \tag{5.4-2}
\end{equation*}
$$

The wire irradiations were all correlated to the same power level as the plate gamma scans for core $I$ of the MITR-II. Table 5.4-2 gives the cobalt count for each of the wire irradiations and lists the cobalt count for the reference cobalt count from the plate gamma scanning.

TABLE 5.4-2
CORE I COPPER WIRE IRRADIATION COBALT FOIL DATA

| Irradiation \# | Raw Counts | Corrected for <br> Background | Corrected for <br> Mass and <br> Background | Total Counts <br> Corrected for <br> Decay, Mass <br> and Background |
| :---: | :---: | :---: | :---: | :---: |
| 15 | 29162 | 15241 | 13724 | 13792 |
| 16 | 26902 | 12981 | 12991 | 13042 |
| 17 | 26816 | 12895 | 12371 | 12425 |
| 18 | 26750 | 12829 | 12778 | 12816 |

```
Total corrected counts for the }\mp@subsup{K}{}{\mathrm{ th }}\mathrm{ irradiation = COB(K)
SMCOB = 12,352
```

The initial count rate at the completion of the irradiation corrected for decay, background, and power level is determined by the following equation:

$$
\begin{equation*}
C_{0}=\left(\frac{C_{t}-B}{e^{-\lambda t}}\right)\left(\frac{\mathrm{SMCOB}}{\operatorname{COB(K)}}\right) \tag{5.4-3}
\end{equation*}
$$

where,
SMCOB is the reference cobalt count from plate scanning,
$\operatorname{COB}(\mathrm{K})$ is the cobalt foil for the $\mathrm{K}^{\text {th }}$ irradiation, $C_{o}$ is the normalized initial count rate, $C_{t}, B, \lambda$, and $t$ are as described above.

### 5.4.3.2 Resonance Corrections

The count rates obtained in Section 5.4 .3 .1 were caused by induced activity in the copper wire from both thermal and resonance neutrons. CITATION neutron flux results for the copper wire positions are used to determine resonance corrections to the counting data. The total activity induced in a stable flux monitor by CITATION thermal and resonance neutron fluxes can be represented by the following equation:

$$
\begin{equation*}
A_{T O T}=\left(N \emptyset_{3} \sigma_{3} S\right)+\left(N \varnothing_{2} I_{0} S\right) \tag{5.4-4}
\end{equation*}
$$

where,
$N$ is the number of atoms of the stable flux monitor,
$\sigma_{3}$ is the thermal neutron activation cross section which has been averaged over the energy range of CITATION Group 3,
$\varnothing_{3}$ is the thermal neutron flux for CITATION Group 3,
$S$ is the saturation factor,
$\varnothing_{2}$ is the resonance neutron flux for CITATION Group 2,
Io is the effective resonance integral for CITATION Group 2 flux,
$A_{\text {TOT }}$ is the total activity.
The activity from thermal neutrons alone, $A_{t h}$, would be:

$$
\begin{equation*}
A_{t h}=N \varnothing_{3} \sigma_{3} s \tag{5.4-5}
\end{equation*}
$$

Combining Eqs. 5.4-4 and 5.4-5 yields the ratio of thermal activity to total activity:

$$
\begin{equation*}
\frac{A_{t h}}{A_{T O T}}=\frac{N \varnothing_{3} \sigma_{3} S}{N \varnothing_{3} \sigma_{3} S+N \varnothing_{2} I_{0} S} \tag{5.4-6}
\end{equation*}
$$

which reduces to,

$$
\begin{equation*}
\frac{A_{t h}}{A_{T O T}}=\frac{1}{1+\frac{\phi_{2}}{\varnothing_{3}} \frac{I_{O}}{\sigma_{3}}} \tag{5.4-7}
\end{equation*}
$$

Values for $\varnothing_{2}, \varnothing_{3}, I_{0}$, and $\sigma_{3}$ must be known to determine the ratio of the thermal activation to the total activation. The neutron flux ratio $\varnothing_{2} / \phi_{3}$ is obtained by taking the ratio of the Group 2 flux (.4ev-3 kev) to
the Group 3 flux ( $0.00025 \mathrm{ev}-0.4 \mathrm{ev}$ ) at each wire position from the three-dimensional CITATION computer calculation. Values of $\sigma_{3}$ and $I_{0}$ are derived from the work done by Mathews on wire and foil irradiations done on the MITR-I (Ref. 5.4-1). The copper cross section and effective resonance integral used by Mathews must be modified to the appropriate CITATION energy averaged value.

The thermal activation cross section for neutrons with a speed of 2200 meters per second for $C u^{63}$ which is the parent nuclide of $\mathrm{Cu}^{64}$ is 4.50 barns. The effective resonance integral, $I_{0}$, is made up of a $1 / V$ component and a resonance component. The $1 / V$ component of the resonance integral is:

$$
\begin{equation*}
I_{1 / v}=\sigma_{\text {act }}^{o} \int_{E_{c}}^{E_{f}}\left(\frac{E_{0}}{E}\right)^{1 / 2} \frac{d E}{E} \tag{5,4-8}
\end{equation*}
$$

where,

$$
\begin{aligned}
& I_{1 / V} \text { is the l/V component of the resonance integral, } \\
& E_{o} \text { is the neutron energy corresponding to the } \\
& \text { most probable neutron velocity, } \\
& \sigma_{\text {act }}^{0} \text { is the activation cross section for neutrons } \\
& E_{c} \text { is energy } E_{O^{\prime}} \\
& \text { resonance energy group, } \\
& E_{f} \text { is the lower energy limit of the CITATION } \\
& \text { fast energy group, }
\end{aligned}
$$

Integrating Eq. 5.4-8 Yields:

$$
\begin{equation*}
I_{1 / V}=2 \sigma_{\text {act }}^{0}\left(\frac{E_{O}}{E_{0}} 1 / 2 / E_{E_{E}}^{E_{C}}\right. \tag{5.4-9}
\end{equation*}
$$

which reduces to the following:

The lower energy limits of the resonance and fast energy groups used in the three-dimensional CITATION calculation were $E_{c}=0.4 \mathrm{ev}$ and $\mathrm{E}_{\mathrm{f}}=3 \times 10^{3} \mathrm{ev}$. Taking $\mathrm{E}_{\mathrm{O}}=0.0253 \mathrm{ev}$ and $\sigma_{\text {act }}^{O}=4.50$ barns, Eq. $5.4-10$ is evaluated to give:

$$
\begin{equation*}
I_{1 / V}=2.24 \text { barns } \tag{5.4-11}
\end{equation*}
$$

The resonance component of $I_{0}$ must include selfshielding effects of the wire thickness. Mathews (Ref. 5.4-1) determined the non-1/V component of the resonance integral for copper foils of various thicknesses. Figure 5.4-5 shows a curve of foil thickness versus effective resonance integral. In order to compare the values for a cylindrical wire to the values of a foil, the equivalency between foils and wires must be determined.

The fraction of incoming neutrons which are absorbed in a pure absorbing body is proportional to geometry in the following way (Ref. 5.4-1):

$$
\begin{equation*}
F_{a b s} \propto \frac{4 v}{S} \tag{5.4-12}
\end{equation*}
$$

where,
$F_{\text {abs }}$ is the fraction of neutrons absorbed,
$v$ is the volume of the body,
$S$ is the surface area of the body.


The ratio between fractions of neutrons absorbed in a foil and in a wire would be:

$$
\begin{equation*}
\frac{F_{a b s}^{f o i l}}{F_{a b s}^{\text {wire }}}=\frac{\left(\frac{4 v}{S}\right)_{\text {foil }}}{\left(\frac{4 v}{S}\right)_{\text {wire }}} \tag{5.4-13}
\end{equation*}
$$

For an infinite foil of thickness $t$, the relationship between volume and surface area is:

$$
\begin{equation*}
s=\frac{2 v}{t} \tag{5.4-14}
\end{equation*}
$$

For an infinite wire of diameter $D$, the relationship between volume and surface area is:

$$
\begin{equation*}
S=\frac{4 v}{D} \tag{5.4-15}
\end{equation*}
$$

Substituting Eq. 5.4-14 and 5.4-15 into Eq. 5.4-13 yields:

$$
\begin{equation*}
\frac{F_{a}^{\text {foil }}}{F_{a}^{\text {Wire }}}=\frac{2 t}{D} \tag{5.4-16}
\end{equation*}
$$

for the case where the same fraction of neutrons are absorbed in both the wire and the foil, $\mathrm{F}_{\mathrm{a}}^{\text {foil }} / \mathrm{F}_{\mathrm{a}}^{\text {wire }}=1$, and Eq. 5.4-16 becomes:

$$
\begin{equation*}
D=2 t \tag{5.4-17}
\end{equation*}
$$

From this equation it is seen that a wire of diameter " $x$ " is approximately equivalent to a foil of thickness " $x / 2$ ". Mathews (Ref. 5.4-1) determined the non-1/V effective resonance integral for a 0.020 inch in diameter copper wire
and found that $I_{n o n-1 / V}=2.195$. Using Fig. 5.4-5, this corresponds to a foil of thickness 0.010 thus confirming Eq. 5.4-17.

The copper wires in the present irradiations had a diameter of 0.0252 inches and thus, from Fig. 5.4-5, $I_{\text {non-1/V }}=2.13$ barns. The total effective resonance integral is:

$$
\begin{equation*}
I_{0}=I_{1 / V}+I_{n o n-1 / V} \tag{5.4-18}
\end{equation*}
$$

substituting values for 0.0252 inch copper wire Eq. 5.4-18 yields:

$$
\begin{equation*}
I_{0}=4.37 \text { barns } \tag{5.4-19}
\end{equation*}
$$

CITATION uses thermal cross sections that is averaged over the thermal energy group. The relationship between an averaged cross section for a Maxwellian energy distribution and the cross section for neutrons with a speed of 2200 meters per second is as follows (Ref. 5.4-2):

$$
\begin{equation*}
\sigma_{a}(\bar{v})=\frac{\pi^{1 / 2}}{2} \sigma_{\mathrm{act}}^{0} \tag{5.4-20}
\end{equation*}
$$

where,
$\sigma_{a}(\bar{v})$ is the energy averaged cross section,
$\sigma_{\text {act }}^{0}$ is the 2200 meter per second cross section. Since $\sigma_{\text {act }}^{0}$ equals 4.50 barns for $\mathrm{Cu}^{63}$, the energy averaged cross section which corresponds to the CITATION Group 3 cross section, $\sigma_{3}$, is 3.99 barns.

The derivation of $I_{0}$ included averaging over the
resonance energy group and thus, the following ratio corresponds with the energy averaged CITATION flux ratio:

$$
\begin{equation*}
\frac{I_{0}}{\sigma_{3}}=\frac{4.37}{3.99} \text { barns }=1.095 \tag{5.4-21}
\end{equation*}
$$

Substituting the value of Eq. 5.4-21 into Eq. 5.4-7 Yi.elds:

$$
\begin{equation*}
\frac{A_{t h}}{A_{T O T}}=\frac{1}{1+1.095 \frac{\phi_{2}}{\bar{\phi}_{3}}} \tag{5.4-22}
\end{equation*}
$$

where,

$$
\varnothing_{2} / \varnothing_{3} \text { is the flux ratio taken from CITATION. }
$$

5.4.4 Summary of Copper Wire Flux Maps

The main purpose of copper wire flux mapping is to determine the thermal neutron flux shape in positions of interest and to compare this shape with the flux shape as predicted by CITATION. All of the copper wire data was corrected for power differences between irradiations and for resonance capture effects (using CITATION flux ratios). Sample corrected data is listed in Appendix $F$ and the raw data is filed in the MITR Headquarters Office with Procedure 5.9.1.

The corrected counts were plotted versus wire position. CITATION Group 3 (thermal) fluxes from the three-dimensional model which corresponded to each respective wire
count position were also plotted on the same graphs. A 5 MW CITATION thermal flux of $1.0 \times 10^{13}$ was chosen to equal 186.5 counts because this yielded good agreement between the copper wire and CITATION results at incore locations where confidence in CITATION results is high. Figures 5.4-6 and 5.4-7 show that CITATION and the copper wires are in agreement with the exception of the flux spike at each end of the element. This expected difference is further discussed later in this section. At the element ends, the CITATION spike is $60 \%$ of the copper wire spike. Note that there is no large difference between the flux shapes for the position that was next to the solid dummy and the position that was next to the fueled element.

Figure 5.4-8 shows the flux distributions in channel 2 of element $\mathrm{C}-8$. There is generally good agreement between CITATION and copper wire results with the exception of the spike at the bottom. Figure 5.4-9 shows the flux listribution for an interior channel in C-8. Note that the shapes are in agreement, but that CITATION predicted a higher thermal flux.

Figures 5.4-10 and 5.4-11 show flux distributions in channels of an element in A-2. The copper wire in channel 11 (Fig. 5.4-11) extended 1 3/4 inches below the bottom of the fuel meat and thus shows the very large thermal flux spike that occurs at the bottom of the fuel.



FIG. 5.4-9

THERMAL NEUTRON FLUX DISTRIBUTION IN CHANNEL \# 10 OF ELEMENT IN POSITION C-8




Figures 5.4-12, 5.4-13, and 5.4-14 show the thermal flux distributions in core housing corner holes \#2, 4, and 5, respectively, (see Fig. 5.4-4 for locations). CITATION does not do well predicting the flux shape in the corner holes because of large mesh point spacing and because of homogenized materials cross sections. The copper wire flux shapes in each of the three different corners are very similar with only the magnitude of counts differing. The counts for corner hole \#4 which is next to the C-8 element position are about $12 \%$ greater than the counts in the other two corner holes measured. There appears to be no variations in the corner holde distribution shape depending upon whether the corner hole is next to a radial spider arm or next to a fuel element.

Figures 5.4-15, 5.4-16, and 5.4-17 show the flux distributions for 6RH2, 3GV5, and 3GV6, respectively. CITATION cannot give good representations of the experimental locations because of the limited mesh points at the experimental locations. Note that the peak flux in the 3GV facilities does not occur at the bottom of the facility.

The copper wires showed a much greater thermal flux spike at the bottom of the fuel than was predicted by CITATION. Hove (Ref. 5.4-3) had shown that CITATION calculations using homogenized lower plenum cross sections under predicted the flux peak that occurred at the bottom of the fuel. The implications of this under prediction





## FIG. 5.4-I6



## FIG. 5.4-17


shall be further discussed in Sections 7.3 and 10.1.1. 5.5 Summary of Power and Flux Distributions for Core I Three methods of determining the power and flux distributions were used in this chapter. The methods were:

1) CITATION computer code,
2) Gamma Scanning, and
3) Copper Wire Irradiations.

Tables 5.5-1, 5.5-2, and 5.5-3 summarize the figures which show the results for these respective methods. The importance and conclusion of these results are further discussed in Chapter 10.

TABLE 5.5-1
SUMMARY TABLE OF CORE I CITATION DISTRIBUTIONS

Figure Number
5.2-2
5.2-5
5.2-6
5.2-7
5.2-8
5.2-9
5.2-10
5.2-11
6.4-1

Title of Figure
5 MW Thermal Neutron Flux from 2-D CITATION

CITATION Relative Power Distribution of Plate 1 of Element in $\mathrm{C}-8$

CITATION Relative Power Distribution of Plate 1 of Element in A-2

CITATION Relative Power Distribution on Central Plate in Element B-5

CITATION Relative Power Distribution for Horizontal Layer 11

CITATION Relative Power Distribution for Horizontal Layer 9

CITATION Relative Power Distribution for Horizontal Layer 6

5 MW Thermal Flux from 3-D CITATION
Comparison between CITATION and COREFAC Results for Core I

TABLE 5.5-2
SUMMARY TABLE OF POWER DISTRIBUTIONS FOR CORE I BASED ON PLATE SCANNING DATA
Figure Number
5.3-26, 5.3-27,

$5.3-28$$\quad$| Title |
| :--- |
| 5.3-29 Elements C-9, C-8, and (A-2, |
| B-3) |

TABLE 5.5-2 (Continued)

| Figure Number | Title |
| :---: | :---: |
| 5.3-33 | Core I Axial Power Distribu- <br> tion in Element Position A-2 |
| 5.3-34 | Relative Powers of Elements in <br> Core I where the Removable <br> Plate Element was Irradiated |
| 5.3-35 | Core I Experimental Power Dis- <br> tribution for a Horizontal <br> Cross Section O. 438 inches <br> from Bottom Edge of Fuel Meat |
|  | Core I Experimental Power Dis- <br> tribution for a Horizontal |
| Cross Section 5.438 inches |  |
| from Bottom Edge of Fuel Meat |  |

Table Number

```
5.3-7
```

Relative Power Distribution in Plates and Elements of Core I where the Removable Plate Element was Irradiated - Blades at 7.6 inches.

TABLE 5.5-3
SUMMARY TABLE OF COPPER WIRE FLUX DISTRIBUTIONS

| Figure Number | Description |
| :---: | :---: |
| 5.4-6, 5.4-7 | Thermal Neutron Flux Distributions in Absorber Spider Holes \#l and \#3 |
| 5.4-8, 5.4-9 | Thermal Neutron Flux Distribution in Channels \#2 and \#10 of Element in $\mathrm{C}-8$ |
| 5.4-10, 5.4-11 | Thermal Neutron Flux Distributions in Channels \#2 and \#ll of Channel in $\mathrm{A}-2$ |
| $\begin{gathered} 5.4-12,{ }_{5}^{5} .4-13 \\ \\ \hline \end{gathered}$ | Thermal Neutron Flux Distributions in Corner Holes \#2, \#4, and \#5 |
| 5.4-15 | Thermal Neutron Flux Distribution in 6RH2 |
| 5.4-16 | Thermal Neutron Flux Distribution in 3GV5 |
| 5.4-17 | Thermal Neutron Flux Distribution in 3GV6 |

## CHAPTER 6

## POWER DISTRIBUTIONS IN CORE II

Power distributions in Core II of the MITR-II are discussed in this chapter. Section 6.1 summarizes the analysis methods and fuel loading arrangement for Core II. The calculational model and design check predictions for Core II are described in Section 6.2. The experimental measurements of power distributions for several specifiec element positions are described in Section 6.3. The power distributions for core II are summarized in Section 6.4. 6.1 Analysis Methods and Loading

Core II was intended as a short term core to be operated during the period of time it would take to obtain satisfactory substitutes for the original cadmium sandwich fixed absorbers. Core II was designed to allow operation of the MITR-II without fixed absorbers in the upper half of the core. This resulted in a higher active core height and some loss of neutron intensity at the beam ports beneath the reactor core. The fuel loading for Core II is shown in Fig. 6.1-1.

The power and neutron flux distributions of Core II were calculated by using the CITATION computer code. Selected power distributions were experimentally verified

# FIG. 6.I-I 

## CORE II FUEL LOADING



- solid dummy element
by gamma scanning a removable plate fuel element after irradiation in the specified positions. The use of CITATION and gamma scanning techniques to determine the power density is extensively described in Chapter 5 and will not be repeated here. Only the differences between evaluating Core $I$ and Core II are discussed in this chapter. The differences arise in the means for evaluating the radial peaking factor, $F_{r}$, since for Core II fewer removable plate irradiations were performed.


### 6.2 Design Check Predictions

A three-dimensional model was developed to mock-up the Core II fuel loading for use in the CITATION code calculation. The CITATION code and cross sections set are described in Section 5.2.1. A description of the Core II calculational model is given in Section 6.2.1.

### 6.2.1 Mesh Spacing Arrangement

As can be seen in Fig. 6.1-1, Core II of the MITR-II is not symmetric about a plane passing through the center of the core and the center of the regulating rod. In order to model Core II as symmetric about the center plane, the solid dummies in the B-ring had to be smeared as shown in Fig. 6.2-1. The total volume of fuel for 22 fuel elements was set equal to the amount of fuel in the mock-up shown in Fig. 6.2-1. The axial direction (z direction) and radial ( R direction) mesh boundaries

## FIG. 6.2-I

CITATION R- $\theta$ MOCKUP OF CORE II


V/A - solid dummy elements
were maintained the same as for core $I$. The $\theta$ direction boundaries were altered to obtain the positions shown in Fig. 6.2-1.

Table 6.2-1 shows the comparison between the CITATION predictions for $K_{e f f}$ and power densities for the models of Core I and Core II. The average power density multiplied by the number of elements in the core comes to approximately the same number for each loading which indicates that the fuel volume ratio between the two cases is correct. The fact that the error in $\mathrm{K}_{\text {eff }}$ (compared to the measured $K_{\text {eff }}=1.00$ ) is about the same for both cases indicates that the symmetric model of the non-symmetric Core II is probably not a bad assumption and the results will be consistent with other CITATION calculations of the MITR-II.

### 6.2.2 Power Density

If a total core power is specified, CITATION prints out the average mesh point power density for each mesh point containing fissile material. For all CITATION computer calculations in this work, the total core power was specified as 5 thermal megawatts. Section 5.2.3.1 shows how CITATION calculated power densities can be used to obtain local fuel plate heat fluxes; heat deposited in local coolant channels; values of $F_{r}, F_{a}$, and $F_{r} \times F_{a}$; and fuel plate wall temperatures.

By employing the method to determine channel powers described in Section 5.2.3.1, the average channel power

## TABLE 6.2-1

## COMPARISON OF CITATION K eff AND POWER DENSITY PREDICTIONS FOR CORE I AND CORE II


for each element can be obtained. The power deposited in the $K^{\text {th }}$ channel, $\mathrm{PC}_{\mathrm{K}}$, is determined by the following equation:

$$
\begin{equation*}
P C_{K}=2 W \sum_{i=1}^{n}(Q / A)_{i} \text { Zi, watts } \tag{5.2-6}
\end{equation*}
$$

where,
(Q/A) is the fuel plate area heat flux in watts $/ \mathrm{cm}^{2}$ for constant $R$ and $\theta$ corresponding to the channel of interest,
$Z_{i}$ is the hejght in centimeters in the $z$ direction of the $i{ }^{\text {mesh point, }}$
$W$ is the fueled width of the fuel plate in centimeters,
$n$ is the number of mesh point volumes in the $z$ direction for constant $R$ and $\theta$.

The average channel power in an element is determined
by the following:

$$
\begin{equation*}
P C^{M}=\sum_{j=1}^{Q} P C_{j} f_{j}, \quad \text { watts } \tag{6.2-1}
\end{equation*}
$$

where,
$P C^{M}$ is the average channel power in the $M^{\text {th }}$ element,
$P C_{j} i_{M}$ the channel $^{\text {the }}$ element, power of the $j^{\text {th }}$ channel in the
$f_{j}$ is the fraction of the $M^{\text {th }}$ element power that is
Q is number of channels in the $M^{\text {th }}$ element for which CITATION representations are available.

Note that the following must be made true for each evaluation:

$$
\begin{equation*}
\sum_{j=1}^{Q} f_{j}=1.0 \tag{6.2-2}
\end{equation*}
$$

The $f_{j}$ 's are evaluated by determining the volume fraction of the element that can be reprsented by a given channel in CITATION (a series of axial mesh points with a constant $R$ and $\theta$ ).

The ratio of element power to core average element power is defined to be $F_{r}^{\prime}$ and can be determined by the following equation:

$$
\begin{equation*}
\left(F_{r}^{\prime}\right)^{M}=\frac{P C^{M}}{\frac{\sum_{i=1}^{P} P C^{i}}{P}} \tag{6,2-3}
\end{equation*}
$$

where,
$\left(F_{r}^{\prime}\right)^{M} \quad \begin{aligned} & \text { is the ratio of power produced in the } \\ & \text { element to the power produced in the }\end{aligned}$ average element,
$P$ is the number of fueled elements in the reactor.

By using results and Eqs. 5.2-3, 6.2-1, and 6.2-3, the value of $F_{r}^{\prime}$ was calculated for each element in Core II. Figure 6.2-2 shows the value of $F_{r}^{\prime}$ for each element position. The hottest channels in Core II are predicted to be in elements $\mathrm{A}-1$ and $\mathrm{C}-13$. Axial power distributions for the hottest channels in those elements are shown in Figs. 6.2-3 and 6.2-4. An axial power distribution for a

## FIG. 6.2-2

CITATION RELATIVE FUEL ELEMENT POWER FOR CORE II

solid dummy elements
Above numbers are the ratio of the CITATION predicted power in each element position to the power in the average element in the core for the blades at 8 inches.



central channel in a B-ring element is shown in Fig. 6.2-5. As would be expected, a higher fraction of element power is generated in the upper half of the element upon removal of the fixed absorbers.

Figures 6.2-3, 6.2-4, and 6.2-5 show the effects of raising the blade height on the axial power distribution. For interior element ring positions, the shape of the plate axial power distribution is nearly unchanged and the total power generated drops slightly. For fuel plates near the outside of the core, the shape of the power distribution changes considerably with blade height and the total power generated increases significantly. When peak values of the safety limit and limiting condition for operation occur in outside edge fuel channels, the values will increase toward the allowable limit as the shim bank is raised.

### 6.3 Experimental Measurement of Power Density

The power distribution in several fuel element positions was experimentally measured by gamma scanning of removable fuel plates. A description of gamma scanning techniques is found in Section 5.3. The removable plate element was only irradiated in four fuel element positions in the Core II loading for the following reasons:
A. A full irradiation program of all positions would have required an extended length of time,
B. Comparisons between CITATION and gamma scanning for Core $I$ had given a good verification of accuracy of CITATION,
C. Future core evaluations will not involve gamma scanning techniques and thus it would be helpful to begin to formulate those evaluation techniques as early as possible with some limited additional experimental verification as a check.

The four element positions where fuel plate irradiations were performed were chosen by picking the positions which CITATION predicted to have the greatest power peaking and where characteristics of Core II differed sufficiently from Core I such that unexpected power peaking might occur; i.e., water gaps created by removal of the fixed absorbers. Figure 6.3-1 shows the four positions where the removable plate element was irradiated.

### 6.3.1 Variances Between Core I and Core II Gamma Scanning Technique

The gamma scanning experimental technique and data evaluation was the same for Core II as for Core $I$ with the exception of the following:

1) The counting electronics were different (see Fig. 6.3-2 for block diagram of new electronic equipment),
2) Uranium foil irradiations were not performed since they had been found to be unnecessary,
3) Scanning position points were changed and new effective areas inputed to COREFAC,
4) COREFAC was not utilized to obtain core-average weighting factors because sufficient irradiations were not performed to yield accurate core-wide plate weighting factors.
FIG. 6.3-1

CORE II REMOVABLE PLATE ELEMENT IRRADIATION POSITIONS

FIG. 6.3-2


The electronics change had no effect on the results since the same $I^{131}$ source used as Core $I$ standard was used to calibrate and adjust the Core II setup to the same count rates and energy cutoff as Core I. Deleting the uranium foil counts was possible because the uranium foil data was not used in evaluating the scanning data. The scanning positions were changed because more information was desired about the power distribution in the upper section of the core. Because the number of points scanned is limited to 66 , some of the positions in the lower portion of the plate were deleted. A series of points were chosen at the top edge of the fuel plate in order to assure that no unacceptable peaking was occurring near the outlet of the elements with the fixed absorber removed. Table 6.3-1 gives the coordinates of the positions scanned with $(0,0)$ corresponding to a lower left corner of the fuel meat when looking at the fuel plate with the number side up and the scan point effective areas.

COREFAC was only used to obtain the axial peaking factor $F_{a}$, and to provide data for evaluating $F_{r}^{\prime \prime}$, the ratio of the power produced in a plate to the power produced in the average plate in that element. Insufficient removable plate irradiations were performed to obtain data representative of every fuel plate in Core II. As a result, core wide weighting could not be obtained

## TABLE 6.3-1

REMOVABLE PLATE SCAN POINT COORDIANTES FOR CORE II

| Point | x* | $Y^{*}$ | Effective Area |
| :---: | :---: | :---: | :---: |
| 1 | 0.0 | 1.688 | 0.0225 |
| 2 | 0.0 | 1.000 | 0.0215 |
| 3 | 0.00 | 0.313 | 0.0205 |
| 4 | 0.063 | 1.688 | 0.0674 |
| 5 | 0.063 | 1.000 | 0.0644 |
| 6 | 0.063 | 0.313 | 0.0615 |
| 7 | 0.188 | 1.688 | 0.0898 |
| 8. | 0.188 | 1.000 | 0.0859 |
| 9 | 0.188 | 0.313 | 0.0820 |
| 10 | 0.313 | 1.688 | 0.0898 |
| 11 | 0.313 | 1.000 | 0.0859 |
| 12 | 0.313 | 0.313 | 0.0820 |
| 13 | 0.438 | 1.688 | 0.1347 |
| 14 | 0.438 | 1.000 | 0.1289 |
| 15 | 0.438 | 0.313 | 0.1230 |
| 16 | 0.688 | 1.688 | 0.2695 |
| 17 | 0.688 | 1.000 | 0.2579 |
| 18 | 0.688 | 0.313 | 0.2461 |
| 19 | 1.188 | 1.688 | 0.3594 |
| 20 | 1.188 | 1.000 | 0.3438 |
| 21 | 1.188 | 0.313 | 0.3281 |
| 22 | 1.688 | 1.688 | 0.5391 |
| 23 | 1.688 | 1.00 | 0.5156 |
| 24 | 1.688 | 0.313 | 0.4922 |
| 25 | 2.688 | 1.688 | 0.7188 |
| 26 | 2.688 | 1.000 | 0.6875 |
| 27 | 2.688 | 0.313 | 0.6562 |
| 28 | 3.688 | 1.688 | 0.7188 |
| 29 | 3.688 | 1.000 | 0.6875 |

TABLE 6.3-1 (Continued)

REMOVABLE PLATE SCAN POINT COORDINATES FOR CORE II

| Point | x* | $\mathrm{y}^{*}$ | Effective Area |
| :---: | :---: | :---: | :---: |
| 30 | 3.688 | 0.313 | 0.6562 |
| 31 | 4.688 | 1.688 | 0.7188 |
| 32 | 4.688 | 1.000 | 0.6875 |
| 33 | 4.688 | 0.313 | 0.6562 |
| 34 | 5.688 | 1.688 | 0.7188 |
| 35 | 5.688 | 1.000 | 0.6875 |
| 36 | 5.688 | 0.313 | 0.6562 |
| 37 | 6.688 | 1.688 | 0.7188 |
| 38 | 6.688 | 1.000 | 0.6875 |
| 39 | 6.688 | 0.313 | 0.6562 |
| 40 | 7.688 | 1.688 | 1.0781 |
| 41 | 7.688 | 1.000 | 1.0312 |
| 42 | 7.688 | 0.313 | 0.9844 |
| 43 | 9.688 | 1.688 | 1.4375 |
| 44 | 9.688 | 1.000 | 1. 3750 |
| 45 | 9.688 | 0.313 | 1. 3125 |
| 46 | 11.688 | 1.688 | 1.4375 |
| 47 | 11.688 | 1.000 | 1.3750 |
| 48 | 11.688 | 0.313 | 1.3125 |
| 49 | 13.688 | 1.688 | 1.7970 |
| 50 | 13.688 | 1.000 | 1.7190 |
| 51 | 13.688 | 0.313 | 1.6405 |
| 52 | 16.688 | 1.688 | 2.1562 |
| 53 | 16.688 | 1.000 | 2.0625 |
| 54 | 16.688 | 0.313 | 1.9687 |
| 55 | 19.688 | 1.688 | 1.6172 |
| 56 | 19.688 | 1.000 | 1.5469 |
| 57 | 19.688 | 0.313 | 1.4766 |

TABLE 6.3-1 (Continued)
REMOVABLE PLATE SCAN POINT COORDINATES FOR CORE II

| Point | $x^{*}$ | $Y^{*}$ | Effective <br> Area |
| :--- | :---: | :---: | :---: |
| 58 | 21.188 | 1.688 | 0.8086 |
| 59 | 21.188 | 1.000 | 0.7734 |
| 60 | 21.188 | 0.313 | 0.7383 |
| 61 | 21.938 | 1.688 | 0.3492 |
| 62 | 21.938 | 1.000 | 0.3297 |
| 63 | 21.938 | 0.313 | 0.3102 |
| 64 | 22.438 | 1.688 | 0.0140 |
| 65 | 22.438 | 1.000 | 0.0144 |
| 66 | 22.438 | 0.313 | 0.0140 |

* $(0,0)$ corresponds to the lower left corner of the fuel meat when looking at the fuel plate with the number side up.
with sufficient accuracy to utilize the capability in COREFAC to evaluate $F_{r}$, the ratio of power produced in a plate to the power produced in the average plate in the core.


### 6.3.2 Data Analysis

Computer code GAMSCAN was utilized to evaluate counting data and correct for decay, background, and backscatter. The output of GAMSCAN was used as input to COREFAC along with cobalt foil counts and scan point effective areas. Table 6.3-2 gives the element orientation and the corrected cobalt count for each irradiation. COREFAC output yielded the value of $\mathrm{F}_{\mathrm{a}}$ for each point scanned and an average counts per unit area of plate for each plate scanned.

Figure 6.3-3 shows the axial distribution of $F_{a}$ for the hottest plate in A-2. Note that the power distribution is fairly uniform in the plate. Power peaks occur at the top and bottom of the plate where water is plentiful in the inlet and outlet plenums. Similarly, a power peak occurs above 10 inches as a result of the water gap caused by removal of the fixed absorbers.

Figure 6.3-4 shows the axial variation of $\mathrm{F}_{\mathrm{a}}$ for a plate in $\mathrm{D}-4$ next to a radial wing of the absorber spider. There is no unacceptable peaking caused by the water gap created by removal of the fixed absorber sandwich.

TABLE 6.3-2
CORE II REMOVABLE PLATE ELEMENT ORIENTATION POSITIONS AND COBALT FOIL COUNTS

| Irradiation Number | Fuel Element Position | Element Orientation in Position | Total Cobalt Foil Counts Corrected for Decay, Mass, and Background |
| :---: | :---: | :---: | :---: |
| 21 | A-1 | Plate 1 next to hexagonal spider | 15,066 |
| 22 | B-4 | Plate 1 next to absorber spider | 28,742 |
| 23 | C-15 | Plate 1 next to core housing | 28,459 |
| 24 | C-13 | Plate 1 next to core housing | 28,439 |

[^0]



Figure 6.3-5 shows the axial variation of $F_{\text {a }}$ for the outside fuel plate in C-13. The power distributions in this outside plate resembles distributions found in Core I where power was depressed in the upper core by fixed absorbers. The controi blades have a major influence on the power distribution in the outside edge plates causing the power to decrease above the axial height of the shim bank. Because element positions $\mathrm{C}-3, \mathrm{C}-8$, and C-13 are relatively far from the fixed absorber locations, the power density distribution shape depends mainly on the shim bank height and is only slightly affected by whether fixed absorbers are or are not present. The effect of fixed absorbers would only be significant for high shim bank heights. (Compare Figs. 5.3-29 and 6.3-5 for similarity of distributions). The outside plate of C-13 becomes the hottest plate in the core as the shim bank height is raised.

For each irradiation position of the removable plate element, the average counts per plate of each plate scanned was plotted versus plate number in the element. These plots showed the power distributed through the fuel element. Since only five plates out of fifteen were scanned in each irraidation, each plate had to be weighted to determine how many plates that each plate counted actually represented. This weighting was accomplished by dividing the distribution curve up into a
series of blocks in which the integral of the area under the blocks approximately equals the integral of the area under the distribution curve. Figure 6.3-6 shows an example for the case of the removable plate element irradiated in position C-13.

The ratio of the power produced in a plate to the power produced in the average plate in that element is defined as $F_{r}^{\prime \prime}$ and is evaluated for each plate scanned by the following:

$$
\left(F_{r}^{\prime \prime}\right)_{j k}=\frac{\frac{\operatorname{PLTAVG}(K, J)}{\sum_{i=1}^{5} W_{j k} P_{\text {LTAVG }}(K, J)}}{15}
$$

where,

$$
\begin{aligned}
&\left(F_{r}^{\prime \prime}\right) j k \begin{array}{l}
\text { is the value of } F^{\prime \prime} \text { for the } j^{\text {th }} \text { plate }
\end{array} \\
& \text { scanned in the Kth element, }
\end{aligned}
$$

The values of $\mathrm{F}_{\mathrm{r}}^{\prime \prime}$ for each plate scanned in Core II are listed in Table 6.3-3.

## FIG. 6.3-6



TABLE 6.3-3
VALUES OF F" FOR CORE II DETERMINED BY REMOVABLE PLATE ELEMENT IRRADIATIONS

|  |  |  | Number of <br> Plates in |
| :--- | :--- | :--- | :--- | :--- |
| Element |  |  |  |,

### 6.4 Summary of Power Distributions in Core II

Table 6.4-1 gives a summary listing of information in this chapter on the power distribution in Core II. The value of the radial peaking factor, $F_{r}$, which is of interest in determining the core safety limit and limiting conditions for operation is evaluated in the following manner:

$$
\begin{equation*}
F_{r}=F_{r}^{\prime} \times F_{r}^{\prime \prime} \tag{6.3-2}
\end{equation*}
$$

where,
$F_{r}^{\prime}$ is taken from Fig. 6.2-2 based on CITATION data,
$F_{r}^{\prime \prime}$ is taken from Table 6.3-3 based on plate scanning data for the hot channel of interest.

The value of $F_{r}$ is thus based on the product of CITATION data and an experimentally determined factor. CITATION results yield a value of $F_{r}^{\prime}$ that is sufficiently within uncertainty limits used in determining the safety limit and limiting condition for operations. Figure 6.4-1 shows a comparison between CITATION predicted values of $F_{r}^{\prime}$ for Core $I$ and the COREFAC predicted values of $F_{r}^{\prime}$ for Core $I$. For higher power elements the agreement between the two methods is very good and for all element positions the average difference is 5\%, which is less than the $10 \%$ uncertainty on power density used in evaluating the safety limit and limiting condition for operation.

$\int$ - solid dummy element
ratio of COREFAC power per element
$\frac{\text { XXXXX }}{\text { YYYYY }}=$
to core average element power
ratio of CITATION power per element
to core average element power

TABLE 6.4-1
SUMMARY TABLE OF CORE II POWER DISTRIBUTIONS

| Fiqure Number | Title |
| :---: | :---: |
| Fig. 6.2-2 | CITATION Relative Fuel Element Power for Core II |
| Fig. 6.2-3 | CITATION Relative Power Distribution of Plate 1 of Element in $A-1$ for Core II |
| Fig. 6.2-4 | CITATION Relative Power Distribution of Plate 1 of Element in $\mathrm{C}-13$ for Core II |
| Fig. 6.2-5 | CITATION Relative Power Distribution of Central Plate of Element in B-7 for Core II |
| Fig. 6.3-3 | Axial Peaking Factor from Plate Scanning Data on Plate 1 of Element in $A-1$ for Core II |
| Fig. 6.3-4 | Axial Peaking Factor from Plate Scanning Data on Plate 1 of Element in $\mathrm{B}-4$ for Core II |

## Description

Shows value of $F^{\prime}$ for each Core II element position.

Shows value of $F F$ from CITATION calculaEions versus axial position for plate in A-1 next to hexagonal spider.

Shows value of $\mathrm{F} F$ from CITATION calculations for plate next to core housing in $\mathrm{C}-13$.

Shows value of $F F$ from CITATION calculafion for an interior $B$-ring plate.

Shows value of F from COREFAC for plate next to hexagonal spider in A-1.

Shows value of $F$ from COREFAC for plate in B-4 next to the radial spider with the absorber removed.

| Figure Number | Title |
| :---: | :---: |
| Fig. 6.3-5 | Axial Peaking Factors from Plate Scanning <br> Data on Plate I of Element in C-13 for <br> Core II |
| Fig. 6.3-6 | Plate Power Distribution Through <br> Element C-13 |

## Description

Shows value of $F$ from COREFAC for plate in C-13 that is next to the core housing.

Shows values of $F$ through element in c-13.

## CHAPTER 7

SAFETY LIMITS AND LIMITING OPERATING CONDITIONS

The thermal-hydraulic safety limit and limiting conditions for operation of the MITR-II are described in this chapter. The derivation of the thermal-hydraulic safety limit of the MITR-II is found in Section 3.3.4 of the MITR-II Safety Analysis Report. Much of the work shown in that SAR section is repeated in Sections 7.2.1 and 7.3.1 of this work because the best way to completely understand the basis of the safety limit and limiting conditions for operation is to review the complete derivation. New data from experiments completed since the SAR was written are incorporated in this work to update the SAR derivation when applicable.

The evaluations of the safety limit and limiting condition for operation as defined by Technical Specification Sections 2.1 and 3.1 are included in Sections 7.2 and 7.3 for the first two core loadings of the MITR-II. Expected problems for future core loadings are discussed in Section 7.4. Suggested methods for evaluation of future core loadings are included in Section 7.5

### 7.1 General Descriptions

Conservative thermal-hydraulic limits are used for the MITR-II. A safety limit is set to prevent boiling induced flow instabilities which could lead to boiling burnout and limiting safety system settings are set to prevent incipient boiling from occurring anywhere in the core. The limiting condition for operation above 1.0 kw is that the power distribution in the operating core has been evaluated to assure that incipient boiling will not occur for the limiting safety system settings. These limits are established by utilizing the normally measured quantities of total reactor power, total primary coolant flow, and bulk coolant temperature of the reactor outlet and by utilizing the experimentally and analytically determined core factors together with an estimate of their uncertainty. The use of conservative assumptions and conservative values of uncertainties assure a wide margin between the true safety limit of prevention of boiling burnout and actual operating condition provided that the technical specification safety limit and limiting conditions for operation are met.

### 7.2 Safety Limit

The purpose of safety limit is to assure that the structural integrity of the fuel elements is maintained.

This assures that the fission products are contained, and
that the fuel is maintained in a coolable geometry. The safety limit as defined in the Technical Specification

Section 2.1 is:
The point determined by the combination of the true values of $\mathrm{P}_{\mathrm{T}}, \mathrm{W}_{\mathrm{T}}$, and T , shall not be above the line given in Fig. ${ }^{\text {P }}$ ti-1 (Fig. 7.2-1 in this work) corresponding to the true value of the water height, $L$;
where,
$\mathrm{P}_{\mathrm{T}}$ is the total reactor thermal power (MW),
$\mathrm{W}_{\mathrm{T}}$ is the reactor coolant flow rate (gpm),
$\mathrm{T}_{\text {out }}$ is the reactor coolant outlet temperature $\left({ }^{\circ} \mathrm{C}\right)$,
is the height above the outlet end of the
heated section of the hottest fuel chanmel
(feet).

The plot shown in Fig. $7.2-1$ is valid if $F_{H C}{ }^{F}{ }_{p} / d_{f} F_{f}$
is less than or equal to 2.9 where:
$F_{H C}$ is the hot channel factor, the ratio of the power released into the hottest channel over the average (radial) channel power,
$\mathrm{F}_{\mathrm{p}}$ is the fraction of the total power generated by the fuel,
$d_{f}$ is the flow disparity, the ratio of the minimun expected flow in the hot channel. to the average channel flow,
$F_{f}$ is the fraction of primary flow cooling the
The ratio $F_{H C}{ }_{P} / d_{f} F_{f}$ has been evaluated for the initial core loadings of the MITR-II to insure the validity of Fig. 7.2-1.

7.2.1 Basis of Safety Limit

The safety limit provides an upper bound for which operation below the safety limit assures the structural integrity of the fuel elements. Although aluminum melts at approximately $660^{\circ} \mathrm{C}$ it begins to soften significantly at about $450^{\circ} \mathrm{C}$ and this temperature of $450^{\circ} \mathrm{C}$ is thus taken as the upper limit on clad temperature.

Since the MITR-II operates at atmospheric pressure at the pool surface and since the fuel elements use thin aluminum cladairg, the difference of about $350^{\circ} \mathrm{C}$ between $450^{\circ} \mathrm{C}$ and 10 pressure boiling temperatures could not be reached if boiling burnout is prevented. Because of the low pressure and multichannel design of the MITR-II, it is difficult to predict when boiling burnout would occur because of the problem of two-phase flow instabilities. The occurrence of an instability can result in the worst case in flow starvation and a premature "burnout" at heat fluxes well below the burnout heat flux predicted without an instability. Despite basic research in the area of stability in two-phase flows for at least the last twenty years, a good understanding of the total stability picture has been hampered by the existence of a great number of different mechanisms (Ref. 7.2-1). Tho exact amount of the effect of an instability on lowering the burnout heat flux is very difficult to predict at the present time. In view of this difficulty, it is
assumed here that the onset of flow instability causes a lower flow rate in one channel for the same pressure drop and thus causes burnout at a lower heat flux than would be computed from the average flow conditions of the channels. The MITR-II safety limit is set such that the reactor operates below conditions for onset of flow instability. This basis combined with the conservative assumptions used in predicting the onset of flow instability, produces a safety limit of the maximum steady state power that is considerably below values based on applicable burnout correlations. Thus, there appears to be a comfortable margin beyond this safety limit before reaching the point where a real threat to fuel element integrity exists.

The mechanism which can be used to explain the class of instability which would be expected to occur in the MITR-II core is the pressure drop-flow rate instability. This mechanism can arise whenever the pressure drop versus flow rate curve of a system element has a flat or negative sloping region. The following single spaced sections in quotations, except where noted otherwise, are excerpts from Section 3.3-4 of the MITR-II Safety Analysis Report. The equation, figure, table, and reference numbers in the excerpted section have been renumbered to be consistent with the numbering system in this work and to provide
easy reference for discussion in this work. These excerpts combined with additional comments show the basis of the MITR-II Safety Limit.
"The method of investigating the onset of flow instability consists of calculating the pressure drop as a function of flow rate for a given heat flux. The minimum stable flow rate is that which coincides with the minimum of the curve. This is consistent with the stability criterion below:

For instability:

$$
\begin{equation*}
\frac{\partial}{\partial W}(\Delta p \text { external sys. })-\frac{\partial}{\partial W}(\Delta p \text { coolant channel. }) \geq 0 \tag{7,2-1}
\end{equation*}
$$

where,
$p$ is the pressure drop,
$W$ is the coolant flow.

Since, for a large number of channels,
$\Delta \mathrm{p}$ external sys. $=$ constant,
the criterion reduces to:

$$
\begin{equation*}
-\frac{\partial}{\partial \bar{W}}(\Delta p \text { coolant channel }) \geq 0 . \tag{7.2-3}
\end{equation*}
$$

This theoretical model has been proposed in several references, Refs. 7.2-2, 7.2-3, and 7.2-4, and has been found to give excellent agreement with experiment (Ref. 7.2-4 and 5).

In case of the MITR fuel element some interpretation is necessary in order $i o$ define the coolant channel. The entire fuel element could be considered a coolant channel, since there are 24* to 27 elements in the core and the assumption of a constant pressure drop across the fuel elements is not significantly affected by flow changes in any one element. The alternative is to treat the individual channels between fuel plates. This distinction has considerable bearing on the results and as will be seen below the latter case is the more conservative and has, therefore, been used in this analysis.

The pressure drop across the coolant channel can be divided into four parts:
*There are only 22 fueled elements in Core II of the MITR-II.

1) the entrance effect,
2) the friction factor drop along the length of the channel,
3) the exit effect,
4) the gravity drop - since the flow is vertical and upward.
In the absence of boiling, these pressure drops are normally computed by standard methods and, except for the last one which is independent of flow rate, are an increasing function of flow rate, i.e., the slope of the pressure drop vs. flow curve is positive and there is no flow instability. The presence of boiling in the channel affects all except possibly the first factor. In general, the entrance effect and the exit effect are increasing functions of flow rate, but their magnitudes may be decreased by the transition to two-phase flow. The friction drop may have either a positive or negative slope and may be considered the determining factor.

Having defined the coolant channels as
the individual channels between fuel plates, the entrance effect becomes both small and difficult to calculate due to the geometry of the MITR fuel element lower adapter. For these reasons, this pressure drop has been negiected, introducing a conservative factor.* Since this term would be realtively large and have a positive slope with respect to flow rate for the case of an entire element considered as a coolant channel, the selection of the individual fuel plate channels as the coolant channels is quite conservative.

The exit effect pressure drop is also neglible for the individual channels, but would be significant for the whole element. It has, therefore, also been neglected and, for reasons similar to those given above, this represents another conservative factor.

Similarly, the gravity drop becomes an increasing function of flow rate for twophase flow, but requires knowledge of the
*A relatively simple fuel element modification incorporating orificing for the coolant channels could probably produce a substantial improvement in stability by adding an entrance effect pressure drop.
void fraction which is extremely difficult to predict. Neglecting this term then adds still another conservative factor.

The remaining term is the friction term, which for the no-boiling case is normally computed by:

$$
\begin{equation*}
\Delta P_{A D B}=4 f \frac{L}{D} \frac{v^{2}}{2 g}, \tag{7.2-4}
\end{equation*}
$$

where,

$$
\begin{aligned}
f= & \text { dimensionless "Fanning" friction } \\
\mathrm{f} / \mathrm{D}= & \text { dimensionless length to diameter } \\
& \text { ratio and } \\
\mathrm{D}= & \text { equivalent diameter of the channel }= \\
& 4 \mathrm{~A} / \mathrm{S}, \text { where } \mathrm{A} \text { is the flow area }(\mathrm{ft}) \\
& \text { and } \mathrm{is} \text { the channel perimeter }(\mathrm{ft}), \\
\mathrm{v}= & \text { velocity, ft/sec, } \\
\mathrm{g}= & \text { conversiqn factor, } 32.3 \text { ft-lb force/lb. } \\
& \text { mass-sec }, \\
\Delta \mathrm{P}_{\mathrm{ADB}}= & \text { pressure drop, ft. of coolant. }
\end{aligned}
$$

The friction factor $f$ can be taken to be a constant for the flow rates considered here, as evidenced by the heat transfer correlation measurements (Ref. 7.2-6). This pressure drop is more complicated for the boiling case, however, and must be modified accordingly. Dormer (Ref. 7.2-7) has experimentally measured this effect for small round tubes for subcooled boiling over a wide range of parameters. The use of Dormer's rosults gives a good insight into the application of the experimental results. Other experiments have also been made with narror coolant channels similar to the MITR-II elements (Ref. 7.2-5). The instability limit derived by using both Refs. 7.2-5 and 7.2-7 are presented below. The two methods give the same result for the values of the Safety Limits. Dormer found that the experimental results could best be correlated by plotting:

$$
\begin{equation*}
\Delta \mathrm{p} / \Delta \mathrm{p}_{\mathrm{ADB}} \text { vs. } \mathrm{q} / q_{\text {sat }} \tag{7.2-5}
\end{equation*}
$$

where,

$$
\begin{aligned}
& \Delta \mathrm{p}, \Delta \mathrm{p}_{\mathrm{ADB}}=\begin{array}{l}
\text { pressure drops with and without } \\
\text { boiling respectively, }
\end{array} \\
& \frac{\Delta \mathrm{p}}{\Delta \mathrm{p}_{\mathrm{ADB}}}=\begin{array}{l}
\text { correction factor to be applied } \\
\text { to the results of Eq. } 7.2-4,
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
q= & \text { heat on surface of coolant channel, } \\
q_{\text {sat }}= & \text { heat that would produce saturated } \\
& \text { boiling at the exit of the channel. }
\end{aligned}
$$

Dormer's results are plotted for various L/D ratios in Fig. 7.2-2. Dormer's data involve parameters that are reasonably consistent with the case of interest.

If all other parameters are unchanged, a reduction in flow will decrease $q_{\text {gat }}$ and thereby increase $q / q_{s a t}$, hereafter refẻrred to as R. Referring to Fig. $7.2-2$, if R is sufficiently large (for the presecribed $L / D$ curve), $\Delta p / \Delta P_{A D B}$ is an increasing function of $R$. This behavior may be interpreted as a pressure drop vs. flow relationship with a negative slope as opposed to the positive slope of Eq. 7.2-4. The flow rate at which the product $\Delta D_{A D B}$ and $\Delta p / \Delta p_{A D B}$ is a minimum then corresponds to the minimum stable flow rate for the prescribed conditions.

The actual calculation of $R$ used to enter Fig. 7.2-2 involves other system parameters, specifically: reactor power, and the power produced in the hottest plate in the core. The power produced in the hottest plate of any element in the core is obviously a function of the total reactor power and has to be taken as afunction of fuel loading, control rod position and experimental sample assembly in-core design. Consequently, a radial hot channel factor " $F_{H}$ " is also included in the safety limit specifications. This factor is the ratio of the power produced in the hottest channel " $P$ Max" divided by the average power per coolant Ehannel $^{\text {Man }}{ }_{\text {cAVG }}$ ":

$$
\begin{equation*}
F_{\text {H.C. }}=\frac{P_{C M a x}}{P_{C A V g}}=P_{C M a x}\left(\frac{N}{P_{T}}\right) \tag{7.2-6}
\end{equation*}
$$

(Note: $F_{H . C .}$ is the radial hot channel factor only)
where:
$N$ is the number of coolant channels in the core, i.e., the number of fuel elements times the number of channels per element,
$\mathbf{P}_{\mathbf{T}}$ is the total reactor power."


F|G. 7.2-2 correlated pressure drop-all geometries

The maximum operating value of $\mathrm{F}_{\mathrm{H}}$. C . in this work is determined using plate gamma scanning data. The experimental data is compared with calculated CITATION results in order to derive a procedure for determining
$\mathrm{F}_{\mathrm{H} . \mathrm{C}}$. for future core loadings.
"Since the reactor power is a variable parameter for the purpose of this calculation, there remains only the relationship with the main coolant inlet temperature. At a given time, the actual value of the inlet temperature will be determined by a number of factors, such as the outside wet bulb temperature, the cooling tower effectiveness, the secondary system flow rate, the overall heat exchanger heat transfer coefficient, and the $\mathrm{H}_{2} \mathrm{O}$ flow rate. For a given power and flow, however, there is a simple relationship between the inlet and outlet temperature, and since Eq. 7.2-6 gives the hottest plate power as a function of reactor power, the ratio $R$ can be determined independent of the secondary system provided a limiting bulk core coolant outlet temperature is established. This leads to the following derivation for $R$ :

$$
\begin{align*}
P_{T} & =W_{T} C_{P}\left(T_{\text {out }}-T_{i n}\right)  \tag{7.2-7}\\
& =\left(2.64 \times 10^{-4}\right) W_{T}\left(T_{\text {out }}-T_{\text {in }}\right)
\end{align*}
$$

where,

$$
\begin{aligned}
\mathrm{P}_{\mathrm{T}} & =\text { reactor thermal power, } \mathrm{MW}, \\
\mathrm{~W}_{\mathrm{T}} & =\text { total } \mathrm{H}_{2} 0 \text { flow rate, } \mathrm{GPM} ; \text { and } \\
\mathrm{T}_{\text {out }} \mathrm{T}_{\text {in }} & =\mathrm{H}_{2} 0 \text { temperature, }{ }^{\circ} \mathrm{C} .
\end{aligned}
$$

The value of $R$ is given by:

$$
\begin{equation*}
R=q / q_{s a t}=\frac{P_{c M a x}}{P_{\text {csat }}} \tag{7.2-8}
\end{equation*}
$$

where,
$P_{\text {csat }}$ is the power required to raise the bulk coolant temperature in the hottest channel to saturation.

In terms of the hot channel factor $F_{H . C}$. from Eq. 7.2-6, R becomes:

$$
\begin{equation*}
R=\frac{P_{T} F_{H \cdot C}}{\mathrm{NP}_{\text {csat }}} \tag{7.2-9}
\end{equation*}
$$

The quantity $P_{\text {csat }}$ is related to the flow and temperature by csãe expression:

$$
\begin{equation*}
P_{\text {csat }}=\frac{\mathrm{a}_{\mathrm{F}} \mathrm{~W}_{\mathrm{T}} \mathrm{C}_{\mathrm{p}}}{\mathrm{~N}}\left(\mathrm{~T}_{\text {sat }}-\mathrm{T}_{\text {in }}\right) \text {, } \tag{7.2-10}
\end{equation*}
$$

where,
$d_{F}$ is the hot channel flow disparity that is, the ratio of the flow through the hot channel to the average coolant channel flow,

Tsat is the saturated water temperhot channel."

The value of $d_{F}$ has been determined by flow measurements incore and by flow tests through a dummy fuel element. Chapter 4 shows the methods by which flow disparities were measured. Uncertainties in measuring $d_{F}$ are included in the value of the hot channel factor, $F_{H}$.C. -
"The three expressions, Eqs. 7.2-7, 7.2-9, and 7.2-10 can be combined to eliminate $P_{\text {csat }}$ and $T_{\text {in }}$ as follows:

$$
\begin{align*}
\frac{P_{T}}{W_{T} C_{P}} & =T_{\text {out }}-T_{\text {in }}  \tag{7.2-7'}\\
\frac{P_{T} F_{H} \cdot C_{0}}{d_{F}{ }^{R W} W_{P} C_{P}} & =T_{\text {sat }}-T_{\text {in }} \tag{7.2-11}
\end{align*}
$$

thus,

$$
\begin{equation*}
\frac{P_{T}}{W_{T} C_{P}}\left(\frac{F_{H . C}}{d_{F} R}-I\right)=T_{\text {sat }}-T_{\text {out }} \tag{7.2-12}
\end{equation*}
$$

It remains now to determine, " $\mathrm{R}^{\prime}$ " the value of $R$ corresponding to the minimum stable flow condition. For constant power and outlet temperature, it follows from Eq. 7.2-12 that $W_{r ~}$ is proportional to $\mathrm{F}_{\mathrm{H} . \mathrm{C} .}$ - 1) and since by Eq. 7.2-4

$$
\left(\frac{\mathrm{F}_{\mathrm{H} \cdot} \mathrm{C} .}{\mathrm{d}_{\mathrm{F}} \mathrm{R}}-1\right)
$$

$\Delta p_{A D B}$ is proportional to $v^{2}$ which in turn is proportional to $W_{T} 2$, the value of $\Delta p_{A D B}$ becomes

$$
\begin{equation*}
\Delta p_{A D B}=k\left[\frac{F_{H . C}}{d_{F} R}-1\right]^{2} \tag{7.2-13}
\end{equation*}
$$

where,
$k$ is the proportionality constant for constant reactor power and outlet temperature.

The minimum stable flow is determined by the minimum in the value of $p$ as a function of $R$. Values of $\Delta p / \Delta p_{A D B}$ are given in Fig. 7.2-2 in this work. BYy plotting the quantity $\left(\frac{\Delta p}{\Delta P_{A D B}}\right)\left(\frac{H . C}{d_{F} R}-1\right)^{2}$ as a function of $R$, it 15 possible to determine the value of $\mathrm{R}_{\mathrm{m}}$ at which $\Delta \mathrm{p}$ will be a minimum. Examples of this procedure are shown in Fig. 7.2-3, where the value of $\mathrm{F}_{\mathrm{H}} . \mathrm{C}_{\mathrm{F}} / \mathrm{d}_{\mathrm{F}}$ is taken to be 3.0 and three values of. Che feated length to the effective diameter are considered. Also two plots are shown with $\mathrm{F}_{\mathrm{H}, \mathrm{C}} / \mathrm{d}_{\mathrm{F}}=2.0$. The equivalent diameter of ${ }^{\mathrm{H}}{ }^{\mathrm{C}}$ coolant charnel (with fins) is about 0.10 inches. The full length of the coolant channel is 21 inches; however, only the lower half of the core is active and at startup with the rods below the midpoint, the active length of the hottest channel may be slightly less than 12 inches, although some heat will certainly be added to the channel up to $17^{\prime \prime}$ and above. A very conservative value of $R_{m}$ is given by taking $\mathrm{L} / \mathrm{D}=100\left(\mathrm{~L}=10^{\prime \prime}\right)$ and by using the curve for $F_{H}, C / d_{F}=3.0$. Thus, the value of $R_{m}=0.78$ is derifed and will be used for all values of $\mathrm{F}_{\mathrm{H}, \mathrm{C}} / \mathrm{d} \mathrm{F}$ less than 3.0. To be conservative, the value of $T$ sat will be taken at the pressure for 10 feet below the surface of the pool, which is 21 inches above the core bottom.

The instability limit, derived from Dormer's experiments, can be checked by using the results presented by R. Forgan and R. H. Whittle in Ref. 7.2-5. Their experiments are more directly

applicable to the MITR-II fuel design since they involved the use of narrow rectangular channels. The following quotations are taken from Ref. 7.2-5.
'74. The results presented in Tables 4 to 8 show that, for a given test section, the ratio of the bulk-water temperature rise to that to produce saturated conditions at exit from the test section ( $\Delta T T_{c} / \Delta T$ sat) is approximately constant for the pointat minimum pressure drop on the demand curves. It would be expected that, for a given test section, this ratio would depend on system pressure, heat flux, water velocity, axial and lateral power distribution, direction of flow, inlet temperature, condition of the heated surfaces, and possibly a number of other factors not identified.
'75. The results of the present tests; together with those in Part I show that the ratio is either independent of or insensitive to some of these parameters over the limited range of parameters investigated. The earlier tests showed the ratio ( $\Delta T_{c} / \Delta T$, ) to be independent of water velocity, heat flux and inlet temperature, and to be the same for a uniform axial heat-flux distribution as for a distribution wherein the heat flux is decreasing in the direction of the coolant flow. The present tests indicate that flow direction, gas content of the water, and surface condition have little effect on the ratio, which is unchanged by increase of system pressure from approximately one atmosphere to 1.7 atmospheres. This represents a small change in system pressure but there are indications discussed below, that the system pressure in an insensitive parameter,......'
'84. For rectangular flow channels having a gap in the approximate range 0.050 in . to 0.130 in. and heated length in the range 16 to 24 in. and with either uniform axial distribution of heat flux or a distribution which falls toward the channel exit, the critical value of $\Delta T / \Delta T$ (at the minimum in the $\Delta P / f l o w$ curves) is given by Eq. 1.
85. There is evidence to suggest that $\Delta T c^{/ \Delta}$ at is insensitive to system pressure up to ${ }^{4} 400^{\text {Dt }}$ si.

The expression for $\Delta T / \Delta T$ at the min-
imum $\Delta \mathrm{P} / \mathrm{flow}$ given as Eq. I in ${ }^{\text {Ratef. } 7.2-5}$ is: (for values of $L_{h} / D_{h}$ in the range $100<L_{h} / D_{h}<200$ )

$$
\begin{equation*}
\frac{\Delta T_{c}}{\Delta \mathrm{~T}_{\text {sat }}}=0.732+6.45(10)^{-4} \frac{\mathrm{~L}_{\mathrm{h}}}{\mathrm{D}_{\mathrm{h}}} \tag{7.2-14}
\end{equation*}
$$

where $L_{h}$ is defined as the heated length of the test section and $D_{h}$ is erroneously labeled as the heated perimeter. An investigation of the reported data shows the $D_{h}$ in Eq. 7.2-14 is actually the equivalent diameter (4A/S as described under Eq. 7.2-4. The ratio ( $\Delta T_{C} / \Delta T T_{\text {sat }}$ ) in this expression is the same as $q / q_{\text {sat }}$ and thus Eq. 7.2-14 is a direct relationship for $R_{m}$ as a function of $L / D$. When $L / D$ is taken $t^{m}$ be 100, the value of $R_{m}$ given by Eq. 7.2-14 becomes:

$$
R_{m}=0.796
$$

This value is in excellent agreement with the value (0.78) for $R$ derived from Dormer's experiments. For the MITR-II Safety Limits, the slightly more conservative value of $R_{R}=$ 0.78 has been used as discussed in SAR Section 3.3.2.2.

The next step is to insert the values of the normal operating limits for the primary coolant flow rate, outlet temperature and hot channel factor, into the safety limit expression (Eq. 7.2-12) and solve for the reactor power flow instability safety limit. However, before this value can be established as the reactor safety limit, a calculation must $\mathrm{t} \supseteq$ made to check that the flow instability does, in fact, occur prior to burnout.

Gambill (Ref. 7.2-8) gives the following correlation for the burnout heat flux:

$$
\begin{align*}
\varnothing_{B O}= & K L_{v}^{\rho} v_{v}\left(\frac{\sigma g_{C}^{a \Delta \rho}}{\rho_{v}^{2}}\right) 1 / 4 \\
& \left(1+\left(\frac{C_{\ell} \Delta T_{s u b}}{\rho_{v}}\right) 0.923\right.  \tag{7.2-15}\\
& \left.\left(-K_{v}\right)\right]+K^{\prime}\left(\frac{k}{D}\right) N_{R e^{\prime}}^{m} N_{P r}^{n}\left(t_{w}-t_{b}\right)_{B O},
\end{align*}
$$

where,

$$
\begin{aligned}
& K_{,} K^{1}=\text { adjustable constants of boiling } \\
& \text { and conservative terms, } \\
& L_{v}=\text { latent heat of vaporization, } \\
& \rho_{v}=\text { density of vapor, } \\
& \mathrm{g}=\text { surface tension, } \\
& g_{c}=\text { conversion contant, } L \cdot M / F \cdot \theta^{2} \text {, } \\
& \underset{a}{\mathbf{C}}=\text { local acceleration, } \\
& \Delta \rho=\text { density difference ( } \rho \ell-\rho v \text { ), } \\
& C_{p}=\text { constant pressure specific heat of } \\
& \text { liquid, } \\
& p_{\ell}=\text { density of liquid } \\
& \Delta T_{\text {sub }}=\text { degree of subcooling ( } t_{\text {sat }}=\text { thermal conductivity of } t_{b} \text { ), } \\
& D=\text { equivalent diameter of flow passage, } \\
& N_{\mathrm{Re}}=\text { Reynold's number, } \\
& \mathrm{N}_{\mathrm{Pr}}^{\mathrm{Re}}=\text { Prandtl number, } \\
& \mathrm{m}_{\mathrm{p}} \mathrm{n}=\text { exponents, } \\
& t_{w}=\text { wall temperature at burnout, } \\
& t_{b}=b u l k \text { coolant temperature. }
\end{aligned}
$$

This correlation is based on a physical model and the first term corresponds to the boiling heat transfer at burnout while the second term corresponds to non-boiling or convective heat transfer at burnout. The use of the second term requires knowledge of $t w$, the wall temperature at burnout, and the method proposed for predicting $t$, (Ref. 7.2-9) does not cover the temperatures of interest for low pressure cases. This apparently is a result of the fact that the convective term is significantly only for the higher pressures. In any event, this term has been neglected in the present case, and any error so introduced will be conservative.

Table 7.2-1 below gives the extreme ranges of some of the physical parameters covered by the data correlated.

TABLE 7.2-1
RANGE OF DATA (FOR RECTANGULAR CHANNELS)
FOR REF. 7.2-8

| Parameter | Range |
| :---: | :---: |
| Pressure (psia) | 14-2,000 |
| $\Delta T$ ( $\left.{ }^{\circ} \mathrm{F}\right)$ | 0-282 |
| $v$ (全何sec) $2 \times 10^{-6}$ | 4.8-85.4 |
| $\varnothing_{\text {BO }}\left(\right.$ Btu/hr $\left.\mathrm{ft}^{2} \times 10^{-6}\right)$ | 0.42-11.41 |

Table 7.2-2 below gives the values of the parameters used in Eq. 7.2-15.

TABLE 7.2-2
PARAMETERS FOR EQ. 7.2-15
(Physical properties evaluated at a static head of 10 feet of $\mathrm{H}_{2} 0$ )

$$
\begin{aligned}
& \mathrm{K}=0.14 \\
& \sigma=58.85 \text { dynes } / \mathrm{cm}=4.032 \times 10^{-3} \mathrm{lb} / \mathrm{ft} \\
& \mathrm{a}=g_{\mathrm{c}}=32.2 \mathrm{ft} / \mathrm{sec}^{2}=4.17 \times 10^{8} \mathrm{ft} / \mathrm{hr}^{2} \\
& L_{v}=962 \mathrm{Btu} / \mathrm{lb} \\
& \rho_{\ell}=59.5 \mathrm{lb} / \mathrm{ft}^{3} \\
& \Delta \rho=59.45 \mathrm{lb} / \mathrm{ft}^{3} \\
& \rho_{v}=4.74 \times 10^{-2} \mathrm{lb} / \mathrm{ft}^{3} \\
& C_{p}=1.0 \mathrm{Btu} / 1 \mathrm{~b}^{\circ} \mathrm{F} \\
& T_{\text {sub }}=84.5^{\circ} \mathrm{F} \text { (conservative at hot spot of } \\
& \text { hottest channel) }
\end{aligned}
$$

The results of Eg. 7.2-15 give a burnout heat flux of $1.5 \times 10^{6} \mathrm{Btu} / \mathrm{hrft} \mathrm{t}^{2}$.

As shown in SAR Section 3.3.4.2, the hot ${ }_{2}$ spot heat flux is less than $3.5(10)^{3}$ Btu/hrft ${ }^{2}$ for 6 Mw operation. Thus, the burnout heat flux is not reached until the reactor power approaches 26 Mw . This value of power is well above the limiting power level set by Eq. 7.2-12 for flow instability. Therefore, Eq. 7.2-12 is used for the evaluation of the safety limits."

As stated in the last paragraph of the section excerpted from the SAR, the following equation is used for the evaluation of the safety limits based on the onset of multichannel flow instability:

$$
\begin{equation*}
\frac{P_{t}}{W_{T} C_{p}}\left(\frac{F_{H . C}}{d_{F} R_{m}}-1\right)=T_{\text {sat }}-T_{\text {out }} \tag{7.2-12}
\end{equation*}
$$

where,
$P_{T}$ is the total reactor thermal power,
$W_{T}$ is the reactor coolant flow rate,
$T_{\text {out }}$ is the reactor coolant outlet temperature,
$T_{\text {sat }}$ is the saturation temperature at the outlet
end of the heated section of channel,
$C_{p}$ is the specific heat of the coolant,
$\mathrm{F}_{\mathrm{H}} \mathrm{C}$. is the ratio of the power produced in the
power per coolant channel, the average

By the time that the Technical Specifications were approved, Eq. 7.2-12 was slightly modified to yield the following:

$$
\begin{equation*}
\frac{P_{T}}{2.64(10)^{-4} W_{T}}\left(\frac{F_{H . C} F_{p}}{d_{f} R_{m} F_{f}}-1\right)=T_{\text {sat }}-T_{\text {out }} \tag{7.2-16}
\end{equation*}
$$

where,

$$
\begin{aligned}
& 2.64(10)^{-4} \begin{array}{l}
\text { is the value ofc for water and includes } \\
\text { the appropriate gonversion factors for } \\
\text { the units of the other factors, }
\end{array} \\
& \mathrm{F}_{\mathrm{p}} \text { is the fraction of the total power } \\
& \mathrm{F}_{\mathrm{f}} \begin{array}{l}
\text { is the frated by the fuel, } \\
\text { the fuel. }
\end{array}
\end{aligned}
$$

The factors $F_{p}$ and $F_{f}$ were included to correct deficiencies in Eq. 7.2-12. The safety limit is related to the absolute amount of power that is generated in the hottest channel. Assuming that all of the total power is generated by the fuel is very conservative because the fraction of power from neutron and gamna heating that is not generated in the fuel will be distributed more evenly over the core than the fission product power distribution. In addition, power generated in experimental facilities which would be included in the measured $P_{T}$ would not be distributed through the core like the fission product power distribution. By multiplying the previously defined $F_{H . C}$. by $F_{p}$, the product now stands for the ratio of the power produced in the hottest channel by the power produced in the fuel to the average power per coolant channel by power produced in the fuel. This product gives a more correct value of the ratio of the power produced in the hottest channel to the power produced in the average channel. Thus Eq. 7.2-9 has been modified to be:

$$
\begin{equation*}
R=\frac{P_{T} F_{H} \cdot{ }^{-} \cdot F_{p}}{N P_{\text {csat }}} \tag{7.2-9'}
\end{equation*}
$$

The factor $F_{f}$ is included because not all of the primary coolant flow cools the fuel. Bypass flow is caused by dummy elements, incore experiments, control
blade cooling and check valve leakage. Thus $F_{f}$ is included as an additional flow disparity. Equation 7.2-10 would become:

$$
\begin{equation*}
p_{\text {csat }}=\frac{d_{f} F_{f} W_{T} C_{p}}{N}\left(T_{\text {sat }}-T_{i n}\right) \tag{7.2-17}
\end{equation*}
$$

The measured parameters $W_{T}$ and $T_{\text {out }}$ are not affected by $F_{f}$ so Eq. 7.2-7' would remain:

$$
\frac{\mathrm{P}_{\mathrm{T}}}{\mathrm{~W}_{\mathrm{T}} \mathrm{C}_{\mathrm{p}}}=\mathrm{T}_{\text {out }}-\mathrm{T}_{\text {in }}
$$

Thus combining Eqs. 7.2-7', 7.2-9', and 7.2-17 yields:

$$
\begin{equation*}
\frac{P_{T}}{W_{T} C_{p}}\left(\frac{F_{H} \cdot C_{0} F_{p}}{d_{f} R_{M} F_{f}}-1\right)=T_{\text {sat }}-T_{\text {out }} \tag{7.2-16}
\end{equation*}
$$

The value of $T_{\text {sat }}$ depends on the coolant pressure at the outlet of the heated section. This pressure is directly proportional to the head of water above that point. By conservatively taking $R_{M}$ to be 0.78 and setting $F_{H} . C . F_{p} / d_{f} F_{f}$ equal to 2.9, Eq. 7.2-16 is evaluated to determine the safety limits. The results are plotted in Fig. 7.2-1. The safety limits would be considered exceeded if the point defined by the true value of $P_{T}, W_{T}$, and $T_{\text {out }}$ fell above the appropriate limiting line as determined by the water
 now defined as the Safety Limit Factor (SLF), is shown to be less than 2.9. The SLF was evaluated for Core $I$ and Core II
and shown to be less than 2.9 before operation above 1 KW was permitted.

### 7.2.2 Safety Limit Evaluation

To assure the validity of Fig. 7.2-1 representing the safety limit, the Safety Limit Factor, (SLF = $\left.F_{\text {H.C. }} F_{p} / d_{f} F_{f}\right)$ must be shown to be less than 2.9 for each core loading. The factors composing the SLF are determined in the following manner for the initial core loadings.

The hot channel factor, $F_{H . C .}$. is determined by multiplying the maximum value of the radial peaking factor, $\mathrm{F}_{\mathrm{r}}$, by an enthalpy factor, $\mathrm{F}_{\mathrm{H}}$, that represents the uncertainty of several parameters that affect the enthalpy rise in a coolant channel. Peak values of $\mathrm{F}_{\mathrm{r}}$ are obtained for various fuel plates of interest from the gamma scanning experimental data and from CITATION calculations. For most coolant channels, heat is deposited into the channel from the two plates bounding the channel. By assuming that the heat deposited into the hottest channel is equal to the amount of heat from two sides of the hottest plate, a conservative value of the heat deposited into the channel is obtained. This assumption remains valid for the outside channels where the coolant channel is bounded by a fuel plate on one side and core housing structure on the other side. For this case, only one side of a fuel plate deposits heat into a channel which has one half of a normal
channel flow. The hot channel enthalpy factor, $F_{H}$, is obtained as the product of the following hot channel
factors taken from Table 3.3.4.3.3-2 of the MITR-II SAR:
Reactor power measurement uncertainty 1.05
Power density measurement uncertainty 1.10
Fuel density tolerancesj35
$\left(29.7 \pm 0.8\right.$ grams $U^{35} / \mathrm{plate}$

$$
\mathrm{F}_{\mathrm{H}}=\begin{aligned}
& 1.027 \\
& 1.001 \\
& 1.02 \\
& 1.2111
\end{aligned}
$$

The hot channel factors in SAR Table 3.3.4.3.3-2 for plenum chamber flow and channel tolerances are represented in $d_{f}$ in the present work and thus do not have to be included in $F_{H}, F_{H}$ is a conservative uncertainty factor in that it is the product of the worst cases rather than a statistical compilation. The uncertainty in measuring $d_{f}$ and $F_{f}$ is included in $F_{H}$. Thus $F_{H . C .}$ can be obtained by knowing the maximum radial peaking factors, $F_{r}$, using the following:

$$
\begin{align*}
F_{H . C .} & =\left(F_{r}\right)_{\max } F_{H}  \tag{7.2-18}\\
& =1.211\left(F_{r}\right)_{\max }
\end{align*}
$$

$F_{p}$ could be experimentally determined by performing an accurate heat balance on the reactor system and determining power generated in incore experimental facilities. For the present work, $F_{p}$ has been assumed to be equal to 1.0 which is the most conservative assumption.

The flow disparity, $d_{f}$, is the product of the channel flow disparity, $d_{f c^{\prime}}$ and the plenum flow disparity, $d_{f p}$. The channel flow disparity was determined from fuel element flow tests described in Section 4.2 and is equal to 0.887. The plenum flow disparity is dependent upon the fuel element position and the core loading arrangement. Thus the flow disparity, $d_{f}$, is determined by the following equation:

$$
\begin{equation*}
\mathrm{d}_{\mathrm{f}}=0.887 \mathrm{~d}_{\mathrm{fp}} \tag{7.2-19}
\end{equation*}
$$

where $d_{f p}$ depends upon the fuel element location and core loading arrangement for the channel of interest.
$F_{f}$ is experimentally determined for each core loading arrangement. The uncertainties on $F_{f}$ and $d_{f}$ are included in $\mathrm{F}_{\mathrm{H}}$.

The values of $\left(F_{r}\right)_{\max }, F_{H . C .}, d_{f}$, and $F_{f}$ for core loadings $I$ and II are shown on Tables 7.2-3 and 7.2-4, respectively. Values of the SLF are also shown in each table. The methods for determining the core factors varies for each core evaluation because of differences in the experimental program. Fewer gamma scans were performed for Core II than for Core I. Note that for all cases on Tables 7.2-3 and 7.2-4, the value of the SLF is less than 2.9. Note also that the "hottest channel" is not always the channel with the greatest $F_{r}$ and that the flow disparity $d_{f}$, must also be considered. The next

TABLE 7.2-3
SAFETY LIMIT FACTORS FOR CORE I

| Channel | $\left(F_{r}\right)_{\text {max }}$ |  | $\mathrm{F}_{\mathrm{H} . \mathrm{C}}$. |  | $\mathrm{d}_{\mathrm{f}}+$ | $\mathrm{d}_{f}$ | $\mathrm{F}_{\mathrm{f}}$ | SLF |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Location <br> in Core | P.S.D.* | CIT** | P.S.D.* | $\overline{C I T * *}$ |  |  |  | P.S.D.* | CIT** |
| Blades at 7.6 inches |  |  |  |  |  |  |  |  |  |
| C-8+, channel <br> next to <br> $\begin{array}{lllllllllllllllllll}\text { core housing } & 1.5274 & 1.354 & 1.85 & 1.64 & 1.011 & 0.897 & 0.9487 & 2.17 & 1.93\end{array}$ |  |  |  |  |  |  |  |  |  |
| C-9+, channel next to core housing | 1.266 | 1.26 | 1.53 | 1.53 | 0.9377 | 0.832 | 0.9487 | 1.94 | 1.94 |
| A-2+, channel next to solid dummy | 1.333 | 1.164 | 1.61 | 1.41 | 0.9857 | 0.8743 | 0.9487 | 1.94 | 1.7 |
| Blades at 14 inches |  |  |  |  |  |  |  |  |  |
| $\mathrm{C}-8$, channel <br> next to <br> core housing -- 1.642 -- 1.989 1.011 $0.897 \quad 0.9487$ |  |  |  |  |  |  |  |  |  |
| C-9, channel next to core housing | -- | 1.60 | -- | 1.938 | 0.9377 | 0.832 | 0.9487 | -- | 2.46 |
| + Blades at 7.6 inches for plate scanning data and at 8 inches for CITATION calculations |  |  |  |  |  |  |  |  |  |
| ** Based on CI <br> ++ Lowest $d_{f} f$ | ATION symme | lculati <br> ric pos | Son chos |  |  |  |  |  | N |

## TABLE 7.2-4

SAFETY LIMIT FACTORS FOR CORE II

| Channel | $\left(\mathrm{F}_{\mathrm{r}}\right)_{\text {max }}$ |  | $\mathrm{F}_{\mathrm{H} . \mathrm{C}}$. |  | $\mathrm{d}_{\mathrm{f}}$ | $\mathrm{d}_{\mathrm{f}}$ | $\mathrm{F}_{\mathrm{f}}$ | SLF |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Location | P.S.D.* | CIT** | P.S.D.* | CIT** |  |  |  |  |  |
|  | + |  | $+$ |  |  |  |  | $+$ |  |
| Blades at | CIT |  | CIT |  |  |  |  | CIT |  |
| 8 inchest |  |  |  |  |  |  |  |  |  |
| A-1, Channel next to hexagonal spider |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  | 1.59 | 1.245 | 1.926 | 1.51 | 1.009 | 0.895 | 0.9205 | 2.34 | 1.83 |
| C-13, channel next to core housing |  |  |  |  |  |  |  |  |  |
|  | 1.54 | 1.20 | 1.865 | 1.453 | 0.944 | 0.8373 | 0.9205 | 2.42 | 1.89 |
| Blades at |  |  |  |  |  |  |  |  |  |
| 14 inches |  |  |  |  |  |  |  |  |  |
| A-1, channel next to hexagonal |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| C-13, channel next. to core housing |  |  |  |  |  |  |  |  |  |
|  | -- | 1.42 | -- | 1.72 | 0.944 | 0.8373 | 0.9205 | -- | 2.23 |
| + Blades were at 8.6 inches for removable plate irradiations. |  |  |  |  |  |  |  |  |  |
| * Based on plate scanning data and CITATION |  |  |  |  |  |  |  |  |  |
| ** Based on CITATION calculation only |  |  |  |  |  |  |  |  |  |

three sections respectively describe the derivation of the SLF for Core I, Core II, and the effect of the shim bank height on the SLF.

### 7.2.2.1 Core I

The core factor $\left(F_{r}\right)_{\max }$ was determined by two independent means for Core $I$. Fuel plate gamma scanning data (GAMSCAN) from fourteen irradiations was compiled to yield a value of $\mathrm{F}_{\mathrm{r}}$ for each plate (Section 5.3.5). Similarly, a value of $\mathrm{F}_{\mathrm{r}}$ was calculated for the corresponding channels of interest using CITATION power density data and techniques shown in Section 5.2.3.1. For all cases the CITATION calculations yielded values of $\mathrm{F}_{\mathrm{r}}$ that were less then the Gamscan values. The CITATION values were low because of large mesh spacings which everaged puwer over several plates and prevented accurate representation of physical conditions that caused local power peaking. The mesh spacing is limited by the allowable computer memory space.

For positions where local conditions had an effect on a single plate, CITATION underestimated the Gamscan values of $F_{r}$ by 12 - 14\%. For internal fuel element positions, not subject to local effects, CITATION and Gamscan were in good agreement on $F_{r}$. The values of $F_{r}$ in Table 7.2-3 are for the shim blades at 8 inches. The effect of raising the blades is discussed in Section 7.2.2.3.

Initially it was planned to include an incore sample assembly (ICSA) into the first core loading. CITATION calculations had shown that the large amount of water in the ICSA might cause unacceptable power peaking in plates next to the ICSA. This prediction was true as shown by Table 7.2-5 which gives the value of the SLF for a fuel channel in the A-ring next to the ICSA. Core factors for this hot channel may give an acceptable safety limit, but the limiting condition for operation cannot be met as is shown in Section 7.3.2.

### 7.2.2.2 Core II

The core factor $\left(F_{r}\right)_{\max }$ was determined using CITATION data alone in the same manner as was done for Core $I$, and $\left(F_{r}\right)_{\max }$ was also determined using a combination of experimental and CITATION data. Only four gamma scanning irradiations were performed for Core II and this was an insufficient number to determine values of $\mathrm{F}_{\mathrm{r}}$ from experimental data alone. Section 6.3 shows how values of $F_{r}$ were determined using a combination of CITATION results and plate scanning data. In summary, $F_{r}$ for a given channel is determined by the following product:

$$
\begin{equation*}
F_{r}=F_{r}^{\prime} F_{r}^{\prime \prime}, \tag{7.2-20}
\end{equation*}
$$

TABLE 7.2-5
SAFETY LIMIT FACTOR FOR CHANNEL NEXT TO ORIGINAL DESIGN OF ICSA

| Channel |  |  |
| :--- | :--- | :--- |
| Location <br> in Core | SLF <br> Blate Scanning <br> Data | Based on <br> CITATION <br> Calculation |
| A-2*, channel <br> next to ICSA | 2.88 | 2.78 |

```
*Core Loading - 2 solid dummies
    1 ICSA
    Fixed absorbers at 10 inches
    Blades at 8 inches
```

where,
$F_{r}$ is the radial peaking factor; the ratio of power produced in a fuel plate to the power produced in the average plate in the core,
$F_{r}$ is the ratio of power produced in a fuel element to the power produced in the average fuel element in the core,
$F_{r}^{\prime \prime}$ is the ratio of pcwer produced in a fuel plate in an element to the power produced in the average fuel plate in that same element.

The value of $F_{r}^{\prime}$ was obtained using CITATION results and the value of $F_{r}^{\prime \prime}$ was obtained using plate scanning results. Table 7.2-4 shows the values of the SLF for the hot channels in Core II. Note that for Core II the "CITATION only" results are about $25 \%$ less than the combination results.

### 7.2.2.3 Effects of Shim Bank Height

As predicted in Section 5.2.3.3, the SLF (ratio $\mathrm{F}_{\mathrm{H} . \mathrm{C}} . \mathrm{F}_{\mathrm{p}} / \mathrm{d}_{\mathrm{f}} \mathrm{F}_{\mathrm{f}}$ ) approaches the limiting value of 2.9 for hot channels on the outside edge of the core as the height of the shim bank increases. Because no gamma scans could be made with a fully loaded core and the blades at near out positions, the effects of raising the shim bank had to be estimated using CITATION calculations. Table 7.2-6 shows the CITATION predictions for the hottest outside edge channels for Core I and Core II. Note that the core factor ratio increases by a factor of approximately
1.5 for both loadings as the blades are raised from 8 inches

TABLE 7.2-6
EFFECT OF SHIM BANK HEIGIT ON SAFETY LIMIT FACTOR

```
                        Change in
                    SLF for
                            l inch
                            Change in
                                Shim Bank
                            Height
```



```
Case
SLF
core housing }\begin{array}{rlrlll}{8}&{\mathrm{ inches }}&{1.93}&{0.0683}&{2.34}&{0.064, 2.17* 3.17++}
core housing }\begin{array}{rlrlll}{8}&{\mathrm{ inches }}&{1.93}&{0.0683}&{2.34}&{0.064, 2.17* 3.17++}
core housing }\begin{array}{rlrlll}{8}&{\mathrm{ inches }}&{1.93}&{0.0683}&{2.34}&{0.064, 2.17* 3.17++}
next to
C-9, channel
next to
core housing 8 inches 1.94 0.0867 1.58 1.94* 3.06 ++
Core II Loading
C-13, channel
next to
core housing 8 inches 1.89 0.0566 1.39 2.42** 3.36++
14 inches 2.23
+ Experimental value of SLF from plate scanning data for blades at 8~inches
* Blades at 7.6 inches
** Blades at 8.6 inches
++ Shim bank height at which SLF exceeds 2.9: Core I - 18.4 inches, Core II ~ 14.6 inches.
```

to 21 inches. When the gamma scanning obtained values of the SLF are increased by this factor now defined as $H$, the value of the core factor ratio exceeds 2.9. By assuming that the increase in the core factor is linear with blade height, the shim bank height at which the core factor ratio will exceed 2.9 can be determined for each loading. The blades may not exceed these heights with the clean-unburned core or the safety limit defined by Fig. 7.2-1 will be invalid. This problem will be discussed in Section 7.5.

### 7.3 Limiting Condition for Operation

The safety limit was based on the prevention of a flow instability which might lead to boiling burnout with potential resultant damage to the aluminum cladding and structure. The flow instability could only occur with a certain amount of subcooled boiling in the channel. Thus, the limiting condition for operation was conservatively set so that incipient boiling would be prevented at all points in the core. This also prevents nuclear noise from bubble growth and collapse.

In the Technical Specifications of the MITR-II, the core is predicted to operate below incipient boiling at every point in the core by the use of the following equation:

$$
\begin{equation*}
\left[\left(\frac{W_{T}}{W_{T_{O}}}\right) 0.2{ }_{G}+\frac{F_{p} F_{r} Z}{d_{f} F_{f}}-1\right]-2.77\left[\frac{P_{T} F_{r} F_{a}}{\eta A}\right] 0.466 \leq 3.72 \tag{7.3-1}
\end{equation*}
$$

where,
$\mathrm{P}_{\mathrm{T}}$ is the limiting safety systan setting of the reactor power in megawatts,
$\mathrm{W}_{\mathrm{T}}$ is the total coolant flow rate in gallons/minute,
$\mathrm{W}_{\mathrm{T}}$ is the normalizing flow of 1800 gpm used to calculate the heat transfer coefficient $h_{0}$.
G is the core design constant defined as

$$
\frac{F_{r} F_{a} F_{p}}{n\left(F_{f} d_{f}\right)} \frac{W_{T_{O}} C_{p}}{h_{o} A} F_{o}
$$

$\mathrm{F}_{\mathrm{r}}$ is the radial peaking factor, the ratio of the power produced in a fuel plate with the hot spot to power produced in the average fuel plate,

Fa is the axial peaking factor, the ratio of the power density in the plate at the given axial position to the average in the given plate,

A is the total heat transfer area of all the fuel meat, i.e., two sides of the flat fuel plate,
$d_{f}$ is the flow disparity in the channel with the highest fuel clad temperature,
$\eta$ is the clad fin effectiveness, i.e., effective area over smooth channel area,
$\mathrm{F}_{\mathrm{p}}$ is the fraction of the total power generated by
$F_{f}$ is the fraction of primary flow cooling the fuel,
$F_{0}$ is the total uncertainty factor to account for the uncertainty in the heat transfer coefficient, power peaking factors, and flow,

2 is the axial location factor, the ratio of the power released into the channel containing the hot spot between the inlet and the hot spot relative to the total power released into that channel,
$C_{p}$ is the coolant heat capacity,
Tout is the limiting safety system setting of the bulk outlet temperature in ${ }^{\circ} \mathrm{C}$,

L is the height of water above the outlet end of the heated section of the hot channel in feet.

The measured values of the limiting safety system settings on $P_{T}, W_{T}, L$, and $T_{\text {out }}$ shall be as follows:

|  | Primary <br> Pumps | 1 Primary <br> Pump | O Primary <br> Pump |
| :---: | :---: | :---: | :---: |
| $\mathrm{W}_{\mathrm{T}}$ | $1800 \mathrm{gpm} \mathrm{(MIN)}$ | $900 \mathrm{gpm} \mathrm{(MIN)}$ | 0 (MIN) |
| $\mathrm{P}_{\mathrm{T}}$ | 6.0 MW (MAX) | 3.0 MW (MAX) | 100 KW (MAX) |

L Top surface water level being at most 4 inches below overflow condition which is a fixed system parameter

Tout $60^{\circ} \mathrm{C}(\mathrm{MAX}) \quad 60^{\circ} \mathrm{C}$ (MAX) $60^{\circ} \mathrm{C}$ (MAX)

If the measured values of $P_{T^{\prime}}, W_{T}, L$, and $T$ out remain within the limits of the limiting safety system settings, incipient boiling will be prevented from occurring if

Eq. 7.3-1 has been shown to be valid.

### 7.3.1 Limiting Condition for Operation Basis

Prior to operation above 1.0 KW , it must be shown that the maximum wall temperature at every point in the operating core is below the wall temperature that will lead to incipient boiling when the measured system parameters ( $P_{T}, T_{\text {out }}, W_{T}$, and $L$ ) are at the limiting safety system settings. The following single spaced sections in quotations, except where roted otherwise, are direct excerpts from the MITR-II Safety Analysis Report. The equation, figure, table, and reference numbers have been changed to be consistent with the present work. Most of the parameter definitions are found in Section 7.3 and $n e w$ parameters are defined as they are introduced.

The wall temperature at a point is determined by the following expression:

$$
\begin{equation*}
Q / A=\eta h\left[T_{W A L L}-T_{C}(z)\right] \tag{7.3-2}
\end{equation*}
$$

where,
Q/A is the local heat transfer rate,
$T_{\text {WALL }}$ is the wall temperature at the local point,
$h$ is the heat transfer coefficient at the local point,
$T_{C}(z)$ is the bulk fluid temperature at the same axial, $z$, point as the wall point of interest.

The relationship between the maximum value of the local heat flux involves the radial and axial power peaking factors and the fraction of the power generated in the fuel, $F_{p}$ i.e.:

$$
\begin{equation*}
(Q / A)_{M A X}=F_{p} F_{r} F_{a} P_{T} / A \tag{7,3-3}
\end{equation*}
$$

The local heat transfer coefficient, $h$, is calculated from the following equation:

$$
h=h_{o} \frac{R_{e}^{0.8}}{R_{e_{0}}^{0.8}}=\frac{h_{o}\left(F_{f} d_{f} W_{T}\right)^{0.8}}{\left(W_{T_{0}}\right)^{0.8}}
$$

where,
$h_{0}$ is the value of the heat transfer coefficient calculated using the Boelter correlation for the average coolant channel flow of $W_{T} / \mathrm{N}$ with $N$ the total number of coolant channels ${ }^{\circ}$ in all fuel assemblies and $W_{T}$ is the normalizing total flow rate of $1800 \mathrm{gpm} .^{\circ}$ (The Boelter correlation is: $N u=0.023 \mathrm{Re}^{0.8 \mathrm{P}_{r}} 0.3$ where $\mathrm{Nu}, \mathrm{Re}$, and $\mathrm{P}_{\mathrm{r}}$ are the Nusselt, Reynolds, and Prandtl numbers, respectively). The normalized $h_{o}$ is modified to the local $h$ by using the Boelter relation between heat transfer coefficient and coolant flow.

The bulk coolant channel fluid temperature, $T_{c}(z)$ for a given channel can be related to the reactor inlet temperature in the following manner:

$$
\begin{equation*}
T_{c}(z)=T_{i n}+\frac{F_{p} F_{r} P_{T} Z}{d_{f} F_{f} W_{T} C_{p}} \tag{7.3-5}
\end{equation*}
$$

(Note that if the peak occurs at the bottom, $\mathrm{Z}=0$ and $T_{c}(z)=T_{i n}$.

The measured bulk outlet temperature, $T_{\text {out }}$ can be related to the bulk inlet temperature with the following expression:

$$
\begin{equation*}
P_{T}=W_{T} C_{p}\left(T_{\text {out }}-T_{i n}\right) \tag{7.3-6}
\end{equation*}
$$

Equations 7.3-2, 7.3-3, 7.3-4, 7.3-5, and 7.3-6
can be combined to form the following equation for the maximum wall temperature:

$$
\begin{align*}
T_{\text {out }}=\left(T_{W A L L}\right)_{M A X}- & {\left[\frac{F_{p} F_{r} F_{a}\left(W_{T}\right)^{0.8}}{\left(d_{f} F_{f}\right)^{0.8}{ }_{\eta} \frac{h_{0} A}{C_{p}\left(W_{T}\right)^{0.2}}}+\right.} \\
& \left.\frac{F_{p} F_{r} Z}{d_{f} F_{f}}-1\right] \frac{P_{T}}{W_{T} C_{p}}
\end{align*}
$$

To simplify the operating limit considerations, G' is defined as:

$$
\begin{equation*}
G^{\prime} \equiv \frac{F_{p} F_{r} F_{a} W_{T} C_{p}}{\left(d_{f} F_{f}\right)^{0.8}{ }_{n A h_{o}}} \tag{7.3-8}
\end{equation*}
$$

and therefore, Eq. 7.3-7 becomes,

$$
T_{\text {out }}=\left(T_{W A L L}\right)_{M A X}-\left[G^{\prime}\left(\frac{W_{T}}{W_{T}}\right)^{0.2}+\frac{F_{p} F_{r}}{d_{f} F_{f}}-1\right] \frac{P_{T}}{W_{T} C_{p}}
$$

"The value of ( $T_{W A L L}$ ) is established conservatively as the onset of incipient boiling at the static pressure 12 inches above the fuel bottom (i.e., the top of the active core). The coolant head is 132 inches when the level is at the reactor scram point of four inches below the normal overflow level. Based upon a semitheoretical approach, Bergles and Rohsenow obtained a correlation (Ref. 7.3-1) for predicting incipient boiling that is dependent only on pressure and wall temperature. For water over a pressure range from 15 to 2000 psia, the heat flux at incipient boiling is given by:

$$
q_{I B}^{\prime \prime}=15.6 p^{1.156}\left(T_{W I B}-T_{s a t}\right)^{2.30 / p^{0.0234}}
$$

where,

$$
\begin{aligned}
\mathrm{q}_{\mathrm{IB}}^{\prime \prime} & =\text { incipient boiling heat } \mathrm{flux}, \mathrm{BTU} / \mathrm{hr}-\mathrm{ft}, \\
\mathrm{p} & =\text { pressure, psia } \\
\mathrm{T}_{\mathrm{WIB}} & =\text { local wall temperature at incipient } \\
& \text { boiling, }{ }^{\circ} \mathrm{F} \\
\mathrm{~T}_{\text {sat }} & =\text { fluid saturation temperature, }{ }^{\circ} \mathrm{F}
\end{aligned}
$$

When the absolute pressure is taken to be $4.75+14.7=19.45$ psia, Eq. 7.3-10 becomes:

$$
\begin{equation*}
T_{W I B}=107+\frac{5}{9}\left(\frac{q_{I B}^{\prime \prime}}{482}\right) 0.466 \tag{7.3-11}
\end{equation*}
$$

for $T_{W I B}$ in ${ }^{\circ} \mathrm{C}$.
At the limiting power $\mathrm{P}_{\mathrm{T}}$,

$$
\begin{equation*}
q_{I B}^{\prime \prime}=\frac{3.413 P_{T}}{n A} F_{r} F_{a}(10)^{6} \tag{7.3-12}
\end{equation*}
$$

for $P_{T}$ in megawatts and $A$ in $f t^{2}$."
Combining Eqs. 7.3-9, 7.3-11, and 7.3-12 yields:
$T_{\text {fout }}=107+35\left(\frac{P_{T} F_{r} F_{a}}{n A}\right) 0.466-\left[\left(\frac{W_{T}}{W_{T}}\right)_{0} 0.2 G^{\prime}+\right.$

$$
\begin{equation*}
\left.\frac{\mathrm{F}_{\mathrm{r}} \mathrm{~F}_{\mathrm{p}} \mathrm{Z}}{\mathrm{~d}_{\mathrm{f}} \mathrm{~F}_{\mathrm{f}}}-1\right] \frac{\mathrm{P}_{\mathrm{T}}}{2.64\left(10^{-4}\right) W_{\mathrm{T}}} \tag{7.3-13}
\end{equation*}
$$

where,
$T_{\text {out }}$ is in ${ }^{\circ} \mathrm{C}$,
$P_{T}$ is in Megawatts,
$W_{T}$ is in gallons/minute,
$2.64\left(10^{-4}\right) \quad \begin{aligned} & \text { is a constant for } C_{p} \\ & \text { conversion factor. }\end{aligned}$ and an units
The limiting safety system setting of $T_{\text {out }}$ is $60^{\circ} \mathrm{C}$ for all cases, and for both one pump and two pump operation $\mathrm{P}_{\mathrm{T}} / \mathrm{W}_{\mathrm{T}}=3.33 \times 10^{-3} \mathrm{MW} / \mathrm{gpm}$. Inserting these values of $T_{\text {out }}$ and $\mathrm{P}_{\mathrm{T}} / \mathrm{W}_{\mathrm{T}}$ into equation $7.3-13$ and multiplying $G$ ' by an uncertainty factor, $F_{0}$, yields the condition for the hot spot being less than the onset of incipient boiling which is found in the technical specifications:

$$
\left[\left(\frac{W_{T}}{W_{T}}\right)_{0} 0.2{ }_{G}+\frac{F_{p^{\prime}} F_{r} Z}{d_{f}{ }^{F_{f}}}-1\right]-2.77\left[\frac{P_{T} F_{r} F_{a}}{n A}\right] 0.466 \leq 3.72
$$

where,
$G=G^{\prime} F_{0}$.
In order to evaluate equation 7.3-1, the following parameters must be determined: $F_{p}, F_{r^{\prime}}, F_{a}, Z, d_{f}, F_{f}$, $W_{T}, W_{T_{0}}, P_{T}, ~ n, A$, and $G$. The parameters are defined or determined in the following manner for Core I and Core II of the MITR-II.
$W_{T}$ is set equal to the limiting safety system setting in gallons/minute for total coolant flow,
$\mathrm{W}_{\mathrm{T}}$ is equal to 1800 gallons/minute,
$F_{p}$ is conservatively set to equal to 1.0 ,
$F_{r}$ is evaluated using plate scanning data and CITATION results as described in Section 7.2,
$d_{f}$ is evaluated in the manner as described in Chapter 4,
$\mathrm{F}_{\mathrm{f}}$ is evaluated in the manner as described in Chapter 4,
$P_{T}$ is set equal to the limiting safety system setting of total reactor power in megawatts,

A is equal to the total heat transfer area of all the fuel for the given core loading and is evaluated using the following equation:

$$
\begin{equation*}
A \text { in } f t^{2}=9.704 N \tag{7.3-14}
\end{equation*}
$$

where N is the number of fueled elements loaded in the core,
$n$ is set equal to 1.9. The finned fuel surface was found to have a heat transfer coefficient of 1.9 times greater than the coefficient predicted by the Boelter correlation for smooth surfaces. A theoretical study of the surface effectiveness was performed by Taborda (Ref. 7.3-2) and an experimental evaluation of the surface effectiveness was performed by Szymcsak(Ref. 7.3-3),
$F_{\text {a }}$ is evaluated using plate scanning data and
a CITATION results. The computer code COREFAC gives values of $F$ for each point counted on every plate scanned. Values of $F$ are obtained from CITATION for each mesh point by the following equation:

$$
\begin{equation*}
F_{a_{i}}=\frac{(Q / A)_{i}}{\sum_{i=1}^{n}(Q / A)_{i} z_{i}} \frac{\sum_{i=1}^{n} z_{i}}{} \tag{7.3-15}
\end{equation*}
$$

where,
(Q/A) is the volumetric heat flux for constant $R$ and $\theta$ for the channel of interest,
$Z_{i}$ ish the height in the $z$ direction of the $i^{\text {l }}$ mesh point,
$n$ is the number of fueled mesh point volumes in the $Z$ direction for a constant $R$ and $\theta$,
$Z$ is evaluated using plate scanning data and CITATION results. Z is determined in the following manner from CITATION:

$$
\begin{equation*}
z=\frac{\sum_{i=1}^{y}(Q / A)_{i} z_{i}}{\sum_{i=1}^{n}(Q / A)_{i} z_{i}} \tag{7.3-16}
\end{equation*}
$$

where,

$$
(Q / A)_{i}, Z_{i} \text {, and } n \text { are as defined for determination }
$$ of $\mathrm{F}_{\mathrm{a}}$ and,

$y$ is the number of fueled mesh points from the bottom of the channel of interested up to and including the mesh point for which the $Z$ is being determined,

The value of $Z$ is determined using COREFAC output in the following, manner:

$$
z=\frac{\sum_{i=1}^{\gamma^{\prime}} \operatorname{CTAR}_{i}+\sum_{i=j^{\prime}+1}^{\mathcal{N}^{\prime}+3} \frac{\operatorname{CTAR}_{i}}{2}}{\sum_{i=1}^{66} \operatorname{CTAR}_{i}}
$$

CTAR is the number of counts in the effective area for the $i^{\text {th }}$ point scanned,
y' is the number of the last point scanned below the level of the point where $Z$ is being determined (there are 3 points to an axial position with points being numbered starting at the bottom and 66 points total).

G has been defined as:

$$
\begin{equation*}
\frac{F_{r} F_{a} F_{p}}{n\left(F_{f} d_{f}\right)} \quad \frac{W_{T_{o}} C_{p}}{h_{o}^{A}} F_{o} \tag{7.3-18}
\end{equation*}
$$

where the evaluation of all of the factors has been determined except the uncertainty factor, $F_{0}$. The value of $F_{0}$ is made up of the product of the following uncertainty factors:

Source of Uncertainty
Reactor power measurement uncertainty

Power density estimate uncertainty

Fuel density tolerances*
Flow measurement uncertainty
Heat transfer coefficient and effectiveness uncertainty

$$
\text { Estimated Value of } F_{0}
$$

Uncertainty Factors
1.05
1.10
1.10
1.02
1.20
1.55
*The power density estimate uncertainty is different for the case where a point location is being analyzed in comparison with the safety limit where only the uncertainty for the total plate was of interest.

Core I and Core II were evaluated with an additional uncertainty factor not found in Eq. 7.3-1. A factor, $F_{0}^{\prime}$, was included into Eq. 7.3-1 as shown below and this new equation was defined as the Operating Limit Equation (OLE),

$$
\begin{equation*}
O L E \equiv\left[\left(\frac{W_{T}}{W_{T_{O}}}\right) 0.2{ }_{G}+\frac{F_{p} F_{r}{ }^{2 F_{O}^{\prime}}}{d_{f}{ }_{f}}-1\right]-2.77\left[\frac{P_{T} F_{r} F_{a}}{\eta A}\right] 0.466 \leq 3.72 \tag{7.3-19}
\end{equation*}
$$

No uncertainty factor was included into the final term $2.77\left[\frac{\mathrm{P}_{\mathrm{T}} \mathrm{F}_{\mathrm{r}} \mathrm{F}_{\mathrm{a}}}{\mathrm{A}}\right]^{0.466}$ since this term is negative and it is more conservative not to include an uncertainty factor which would increase it by a factor proportional to $F_{0}$. The value of $F_{0}^{\prime}$ is made up of the product of the following uncertainty factors:

Uncertainty in determining $\mathrm{F}_{\mathrm{r}} \mathrm{Z}$
(same as uncertainty $\mathrm{F}_{\mathrm{r}} \mathrm{F}_{\mathrm{a}}$ ) $\mathrm{r}^{\mathrm{r}} \quad 1.10$
Flow measurement uncertainty

$$
\frac{1.02}{1.122}
$$

### 7.3.2 Incipient Boiling Evaluation

The OLE (Eq. 7.3-19) was evaluated for both Core I and II before power levels were raised above l.0KW. The parameters are for Core I and II that did not vary with position are shown in Table 7.3-1. The parameters that varied with position are $F_{r^{\prime}}, F_{a^{\prime}}, Z$, and $d_{f_{p}}$. The means for evaluating each of these factors were discussed in the preceding chapters but they are summarized in Table 7.3-2.

## TABLE 7.3-1

CONSTANT CORE FACTORS FOR EACH CORE LOADING

| Core <br> Factor | Value for Core I | Value for Core II |
| :---: | :---: | :---: |
| $\mathrm{F}_{\mathrm{p}}$ | 1.0 | 1.0 |
| $\mathbf{F}_{\mathbf{E}}$ | 0.9487 | 0.9205 |
| $W_{T}$ | $\begin{aligned} 1800 \mathrm{gpm} & (2 \text { pumps) } \\ 900 \mathrm{gpm} & (1 \mathrm{pump}) \end{aligned}$ | $\begin{aligned} 1800 \mathrm{gpm} & (2 \text { pumps) } \\ 900 \mathrm{gpm} & (1 \mathrm{pump}) \end{aligned}$ |
| $\mathbf{P}_{\mathbf{T}}$ | $\begin{aligned} & 6.0 \mathrm{MW} \\ & 3.0 \mathrm{MW} \\ & \text { (2 pumps) } \\ & \text { (1 pump) } \end{aligned}$ | $\begin{array}{ll} 6.0 \mathrm{MW} & (2 \text { pumps }) \\ 3.0 \mathrm{MW} & (1 \text { pump }) \end{array}$ |
| $n$ | 1.9 | 1.9 |
| A | $232.9 \mathrm{ft}^{2}$ | $213.5 \mathrm{ft}^{2}$ |
| $h_{0}$ | $2585 \mathrm{BTU} / \mathrm{hr}-\mathrm{ft}^{2}-{ }^{\circ} \mathrm{F}$ | $2771 \mathrm{BTU} / \mathrm{hr}-\mathrm{ft}^{2}-{ }^{\circ} \mathrm{F}$ |
| $F_{0}$ | 1.55 | 1.55 |
| $F_{0}^{\prime}$ | 1.122 | 1.122 |
| $d_{f_{c}}$ | 0.887 | 0.887 |
| $C_{p}$ | $0.9985 \mathrm{BTU} / 1 \mathrm{~b}-^{\circ} \mathrm{F}$ | $0.9985 \mathrm{BTU} / \mathrm{Lb}-^{\circ} \mathrm{F}$ |
| $V_{0}$ | $\begin{array}{r} 8.905 \times 10^{5} \mathrm{lb}_{\mathrm{m}} / \mathrm{hr} \\ 1800 \mathrm{gpm} \end{array}$ | $\begin{array}{r} 8.905 \times 10^{5} 1 b_{\mathrm{m}} / \mathrm{hr} \\ 1800 \mathrm{gpm} \end{array}$ |

TABLE 7.3-2
METHODS FOR EVALUATING POSITION DEPENDENT CORE FACTORS

| Core Factor | Method for Core I | Method for Core II |
| :---: | :---: | :---: |
| $d_{f_{p}}$ | Incore flowmeter data (Chapter 4) | Incore flowmeter data (Chapt:er 4) |
|  | $\because$ |  |
| $\mathrm{F}_{r}$ | 1. Plate scanning data | 1. Plate scanning data-CITATION combination |
|  | 2. CITATION results | 2. CITATION results |
| $\mathrm{F}_{\mathrm{a}}$ | 1. Plate scanning data | 1. Plate scanning data |
|  |  | 2. CITATION results |
| z | 1. Plate scanning data | 1. Plate scanning data |
|  | 2. CITATION results | 2. CITATION results |

For Core II fuel plate scans were only made in fuel element positions where hot spots were located. The following sections show the evaluation of the OLE for Core $I$ and Core II(for both two pump and one pump conditions).

### 7.3.2.1 Core I

Table 7.3-3 gives the value of the OLE for Core $I$ using plate scanning alone. Note that the one pump value is always lower than the two pump value, also the "expected value" which is determined by setting $F_{O^{\prime}} F_{O^{\prime}}^{\prime}$ and $d_{f_{c}}$ equal tc 1 is considerably less than the limit of 3.72. The peak value of the OLE occurs on plate 1 of element C-9 at a point approximately $51 / 2$ inches from the bottom of the fuel. The peak occurs at this point because C-9 has the lowest element flow and because a power peak occurs at that point as a result of the water filled slot created by the raised control blade. One removable plate element irradiation in C-8 was performed in Core $I$ with a fuel element removed so that the shim bank was in a higher position. Comparing the peaks that occur in $C-8$ for the two bank heights, the following can be observed:

1) As the shim bank height increases, the height above the fuel bottom where the peak occurs increases and,
2) The value of the OLE increases very slightly as the shim bank height increases.

## TABLE 7.3-3

VALUES OF THE OPERATING LIMIT EOUATION FOR CORE I OBTAINED USING PLATE SCANNING DATA


* Distance in inches

TABLE 7.3-3 (Continued)


* Distance in inches

The increase in OLE may not be real because the value of $F_{r}$ for the blade raised case was conservatively estimated, also, it could not be directly determined from plate scanning data because the core was not fully loaded and because a series of irradiations was not performed at that blade height. The value of $\mathrm{F}_{\mathrm{r}}$ was obtained by using a linear extrapolation of the CITATION predicted increase in $\mathrm{F}_{\mathrm{r}}$ for outside channels which neglected xenon poisoning effects.

Note in Table 7.3-3 that the power spikes that occur at the bottom of the fuel plates do not yield the maximum values of the OLE. Plate 8 of position C-8 had a very large spike at the bottom edge, but it was not the limiting position. Table 7.3-4 shows bottom peaks at several element positions:

TABLE 7.3-4
BOTTOM EDGE PEAKS

| Bottom Edge <br> Location | $\mathrm{F}_{\mathrm{r}}$ | $\mathrm{F}_{\mathrm{a}}$ | $\mathrm{F}_{\mathrm{r}} \mathrm{F}_{\mathrm{a}}$ |
| :---: | :---: | :---: | :---: |
| C-8 plate 1 | 1.5274 | 2.2 | 3.36 |
| C-8 plate 8 | 1.0047 | 3.31 | 3.33 |
| B-9 plate 1 | 1.23 | 2.79 | 3.43 |
| A-2 plate 1 | 1.333 | 2.79 | 3.72 |

The product $\mathrm{F}_{\mathrm{r}} \mathrm{F}_{\mathrm{a}}$ represents the peak power at a point relative to the core average. For positions at the core bottom, the peak power occurs in the A-ring elements and decreases toward the outer rings. This trend is expected because the flux peaks under the core in the same manner. Because the flow disparity is less severe for $A$ and $B$ ring elements (with a dummy in the A-ring), the high bottom peaks can be tolerated more easily.

Table 7.3-5 shows the values of the OLE for Core $I$ where the equation is evaluated using CITATION results alone. For the blades at 8 inches, the peak value occurs in plate 1 of C-9 at a position 6 inches above the fuel bottom. For outside edge plates, "CITATION only" results predicts higher values of the OLE than did experimental measurements. For internal elements such as A-2, "CITATION only" predicts values of the OLE almost identical except for positions on the bottom edge spike where "CITATION only" results underpredict the peak. Note that as the shim bank height increases, the CITATION results predict that the height of the position above the fuel bottom where the peak occurs will increase but that the peak value of the OLE will decrease slightly. Thus it appears that the value of the OLE will remain constant or slightly decrease for Core $I$ as the shim bank is raised.

Table 7.3-6 compares the values of $Z, F_{r}, F_{a}$, and $\mathrm{F}_{\mathrm{r}} \mathrm{F}_{\mathrm{a}}$ obtained using experimental measurements and CITATION results. For points on the outside edge plates, CITATION

TABLE 7.3-5
VALUES OF THE OPERATING LIMIT EQUATION FOR CORE I OBTAINED USING CITATION RESULTS ONLY


* Distance in inches

TABLE 7.3-5 (Continued)


* Distance in inches

TABLE 7.3-6
COMPARISON BETWEEN PLATE SCANNING AND CITATION PREDICTIONS FOR CORE FACTORS IN CORE I

| ca | Distance <br> from Bottom <br> Edge of Fuel <br> Meat (inches) |  | $\mathrm{F}_{\mathrm{r}}$ |  | $\mathrm{F}_{\mathrm{a}}$ |  | $F_{r}{ }^{\text {a }}$ |  | 2 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| in Core |  |  | P.S.D.* | CIT** | P.S.D.* | CIT** | P.S.D.* | CIT** | P.S.D.* | CIT** |
| C-8, plate | 1 | 0.0 | 1.5274 | 1.354 | 2.2 | 2.58 | 3.36 | 3.49 | 0.0 | 0.0 |
| C-8, plate | 1 | 6.0 | 1.5274 | 1.354 | 1.851 | 2.2 | 2.83 | 2.98 | 0.4834 | 0.576 |
| C-9, plate | 1 | 6.0 | 1.266 | 1.26 | 2.21 | 2.37 | 2.80 | 2.99 | 0.585 | 0.616 |
| A-2, plate | 1 | 0.0 | 1.333 | 1.164 | 2.79 | 1.98 | 3.72 | 2.30 | 0.0 | 0.0 |
| A-2, plate | 1 | 10.0 | 1.333 | 1.164 | 1.26 | 1.39 | 1.68 | 1.62 | 0.678 | 0.691 |

*     - Values are based on plate scanning data (P.S.D.) with blades at 7.6 inches.
** - Values are based on CITATION calculations with blades at 8.0 inches.
yields slightly larger values of $\mathrm{F}_{\mathrm{r}} \mathrm{F}_{\mathrm{a}}$ than does COREFAC data. Comparing the $z^{\prime}$ s shows that CITATION predicts a larger value of $Z$ than COREFAC. This is the result of two effects: l) the large mesh spacing in CITATION overestimates $Z$ because the actual peak occurs somewhere within the mesh spacing and not at the top of the large CITATION mesh spacing as is assumed in the OLE calculation (COREFAC has a better resolution because of greater number of mesh points), 2) cross sections used in the upper part of the core for the CITATION calculation result in a greater power depression in the upper core than is the actual case. Thus, it appears that while CITATION underestimated the safety limit conditions, it overestimates the incipient boiling conditions for Core I type loadings when the peak occurs at an axial position well above the bottom position.

In Section 7.2.2.1 it was shown that the original design of the Incore Sample Assembly (ICSA) caused values of the SIF to become very close to the limiting value of 2.9. The largest two pump value of the OLE for a plate in A-2 in Core I next to the ICSA was 5.07 based on COREFAC results. CITATION results in Chapter 5 had predicted that the OLE would be unacceptable. Because the initial design of the ICSA caused unacceptable values of the OLE, the original ICSA was removed from the reactor before operation above 1.0 kw was allowed.
7.3.2.2 Core II

Core II of the MITR-II was evaluated in a somewhat different manner from Core I. Core II was evaluated by a combination of CITATION results and plate scanning data in addition to being evaluated by "CITATION only" results. As was the case with Core $I$, the two pump value of the ole for Core II was always closer to the upper limit than the one pump value.

Table 7.3-7 shows the values of the OLE for core factors that are evaluated for Core II using a combination of CITATION results and plate scanning data. $F_{a}$ and $Z$ are taken directly from COREFAC results for Core II scans and $\mathrm{F}_{\mathrm{r}}$ is obtained by combining plate scanning data and CITATION results in the same manner used to determine $F_{r}$ in Section 7.2. The peak value of the OLE in Core II occurs on plate 1 of C-13 at a height approximately 10 inches above the bottom of the fuel.

Table 7.3-8 shows the values of the OLE for Core II where the equation is evaluated using CITATION results alone. For the core without fixed absorbers, the peak value of the OLE, as well as, its position up the channel, increases as the height of the shim bank increases. The peak value of the OLE from "CITATION only" results occurs on plate 1 of c-13 at a height of approximately 6 inches above the bottom edge of the fuel.

TABLE 7.3-7
VALUES OF THE OPERATING LIMIT EQUATION FOR CORE II OBTAINED USING A COMBINATION OF PLATE SCANNING DATA AND CITATION RESULTS

| Case | Axial <br> Position <br> from Fuel <br> Bottom* | Blade Height (inches) | $\mathrm{F}_{\mathrm{r}}$ | $\mathrm{F}_{\mathrm{a}}$ | Z | $d_{f_{p}}$ | OLE |  | (expected values) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | 2 pumps | 1 pump | 2 pumps |
| A-1, |  |  |  |  |  |  |  |  |  |
| plate 1 |  |  |  |  |  |  |  |  |  |
| next to | 0.0 | 8.6 | 1.586 | 1.60 | 0.0 | 1.009 | 2.033 | 1.727 | 0.529 |
| hexagonal | 13.688 | 8.6 | 1.586 | 1.33 | 0.6672 | 1.009 | 2.91 | 2.67 | 1.267 |
| spider | 22.438 | 8.6 | 1.586 | 0.86 | 1.0 | 1.009 | 2.66 | 2.53 | 1.267 |
| B-4, |  |  |  |  |  |  |  |  |  |
| Plate 1 |  |  |  |  |  |  |  |  |  |
| next to | 0.0 | 8.6 | 1.495 | 1.60 | 0.0 | 1.032 | 1.713 | 1.447 | 0.348 |
| radial | 13.688 | 8.6 | 1.495 | 1.21 | 0.6777 | 1.032 | 2.296 | 2.115 | 0.906 |
| spider | 22.438 | 8.6 | 1.495 | 0.77 | 1.0 | 1.032 | 2.113 | 2.022 | 0.9275 |
| C-15, |  |  |  |  |  |  |  |  |  |
| plate 1 |  |  |  |  |  |  |  |  |  |
| next to | 0.0 | 8.6 | 1.372 | 2.0 | 0.0 | 0.989 | 2.369 | 2.023 | 0.717 |
| core | 6.688 | 8.6 | 1.372 | 1.82 | 0.4772 | 0.989 | 2.946 | 2.640 | 1.195 |
| housing | 7.688 | 8.6 | 1.372 | 1.71 | 0.5727 | 0.989 | 2.926 | 2.643 | 1.216 |

* Distance in inches

TABLE 7.3-7 (Continued)

| Case | Axial <br> Position <br> from Fuel <br> Bottom* | Blade Height (inches) | $F_{r}$ | $F_{a}$ | Z | $d_{f_{p}}$ | OLE |  | OLE without Uncertainties (expected values) <br> 2 pumps |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C-13, | 0.0 | 8.6 | 1.54 | 2.0 | 0.0 | 0.944 | 2.994 | 2.57 | 1.068 |
| plate 1 | 6.688 | 8.6 | 1.54 | 1.65 | 0.448 | 0.944 | 3.240 | 2.908 | 1.379 |
| next to | 7.688 | 8.6 | 1.54 | 1.59 | 0.538 | 0.944 | 3.313 | 2.996 | 1.454 |
| core | 9.688 | 8.6 | 1.54 | 1.49 | 0.655 | 0.944 | 3.36 | 3.07 | 1.53 |
| housing | 11.688 | 8.6 | 1.54 | 1.11 | 0.760 | 0.944 | 2.785 | 2.588 | 1.253 |

* Distance in inches

TABLE 7.3-8
VALUES OF THE OPERATING LIMIT EQUATION FOR CORE II OBTAINED USING CITATION RESULTS ONLY

| Case | Axial <br> Position <br> from Fuel <br> Bottom* | Blade Height (inches) | $\mathrm{F}_{r}$ | $\mathrm{F}_{\mathrm{a}}$ | Z | OLE |  |  | OLE without Uncertainties (expected values) <br> 2 pumps |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | $\mathrm{d}_{\mathrm{f}}$ | 2 pumps | 1 pump |  |
| A-1, |  |  |  |  |  |  |  |  |  |
| plate 1 |  |  |  |  |  |  |  |  |  |
| next to | 0.0 | 8.0 | 1.245 | 1.42 | 0.0 | 1.009 | 1.024 | 0.836 | -0.024 |
| hexagonal | 14.0 | 8.0 | 1.245 | 1.157 | 0.66 | 1.009 | 1.720 | 1.58 | 0.562 |
| spider | 18.98 | 8.0 | 1.245 | 0.9 | 0.86 | 1.009 | 1.652 | 1.557 | 0.591 |
| C-13, | 0.0 | 8.0 | 1.20 | 2.10 | 0.0 | 0.944 | 2.207 | 1.878 | 0.631 |
| plate 1 | 6.06 | 8.0 | 1.20 | 1.784 | 0.468 | 0.944 | 2.495 | 2.229 | 0.935 |
| next to | 8.06 | 8.0 | 1.20 | 1.47 | 0.591 | 0.944 | 2.189 | 1.984 | 0.805 |
| core | 10.06 | 8.0 | 1.2 | 1.045 | 0.678 | 0.944 | 1.646 | 1.519 | 0.539 |
| housing | 14.0 | 8.0 | 1.2 | 0.8 | 0.809 | 0.944 | 1.481 | 1.398 | 0.496 |
|  | 18.98 | 8.0 | 1.2 | 0.51 | 0.923 | 0.944 | 1.227 | 1.193 | 0.405 |
| A-1, |  |  |  |  |  |  |  |  |  |
| plate 1 |  |  |  |  |  |  |  |  |  |
| next to | 0.0 | 14.0 | 1.137 | 1.36 | 0.0 | 1.009 | 0.737 | 0.582 | -0.179 |
| hexagonal | 14.0 | 14.0 | 1.137 | 1.222 | 0.672 | 1.009 | 1.576 | 1.444 | 0.469 |
| spider | 18.98 | 14.0 | 1.137 | 0.88 | 0.87 | 1.009 | 1.390 | 1.312 | 0.431 |

## TABLE 7.3-8 (Continued)



* Distance in inches

Core factors used in the two methods of evaluating the incipient boiling.limit for Core II are compared in Table 7.3-9. Factors $F_{I}$ and $F$ derived entirely from CITATION results appear to be significantly lower than the combination factors and thus, yield lower values of the OLE. For Core II, CITATION results show that the peak value of the OLE increases as the shim bank is raised. Thus, the nearness to the incipient boiling limit is increased as the shim bank height increases. Table 7.3-10 shows the effect of blade height on the value of the OLE for both Core I and Core II. Core I has no limiting shim bank height while Core II is limited to specific heights depending upon whether one or two pumps are in operation.

### 7.4 Expected Problems for Future Core Loadings

Power peaking problems for future core loadings depend upon the future refueling philosophy and upon the incore loading of solid dummies and experimental facilities. The limiting effects for all considerations are:
A) Local conditions which may cause unacceptable power peaking,
B) The hot spot which occurs in an outer channel of the core at a position above the bottom edge of the fuel as the shim bank height increases.

The problem of unacceptable power peaking caused by local excess light water was demonstrated with the data from the original design of the Incore Sample Assembly

TABLE 7.3-9
COMPARISON BETWEEN PLATE SCANNING-CITATION AND CITATION ONLY PREDICTIONS FOR CORE FACTORS IN CORE II

Distance
from Bottom
Location Edge of Fuel
in Core Meat(inches)
$\frac{\mathrm{F}_{\mathrm{r}}}{\text { Comb. }{ }^{*} \text { CIT** }} \frac{\mathrm{F}_{\mathrm{a}}}{\text { Comb. }{ }^{\star} \text { CIT }^{* \hbar}}$
$F_{r} F_{a}$
Z

A-1, plate $1 \quad 14.0$
1.5861 .245
1.33
1.16
2.11
1.44
0.667
0.66
$\begin{array}{lllllllllll}\text { C-13, plate } 1 & 8.0 & 1.54 & 1.2 & 1.59 & 1.47 & 2.45 & 1.76 & 0.538 & 0.591\end{array}$
$\begin{array}{lllllllllllllll}\text { C-13, plate } 10.0 & 1.54 & 1.2 & 1.49 & 1.045 & 2.29 & 1.254 & 0.655 & 0.678\end{array}$

*     - Values based on combination of plate scanning data and CITATION calculations with blades at 8.0 inches.
** - Values based on CITATION calculations only with blades at 8.0 inches.

TABLE 7.3-10
Effect of shim bank height on value of operating limit equation

## Case

Value of
OLE from
CITATION
Calculation

| Change in | OLE |  |
| :--- | :--- | :--- |
| OLE per | Using |  |
| inch Change | Plate | Blade |
| in Shim | Scanning | Height |
| Bank Height | Data | Limit ${ }^{+}$ |

Core I Loading Blade Height
C-8, plate 1
core housing

| 8 | inches | 2 pumps | 3.494 | 2 pumps -0.014 | $3.249 *$ | no limit |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 1 pump | 3.134 |  |  |  |  |
| 14 inches | 2 pumps | 3.41 | 1 pump -0.002 | $2.925^{*}$ | no limit |  |

## Core II Loading

C-13, plate 1
next to
core housing 8 inches 2 pumps $2.495 \quad 2$ pumps +0.0787 3.36** 13.1 inches

1 pump 2.229
14 inches 2 pumps 2.967
1 pump 2.753
1 pump +0.0873 3.07** 16.0 inches

+ Limit where linear extrapolation of OLE exceeds 3.72.
* Values from Core I plate scanning data with blades at 7.6 inches.
** Values from combination of Core II plate scanning data and CITATION calculations with blades at 8.6 inches.
(ICSA). The problem can be minimized by careful design and consideration of the proper fuel and dummy element placement. For Core II, power peaking caused by water gaps created by removal of the fixed absorbers was minimized by arrangement of the solid dummies.

The problem of the power peak increasing as the shim bank height rises is more critical for core loadings without fixed absorbers. It is more desirable both for experimenters and for operating characteristics to have the upper portion of the core poisoned.

### 7.4.1 Proposed Refueling Plan

Table 7.4-1 shows the fuel cycle for the MITR-II that was proposed by Kadak (Ref. 7.4-1). The proposed fuel cycle is still valid because it prevents fresh fuel elements from being put into the outer C-ring where the hottest channels are located in the clean core and where the coolant flow disparity is the greatest. The proposed fuel cycle program assumed that 26 fuel elements would be used incore at all times with one A-ring position occupied by a sample assembly. It is unlikely that the reactor will be operated with 26 elements incore because of a desire for incore irradiation space and because of the necessity to load solid dummies for reactivity control. However, the fuel cycle proposed by Kadak can still be used provided that no less than 23 fuel elements are loaded incore or a minimum of 8 elements loaded in the $A$ and $B$ rings.

| Time (hrs) | Core Condition | Control Blade Position | Elements in Storage |
| :---: | :---: | :---: | :---: |
| 0 | clean and critical | 10" | 0 |
| 840 | Depleting | 12" | 0 |
| 2520 | Depleting | 14" | 0 |
| 3000 | All elements flipped | 12" | 0 |
| 3690 | Depleting | $14 "$ | 0 |
| 4800 | Discharge inner and middle store for future refueling refuel with fresh fuel | 10" | 11 |
| 5400 | Depleting | 12" | 11 |
| 6500 | Depleting | 14" | 11 |
| 7200 | Flip entire core | 14" | 11 |
| $\begin{array}{r} 7200- \\ 9400 \end{array}$ | Depleting | 14" - 20" | 11 |
| 9400 | Discharge outer 15 elements at greater than 25\% burnup; insert depleted 11 inner and middle plus 4 stored elements into outer; refuel with fresh inner and middle. | 10" | 7 |

## TABLE 7.4-1 (Continued)

| Time (hrs) | Core Condition | Control Blade Position | Elements in Storage |
| :---: | :---: | :---: | :---: |
| 10000 | Depleting | 12" | 7 |
| 11100 | Depleting | 14" | 7 |
| 11800 | Flip entire core | 14 " | 7 |
| $\begin{array}{r} 11800- \\ 14000 . \end{array}$ | Depleting | 14" - 20" | 7 |
| 14000 | Discharge outer 15 elements at greater than $25 \%$ burnup: insert depleted 11 inner and middle plus 4 stored elements into outer; refuel with fresh inner and middle | 10" | 3 |
| 14600 | Depleting | 12" | 3 |
| 15700 | Depleting | 14" | 3 |
| 16400 | Flip entire core | 14 " | 3 |
| $\begin{array}{r} 16400- \\ 18600 \end{array}$ | Depleting | 14" - 20" | 3 |

TABLE 7.4-1 (Continued)

| Time (hrs) | Core Condition | Control Blade position | $\begin{gathered} \text { Elements in } \\ \text { Storage } \\ \hline \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| 18600 | Discharge outer 15 elements at greater than 25\% burnup reload entire ciean core: place ll inner and middle into storage for future refuel | $10 "$ | 14 |
| 19440 | Depleting | 12" | 14 |
| 21120 | Depleting | 14" | 14 |
| 21600 | All elements flipped | 12" | 14 |
| 22290 | Depleting | $14 "$ | 14 |
| 23300 | Discharge inner and middle; store for future refueling; refuel with fresh fuel | 10" | 25 |

Elements operated in the $A$ and $B$ rings shall have varied burnups before being loaded into the $C$ ring in future refuelings. The elements that have been depleted the most should be loaded into the higher power corner positions and then into the positions with the greatest flow disparity relative to their power. For a Core I arrangement, the order of loading in terms of most depleted to least depleted should be:

1. $\mathrm{C}-8$
2. $\mathrm{C}-13$
3. $\mathrm{C}-3$
4. $\mathrm{C}-9$
5. $\mathrm{C}-7$
6. C-12
7. $\mathrm{C}-2$
8. $\mathrm{C}-4$
9. C-14
10. $\mathrm{C}-6$
11. $\mathrm{C}-10$
12. $\mathrm{C}-5$
13. $\mathrm{C}-11$
14. C-1
15. C-15 .

Operating with flipped fuel elements will be advantageous because the depleted upper core will depress power
generation in the upper core and prevent the power peak from rising as the shim bank height increases. Note, that in the proposed fuel cycle, the shim bank height is only raised above 14 inches for the cases where the upper portions of the outside fuel element have been depleted near their planned limit. The development of a depletion code that gives the power distribution for each fuel loading the prime necessity for future core evaluations.
7.4.2 Sample Assembly and Dummy Element Effects

Loading solid dummies and sample assemblies may cause unacceptable power peaking for the following reasons:

1. As additional fueled elements are replaced by non-fueled assemblies, the remaining fuel elements each must produce a greater power to keep the total power constant. It may not always be true that increasing the number of fueled elements will decrease the power peaking because adding an additional element may decrease the coolant flow to the hot plate more than it decreases the power generated on that hot plate,
2. The non-fueled assembly may create a local condition that results in power peaking, e.g., excess light water may create unacceptable peaking,
3. The non-fuel assemblies may adversely affect the flow disparity by changing the flow distribution or resulting in excessive bypass flow.

All of the above effects must be considered in the design and analysis of a core loadings using various
configurations of irradiation facilities and solid dummies. Prime concern should be given to minimizing the bypass flow created by a non-fueled assembly and to minimizing the amount of water present in the facility which may cause flux peaking in surrounding fueled elements.

The reactor should contain the proper amount of fuel in the loading so that it will go critical at the beginning of life for each core configuration with the shim bank at approximately 8 to 10 inches with no xenon build up. This requirement would prevent unacceptable peaks from occurring at the bottom edge power spikes from bank heights below 8 inches, and would prevent unacceptable peaks from occurring in the outside edge plates because of high shim bank positions. Higher shim bank positions would be allowable if the upper portions of the outside plates were heavily depleted.

### 7.5 Future Safety Limit and Limiting Condition Evaluation

 The experience gained in evaluating the initial cores of the MITR-II should greatly shorten the time required for evaluation of future core loadings. The MITR-II is no longer an unknown quantity and some of its features such as the power peaking near the water filled control blade slot positions are better understood. Future coreloadings can be more accurately evaluated if the calculational methods are improved as suggested in the following section. Potential changes to some factors in the SLF and the OLE which could increase the flexibility of the reactor by reducing over conservatisms are covered in Section 7.5.2. Section 7.5.3 discusses experimental procedures which could be used as a check on the calculated evaluation.

### 7.5.1 Calculational Improvements

The major shortcomings of the present 3-D CITATION calculations are as follows:

1) Insufficient detail in the radial direction to accurately predict the higher power plates near the outer edge of the core,
2) Insufficient detail in the axial direction to accurately predict the axial location and $Z$ where the hot spot occurs,
3) CITATION predicts a lower fraction of total power in the upper portion of the core than was shown to exist by experimental measurements.
4) Present CITATION calculations did not include the effects of xenon and burnup in higher blade height cases.

The number of mesh points utilized in a 3-D
CITATION calculation is limited by the allowable space in the MIT Information Processing Center Computer. A better mesh spacing representation could be developed to improve the accuracy of CITATION results both for power peaking analysis and for absolute $\mathrm{K}_{\text {eff }}$ predictions.

The major use of 3-D CITATION calculations should be to accurately determine the power for each element in a core loading. This 3-D model must include the effects of depletion and xenon build up on the individual element power generation. Basically, the 3-D calculations would be used to determine the $F_{r}^{\prime}$ (ratio of power produced in a fuel element in the core) for each element for each loading and blade height case.

Single element calculational models should be developed to provide the detailed effects that are not possible with the whole core 3-D calculations alone. Boundary conditions and the proper burnup ratio for the single element model would be obtained from the whole core 3-D calculations. Hence, the single element calculation is a method of interpretation of the $3-D$ results.

The large number of mesh points that could be utilized in a single element model would provide good detail of $F_{r}^{\prime \prime}, F_{a}$, and $Z$ (definitions in section 7.2.2.2 and 7.3) and thus, provide accurate values of the SLF and OLE. Depletion and xenon effects would also have to be included in the single element calculations. Single element models could be used to calculate the power distribution in an element next to a control blade slot, a core housing corner hole, a section of the absorber spider, or an incore irradiation facility. The whole core and individual
element calculations would provide good detail for evaluation of the SLF and OLE for future cores.

### 7.5.2 Suggested Changes in $\mathrm{F}_{\mathrm{p}}$ and $\mathrm{F}_{\mathrm{o}}$

The Safety Limit Factor (SLF) contains the factor, $F_{p}$, and an uncertainty factor $F_{H}$. The Operating Limit Equation (OLE) contains $F_{p}$ and uncertainty factors $F_{0}$ and $F_{0}^{\prime}$. The current evaluation of these factors according to their Technical Specification definitions is overly conservative and reduces flexibility in future core loadings. The following suggestions are made for changing the definitions of $F_{p}$ and uncertainty factors but neither could be changed without prior approval by the Nuclear Regulatory Commission.

The core factor, $\mathrm{F}_{\mathrm{p}}$, is defined by the MITR-II Technical Specifications as "the fraction of the total power generated by the fuel". In Sections 7.2 and 7.3, the basis for the SLF and OLE were reviewed and it was shown the $F_{p}$ actually stood for the fraction of total power deposited in the primary coolant that is generated by the fuel. In all cases for the evaluation of Core I and Core II, $F_{p}$ was assumed to be equal to 1.0 which is the most conservative assumption. By setting $F_{p}$ equal to 1.0 , it is assumed that all of the total power of the reactor is generated by the heat flux on the fuel plates

Which results in the coolant temperature aise in the coolant channels.

The total reactor power is based on a heat balance of several reactor systems: the primary coolant system, the $D_{2} O$ reflector system, and the shield coolant system. The total power obtained from these systens is used as the base power for setting power level trips and detcrmining the operating power level. The fuel surface heat flux is not responsible for all of the power deposited in these systems. For the shield and reflector system, fast neutron and gamma heating are responsible for the power in those systems. For the primary ccolant system, neutron and gama heating, fuel plate surface heating, and heating from expeximental facilities are responsible for the power removed by the primary water. The problem of detcrmining the exact fraction for each system is complicated by the heat exchange that can occur between the system at such locations as the outer core tank wall.

The total reactor power which is the sum of all system powers and used for determining the absolute power level may be divided into the following fractions:

```
            \(F_{p}\) is the fraction of the total power which is
            \(P_{1}\) deposited in the primary coolant by the
        fuel plate surfaces,
            \(\mathbf{F}_{\mathbf{2}}\) is the fraction of the total power which is
        and gamma heating,
```

$F_{p_{3}}$ is the fraction of the total power which is $p_{3}$ deposited in the primary coolant by experimental facilities,
$\mathrm{F}_{\mathrm{p}_{4}} \quad$ is the fraction of the total power which is
$F_{p}$ is the fraction of the total power which is $p_{5}$ deposited in the shield system,
where,

$$
\mathrm{F}_{\mathrm{p}_{1}}+\mathrm{F}_{\mathrm{p}_{2}}+\mathrm{F}_{\mathrm{p}_{3}}+\mathrm{F}_{\mathrm{p}_{4}}+\mathrm{F}_{\mathrm{p}_{5}}=1.0
$$

For the initial reactor cores there were no experimental facilities which deposited heat into the primary coolant, thus, $F_{p_{3}}=0.0$ (although it might be argued that gamma heat in the solid dummies would fall into this classification). Table 7.5-1 shows the values of the remaining fractions based on the predictions by Choi (Ref. 7.5-1) assuming $\mathrm{F}_{\mathrm{p}_{3}}=0.0$.

TABLE 7.5-1
DISTRIBUTION OF ENERGY RELEASED IN THE REACTOR FROM FISSION OF URANIUM

Fuel Element Surfaces
Primary Coolant Neutron
and Gamma Heating
$\mathrm{D}_{2} \mathrm{O}$ Reflector
Shield System

F
$\mathrm{F}_{\mathrm{p}}$
$\mathrm{F}_{\mathrm{p}}$
$\mathrm{F}_{\mathrm{p}}$
0.9036
0.0342
0.0531
0.0091

It was shown in Section 7.2 that the reactor safety limit was related to the amount of power that is generated in the hottest channel. Equations 7.2-7' and 7.2-11 which were combined to give the safety limit are:

$$
\begin{equation*}
\frac{P_{T}}{W_{T} C_{P}}=T_{\text {out }}-T_{\text {in }} \tag{7.2-7'}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{P}_{\mathrm{T}} \mathrm{~F}_{\mathrm{H}} \mathrm{C}_{0}}{\mathrm{a}_{\mathrm{f}} \mathrm{RW} \mathrm{~T}_{\mathrm{P}} C_{p}}=\mathrm{T}_{\text {sat }}-\mathrm{T}_{\text {in }} \tag{7.2-11}
\end{equation*}
$$

Given that $P_{T}$ is the total reactor power from all systems, the above equations with the various $F_{p_{i}}$ 's and $\mathrm{F}_{\mathrm{f}}$ included become:

$$
\begin{equation*}
\left(F_{p_{1}}+F_{p_{2}}+F_{p_{3}}\right) \frac{P_{T}}{W_{T} C_{P}}=T_{\text {out }}-T_{\text {in }} \tag{7.5-2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{P_{T} F_{H . C}\left(F_{P_{1}}+F_{P_{2}}\right)}{d_{f^{F}} f^{R W_{T} C}{ }_{p}}=T_{\text {sat }}-T_{\text {in }} \tag{7.5-3}
\end{equation*}
$$

The quantity $\left(F_{p_{1}}+F_{p_{2}}+F_{p_{3}}\right)$ in Eq. $7.5-2$ represents the fraction of the total reactor power that is deposited in the primary coolant. The quantity $\left(F_{p_{1}}+F_{p_{2}}\right)$ in Eq. 7.5-3 represents the fraction of the total power that is deposited in the coolant that cools the fuel plates. The coolant-moderator in the coolant channels receives
heat from both the fuel plate surfaces and from neutron and gamma heating in the coolant itself. It is conservative to assume that the channel power distribution due to gamma heating is the same as the plate power distribution, i.e., that the channel with the hottest plate surface power also has the hottest channel coolant power from neutron and gamma heating. Equations 7.5-2 and 7.5-3 can be combined and rearranged to yield the following:

$$
\begin{array}{r}
\frac{P_{T}}{W_{T} C_{p}}\left[\left(F_{p_{1}}+F_{p_{2}}+F_{p_{3}}\right)\left(\frac{F_{H . C}}{d_{f^{\prime}} F_{f}}-1\right)-\frac{F_{p_{3}} F_{H . C}}{d_{f} F_{f} R}\right]= \\
T_{\text {sat }}-T_{\text {out }} \tag{7.5-4}
\end{array}
$$

If there is no power generated by experimental facilities $\left(\mathrm{F}_{p_{3}}=0\right)$, Eq. 7.5-4 reduces to:

$$
\begin{equation*}
\frac{P_{T}}{W_{T} C_{p}}\left[\left(F_{p_{1}}+F_{p_{2}}\right)\left(\frac{F_{H . C}}{d_{f} F_{f} R}-1\right)\right]=T_{\text {sat }}-T_{\text {out }} \tag{7.5-5}
\end{equation*}
$$

The result of having less than $100 \%$ of the total reactor power deposited into the primary coolant $\left(F_{p_{1}}+F_{p_{2}}+F_{p_{3}}\right)<1.0$ is that the lines in Fig. 7.2-1 would be shifted upward and to the right, thus, increasing the safety limit margin. If the total reactor power is deposited into the primary coolant system then
$\left(F_{P_{1}}+F_{P_{2}}+F_{p_{3}}\right)=1.0$ and Eq. $\quad 7.5-4$ becomes :

$$
\frac{P_{T}}{W_{T} C_{p}}\left[\frac{F_{H . C}{ }^{\left(1-F_{p_{3}}^{\prime}\right.}}{d_{f^{F}} F_{i}^{R}}-\right]^{\cdot}=T_{\text {sat }}-T_{\text {out }}
$$

$$
(7.5-6)
$$

The quantity $\left(1-F_{p_{3}}\right)$ is equivalent to the $F_{p}$ in the Technical Specifications where $F_{p} \cdot s$ the fraction of the power generated by the fuel. Thus, Eq. 7.5-6 is equivalent to Eq. 7.2-16 which is the present basis of the Technical Specirication safety limit. Equation 7.5-4 is actually more precise and less over y conservative than Eq. 7.2-16, but it is somewhat more complicated to evaluate.

The Operating Limit Equation (OLE) which was derived in Section 7.3 .1 is formed from the combination of Eqs. 7.3-2, 7.3-3, 7.3-4, 7.3-5, 7.3-6, 7.3-11, and 7.3-12. The following analysis inserts the precise definitions of $\mathrm{F}_{\mathrm{p}_{i}}$ into the equations used to develop the OLE. Equations 7.3-2, 7.3-4, and 7.3-11 have no reactor power value, $P_{T}{ }^{\prime}$ as a direct component and thus, no $F_{p}$ factor would be directly included. Eqs. 7.3-3 and 7.3-12 are dependent on the fraction of the reactor power that is generated on the fuel plate surface, $\mathrm{F}_{\mathrm{p}_{1}}$, and thus become :

$$
\begin{equation*}
(Q / A)_{M A X}=F_{P_{1}} F_{I} F_{a} P_{T} / A \tag{7.3-3'}
\end{equation*}
$$

$$
q_{I B}^{n}=\frac{3.413 P_{T} F_{p_{1}}}{n A} F_{r} F_{a}(10)^{6}
$$

Equation 7.3-5 is dependent on the fraction of the reactor power that is deposited in the coolant channels, $\left(\mathrm{F}_{\mathrm{p}_{1}}+\mathrm{F}_{\mathrm{p}_{2}}\right)$, and thus becomes:

$$
T_{C}(Z)=T_{i n}+\frac{\left(F_{p_{1}}+F_{p_{2}}\right) P_{T} Z}{d_{f} F_{f} W_{T} C_{p}}
$$

Equation 7.3-6 is dependent on the fraction of the reactor power that is deposited into the primary coolant, $\left(F_{p_{1}}+F_{p_{2}}+F_{p_{3}}\right)$, and thus becomes:

$$
\left(F_{p_{1}}+F_{p_{2}}+F_{p_{3}}\right) P_{T}=W_{T} C_{p}\left(T_{o u t}-T_{i n}\right)
$$

Combining Eqs. $7.3-2,7.3-3^{\prime}, 7.3-4,7.3-5^{\prime}, 7.3-6^{\prime}$,
7.3-11, and 7.3-12', yields the following form of the OLE:

$$
\begin{gather*}
{\left[\left(\frac{W_{T}}{W_{T_{0}}}\right) 0.2{ }_{G}+\frac{\left(F_{p_{1}}+F_{p_{2}}\right) F_{r} Z}{d_{f} F_{f}}-\left(F_{p_{1}}+F_{p_{2}}+F_{p_{3}}\right)\right]-} \\
\quad 2.77\left[\frac{F_{p_{1}} F_{r} F_{a}}{n A}\right] 0.466 \leq 3.72, \tag{7.5-7}
\end{gather*}
$$

where,

$$
\begin{equation*}
G=\frac{F_{p_{1}} F_{r} F_{a} W_{T_{O}} C_{p}}{\left(d_{f} F_{f}\right)^{0.8_{\eta A h_{O}}}} \tag{7.5-8}
\end{equation*}
$$

Assuming that all of the reactor power is deposited into the primary coolant $\left(F_{p_{1}}+F_{p_{2}}+F_{p_{3}}=1.0\right)$, and assuming that the neutron and gamma heating of the coolant itself is small $\left(F_{p_{2}}=0\right)$, Eq. $7.5-7$ reduces to the fol-
lowing:

$$
\begin{aligned}
& \text { (7.5-9) }
\end{aligned}
$$

Equation 7.5-9 is equivalent to the Technical SpecifiCation Eq. 7.3-1 assuming that $\left(F_{p_{1}}+F_{p_{2}}+F_{p_{3}}=1.0\right)$, $F_{p_{2}} \approx 0$, and $F_{p_{1}} \approx F_{p}$, with the exception tinat Eq. 7.5-9 has an additional $\mathrm{F}_{\mathrm{p}_{1}}$ in the last term of the expression. Since the factor $F_{p}$ was assumed equal to 1.0 for Core $I$ and Core II evaluation, the evaluations in Seations 7.2-7.3 were conservative and valid. For future evaluations, the factor $F_{p}$ should be included into the last term of the OİE as shown in Eq. 7.5-9. While Eq. 7.5-\% is actually more precise than the Technical Specification OLE, it is also somewhat more complicated to evaluate.

The uncertainty factor, $F_{0}$, is evaluated in the Technical Specifications in a cumulative manner by a direct product of individual factors. The other uncertainty factors, $F_{0}^{\prime}$ and $F_{H}$, are also evaluated in similar manner. This cumulative compilation of uncertainties leads to values of the SLF and OLE that are much greater than the "expected values". The tables in Section 7.3 show the exp=cted values of the OLE and the values by the Technical Specification eval-
uation. The inflated value created by the cumulative combination of uncertainties is somewhat misłeading. When the evaluation of the OLE or SLF approaches the limiting value, there is much concern but in reality it is very highly improbable that the limiting condition is really being approached. This excessive conservatism can lead to decreased flexibility and competiveness of the reactor. Incore temperature measurements which are described in Chapter 8 show good agreement between the measured temperatures and the "expected values". While this data is somewhat limited, it shows that the measured temperatures always* fell well below the temperature values which would be obtained using the current cumulative uncertainties. In the future, attempts should be made to receive permission from the NRC to combine the individual uncertainty factors in a semistatistical manner. This would yield more flexibility in the evaluation of the SLF and the OLE and yet maintain a sufficient masgin of safety.

### 7.5.3 Experimental Procedures

Future core evaluations will rely mostly on analytical results with some experimental checks. The easiest and most useful experimental measurements can be made with flux wire irradiations or by self-powered neutron detector scans. Flux wire irradiations are useful
because wires can be positioned inside fuel assemblies
and irradiated at powers of less than 1.0 kw . Since the core factors must be known prior to reactor operation above 1.0 kw , this technique allows verification of the analytically determined values prior to exceeding the 1.0 kw level. f description of the flux wire scans performed on Core I are described in Section 5.4. The wire experimental flux shapes for Core I were in good agreement with the shapes obtained by plate scanning and analytical calculations.

Self-powered neutron detector scans are only possible at higher powers. At present, scans can be made inside the absorber spider or in a core housing corner hole. While the corner hole scan is potentially more useful, the configuration of the corner hole makes results much more difficult to interpret. Self-powered detector scans performed in Corc I and II are discussed in Chapter 9. Future experimental facilities that are inserted into the core should contain small slots or holes which could be used for wire irradiation positions at low powers and for self-powered detector scans at hither powers. At higher powers, the self-powered scans could be used to verify the effects of various experimental facility configurations; e.g., sample in or sample out, or reactor variations such as, depletion or blade height changes.

## CHAPTER 8

TEMPERATURE DISTRIBUTIONS

Steady-state temperature distributions of the MITR-II are discussed in this chaper. Section 8.1 is a review of temperature distribution predictions used in evaluating the initial design of the MITR-II. Temperature predictions for Core $I$ and II, which were determined using power distribution measurements, are discussed in Section 8.2. Steady-state temperature measurements for Core I and Core II are described in Section 8.3. The predicted and measured temperatures are compared in Section 8.4. Secion 8.5 is a summary of temperature distribution results.

## 8:1 Design Temperature Predictions

As discussed in Chapter 7, the limiting condition for operation is that incipient boiling be prevented in the core. This yields a limit on the peak allowable fuel plate wall temperature. The peak wall temperature does not necessarily occur at the point with the highest heat flux (greatest $\mathrm{F}_{\mathrm{r}} \mathrm{F}_{\mathrm{a}}$ ) because the wall temperature is a function of the local heat flux, the coolant channel fluid temperature, and the heat transfer coefficient at that point.

In the design of the MITR-II, the MACABRE computer code (Ref. 8.l-1) was used to perform parametric studies by calculating the heat flux, clad temperature, and channel bulk coolant temperature, due to variations in the average heat flux, radial and axial power peaking factors, coolant flow rate, and the hot channel factors. The design analysis had shown that the hottest fuel plate had a heat Elux distribution as shown in Fig. 5.1-1. Figure 8.1-1 shows the calculated variation of the clad surface temperature ( $\mathrm{T}_{\text {WALL }}$ ) and the local channel bulk coolant temperature with axial position along this hottest fuel plate for a reactor power of 6 megawatts, primary coolant flow rate of 1800 gpm , an inlet temperature of $118.1^{\circ} \mathrm{F}$, and hot channel factors included. Curves are shown for blade heights of $8.0,10.0$, and 14.0 inches. Table 8.1-1 gives a summary of the design results for the peak wall temperature. The temperature required to cause incipient boiling, $T_{\text {WIB' }}$ is calculated using Eq. 7.3-10. Thus, the predicted peak wall temperature was shown to be less than the wall temperature required to have incipient boiling. A similar analysis for the one pump case indicated that the two pump case was the more limiting condition.

One problem with the design temperature distributions was that they always showed that the deak wall temperature

## FIG. 8.1-I

AXIAL VARIATION OF CLAD SURFACE AND LOCAL (CHANNEL) BULK COOLANT TEMPERATURES ALONG THE HOTTEST FUEL PLATE (reactor power: $6 \mathrm{MW}+$ primary coolant flow rate: 1800


```
TABLE 8.1-1
```

SUMMARY OF MAXIMUM CLAD WALL TEMPERATURES, MAXIMUM HEAT FLUXES, AND INCIPIENT BOIIIING TEMPERATURES FOR DESIGN PREDICTIONS OF MITR-II

| Blade Height <br> (Inches from Bottom) | $\underset{\left({ }^{\circ} \mathrm{F}\right)}{\left(T_{\text {WALL }}\right)^{M A X}}$ | $\begin{gathered} \left.(\mathrm{Q} / \mathrm{A}) \max _{2}\right) \\ (\mathrm{BTU} / \mathrm{hr}-\mathrm{ft} \end{gathered}$ | $\begin{gathered} T_{\text {WIB }}\left({ }^{\circ} \mathrm{F}\right) \\ \left(T_{\text {sat }}=230^{\circ} \mathrm{F}\right) \end{gathered}$ |
| :---: | :---: | :---: | :---: |
|  | 1 |  |  |
| 8.0 | 245.7 | $3.13 \times 10^{5}$ | 250.6 |
| 10.0 | 244.5 | $3.10 \times 10^{5}$ | 250.5 |
| 14.0 | 235.4 | $2.88 \times 10^{5}$ | 249.8 |

occurred at the bottom edge of the fuel. Allowance was made for the possibility that the peak wall temperature could occur further up the channel as the blade height was increased. However, thinking was geared toward the expectation that the peak would always occur at the bottom. For both Core I and Core II, however, the peak wall temperature occurred some distance above the bottom edge even for the lower blade configurations.

### 8.2 Temperature Predictions from Power Distribution Measurements

Core I and Core II temperatures have been predicted by using the experimentally determined power distributions and nominal heat transfer conditions. Predicted temperatures at various fuel element outlets, fuel channel outlets, and fuel plate surfaces are discussed in Sections 8.2-1, 8.2-2, and 8.2-3, respectively.

### 8.2.1 Fuel Element Outlet Temperature

The coolant temperature rise across an element can be determined by the following equation:

$$
\begin{equation*}
P_{E}=\tilde{m}_{E} C_{p}(\Delta T)_{E} \tag{8,2-1}
\end{equation*}
$$

where,
$P_{E}$ is the power generated in the element,
$\mathrm{H}_{\mathrm{E}}$ is the mass flow rate in the element,
$C_{p}$ is the coolant heat capacity,
$(\Delta T)_{E}$ is the coolant temperature rise.

The values of $P_{E}$ and ${ }_{\mathrm{H}}^{\mathrm{E}}$ are determined by the following equations:

$$
\begin{align*}
& P_{E}=\frac{P_{T} F_{p} F_{r}^{\prime}}{N}  \tag{8.2-2}\\
& A_{E}=\frac{M_{T} d_{f} F_{f}}{N} \tag{8.2-3}
\end{align*}
$$

where,
$P_{T}$ is the total reactor thermal power,
$F_{p}$ is the fraction of the total power generated by
$F_{r}$ is the ratio of the power produced in a fuel element to the power produced in the average fuel element in the core,
$N$ is the number of fuel elements in the core,
$W_{T}$ is the reactor coolant flow rate,
$d_{f_{p}}$ is the ratio of the flow in an element to
$F_{f}$ is the fraction of the primary flow cooling the fuel.

On combining Eqs. 8.2-1, 8.2-2, and 8.2-3 the coolant temperature rise becomes:

$$
\begin{equation*}
(\Delta T)_{E}=\frac{F_{r}^{\prime} F_{p}}{d_{f} F_{f}} \frac{P_{T}}{C_{p} W_{T}} \tag{8,2-4}
\end{equation*}
$$

Nominal values of $P_{T}, W_{T}$, and $C_{p}$ are used in Eq. 8.2-4 in order to compare the predicted $\Delta T^{\prime} s$ with the measured $\Delta T^{\prime \prime}$. Nominal 2 pump values used are:

$$
\begin{aligned}
& \mathrm{W}_{\mathrm{T}}=2000 \mathrm{gallons} / \mathrm{minute} \\
& \mathrm{C}_{\mathrm{P}}=0.9985 \mathrm{BTU} / \mathrm{hr}-1 \mathrm{~b}_{\mathrm{m}} \\
& \mathrm{P}_{\mathrm{T}}=5.0 \mathrm{MW}
\end{aligned}
$$

Applying the appropriate correction factors to yield correct units, Eq. 8.2-4 becomes:

$$
\begin{equation*}
(\Delta T)_{E}=17.18 \cdot \frac{F_{r}^{\prime} F_{p}}{d_{f_{p}} F_{f}}{ }^{\circ}{ }^{F} \text { (2 pumps) } \tag{8.2-5}
\end{equation*}
$$

Predicted element temperature rises for Core I using GAMSCAN and CITATION data are shown in Table 8.2-1. The predicted temperatures are compared with several measured temperatures in Section 8.4.

### 8.2.2 Fuel Channel Outlet Temperatures

By using the method in Section 8.2.1, it can be similarly shown that the temperature rise for an individual channel, $(\Delta T)_{C}$ of nominal width would be:

$$
\begin{equation*}
(\Delta T)_{C}=17.18 \frac{F_{r} F_{p}}{d_{f_{p}} F_{f}} \quad{ }^{\circ} F \quad(2 \text { pumps }) \tag{8.2-6}
\end{equation*}
$$

where,
$F_{r}$ is the ratio of the power deposited in the channel
Predicted channel temperature rises for Core I at 5.0 MW using GAMSCAN and CITATION data are shown in Table 8.2-2. The predicted temperatures are compared with measured temperatures in Section 8.4.

TABLE 8.2-1
PREDICTED COOLANT TEMPERATURE RISE FOR ELEMENTS IN CORE I

| Element | $d_{f_{p}}$ |  | $F_{r}^{\prime}$ | $\Delta T$ | $\Delta T$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{F}^{\prime}$ |  | P.S.D. ${ }^{\text {\% }}$ |  |
| Position |  |  |  | P.S.D.* |  |
| in Core |  |  | CIT** | $\left({ }^{\circ} \mathrm{F}\right)$ | $\left({ }^{\circ} \mathrm{F}\right)$ |
| A-2 | 1.0167 | 1.14 | 1.108 | 20.3 | 19.7 |
| A-3 | . 9857 | 1.14 | 1.108 | 20.9 | 20.4 |
| B-1 | 1.0487 | 1.029 | 0.936 | 17.8 | 16.2 |
| B-3 | . 9967 | 1.061 | 1.022 | 19.3 | 18.6 |
| B-4 | 1.0068 | 1.141 | 1.139 | 20.5 | 20.5 |
| B-5 | 1.0574 | 1.222 | 1.206 | 20.9 | 20.7 |
| B-6 | 1.0732 | 1.141 | 1.139 | 19.3 | 19.2 |
| B-7 | 1.0823 | 1.061 | 1.022 | 17.8 | 17.1 |
| B-9 | 1.0919 | 1.029 | 0.936 | 16.1 | 15.5 |
| C-1 | 0.942 | 0.8891 | 0.855 | 17.1 | 16.4 |
| C-2 | 0.9598 | 0.9494 | 0.895 | 17.9 | 16.9 |
| C-3 | 0.9805 | 0.900 | 0.927 | 16.6 | 17.1 |
| C-4 | 0.9769 | 0.9494 | 0.907 | 17.6 | 16.8 |
| C-5 | 0.9760 | 0.889 | 0.935 | 16.5 | 17.3 |
| C-6 | 0.9760 | 0.85 | 1.027 | 15.8 | 19.1 |
| C-7 | 0.9454 | 1.042 | 1.087 | 20.0 | 20.8 |
| C-8 | 1.0112 | 1.116 | 1.117 | 20.0 | 20.0 |

## TABLE 8.2-1 (Continued)

| Element <br> Position <br> in Core | $d_{f}$ | $\begin{aligned} & F_{\dot{\prime}}^{\prime} \\ & \text { P.S.D.* } \end{aligned}$ | $\begin{aligned} & F_{r}^{\prime} \\ & \text { CIT** } \end{aligned}$ | $\begin{aligned} & \Delta T \\ & \text { P.S.D.* } \\ & \left({ }^{\circ} \mathrm{F}\right) \end{aligned}$ | $\Delta T$ <br> CIT** <br> ( ${ }^{\circ} \mathrm{F}$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
| C-9 | 0.9377 | 1.042 | 1.087 | 20.1 | 21.0 |
| C-10 | 0.9811 | 0.85 | 1.027 | 15.7 | 19.0 |
| C-11 | 0.9848 | 0.889 | 0.935 | 16.3 | . 17.2 |
| C-12 | 0.9464 | 0.9494 | 0.907 | 18.2 | 17.4 |
| C-13 | 0.9967 | 0.900 | 0.927 | 16.4 | 16.8 |
| C-14 | 1.0246 | 0.9494 | 0.895 | 16.8 | 15.8 |
| C-15 | 1.0013 | 0.8891 | 0.855 | 16.1 | 15.5 |

* Based on plate scanning data
** Based on CITATION results

$$
\begin{aligned}
& \mathrm{F}_{\mathrm{f}}=0.9487 \\
& \mathrm{P}_{\mathrm{T}}=5.0 \mathrm{MW} \\
& \mathrm{~W}_{\mathrm{T}}=2000 \mathrm{gpm}
\end{aligned}
$$

TABLE 8.2-2
PREDICTED CHANNEL TEMPERATURE RISE FOR SELECTED CHANNELS IN CORE I

| Element <br> Position <br> in Core | Channel <br> Position <br> in Element |  | ${\underset{r}{r}}_{\mathrm{CIT}^{*}}$ | $d_{f_{p}}$ | $\Delta T$ | $\Delta T$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $F_{r}$ |  |  | P.S.D.* | CIT** |
|  |  |  |  |  | P.S.D. | CIT |
|  |  | P.S.D.* |  |  | ( ${ }^{\circ} \mathrm{F}$ ) | ( ${ }^{\circ} \mathrm{F}$ ) |
| C-8 | 1 | 1.5274 | 1.529 | 1.0112 | 27.4 | 27.4 |
| C-9 | 1 | 1.266 | 1.321 | 0.9377 | 24.4 | 25.5 |
| C-5 | 2 | 1.356 | 1.425 | 0.9760 | 25.2 | 26.4 |
|  | 5 | 10.8833 | 0.929 | 0.9760 | 16.4 | 17.2 |
|  | 8 | 0.822 | 0.865 | 0.9760 | 15.3 | 16.0 |
|  | 12 | 0.7614 | 0.800 | 0.9760 | 14.1 | 14.8 |
|  | 15 | 0.8209 | 0.863 | 0.9760 | 15.2 | 16.0 |
| B-5 | 8 | 1.222 | 1.206 | 1.0574 | 20.9 | 20.7 |
| A-2 | 1 | 1.333 | 1.295 | 1.0167 | 23.7 | 23.1 |

* Based on plate scanning data
** Based on combination of plate scanning data and CITATION results (same method as used to determine individual plate relative power in Chapter 6)
$F_{f}=0.9487$
$\mathrm{P}_{\mathrm{T}}=5.0 \mathrm{MW}$
$W_{t}=2000 \mathrm{gpm}$


### 8.2.3 Fuel Plate Surface Temperatures

The fuel plate surface temperature can be calculated by using an equation such as Eq. 5.2-7 or by using the experimentally determined power distribution data as input to a thermal-hydraulic computer code such as MACABRE (Ref. 8.1-1). The latter method was used to predict the fuel plate surface temperatures because of the ability of the the computer code to vary the coolant properties with temperature.

MACABRE is capable of solving the isothermal-hydraulics and nonisothermal-hydraulics and heat transfer of most plate type reactor fuel assemblies cooled by a subcooled fluid in forced convection. It can accommodate twodimensional time dependent heat generation rates and hydraulic communication between parallel coolant channels. In addition, MACABRE will compute the corrosion of aluminum clad heat transfer surfaces. The code utilizes the Dittus-Boelter forced convection heat transfer correlation with the requirement that the total pressure drop in each coolant channel be equal. The input to MACABRE requires the following:
A. Coolant properties
B. Element geometry
C. Total flow rate
D. Fuel plate pronerties
E. Power distribution in element.

A listing of MACABRE output can be found in Appendix E.
Temperature distributions in three fuel element positions were calculated by using the MACABRE code. Table 8.2-3 shows input data values for these three positions, C-9, and A-2 in the Core I loading and the position A-1 in the Core II loading. Specific flow and power distribution characteristics of each element were used as input, as well as, fuel element geometry. Nominal values of each were used in order to compare a nominal prediction of the temperature distribution with the measured temperatures.

Figure 8.2-1 shows the predicted fuel surface and bulk coolant temperature distribution on several plates and channels in $\mathrm{C}-9$. The calculated peak wall temperature at 5 MW , which occurs at an axial height of 5.4 inches on plate 1 , is $172^{\circ}$ F. The outside coolant channel has a smaller temperature rise than interior channels because the MACABRE calculation includes the fact that the outer channels have more than one half the flow of the inner channels for the nominal channel dimensions. MACABRE results (see Table 8.2-4) also show that for given a plate with a slightly different coolant temperatures on each side of the plate at a given axial height, the wall temperature difference between the two sides is small because of the high thermal conductivity of aluminum.

TABLE 8.2-3
FUEL ELEMENT INPUT VALUES TO MACABRE

Core I Cases
Core II Cases

| Element Position in Core | A-2 | C-9 | A-1 |
| :---: | :---: | :---: | :---: |
| Total Coolant Flow (gpm) | 2000 | 2000 | 1150 |
| Element Flow <br> Disparity, $\mathrm{d}_{\mathrm{f}}$ | 1.0167 | 0.9377 | 1.009 |
| $\mathrm{F}_{\mathrm{f}}$ | 0.9487 | 0.9487 | 0.9205 |
| $\begin{gathered} \text { Element Flow } \\ l b_{\mathrm{m}} / \mathrm{sec} \end{gathered}$ | 11.04 | 10.18 | 6.672 |
| Total Reactor Power (MW) | 5.0 | 5.0 | 2.5 |
| Average Heat Flux in Reaçtor (BTU/hr-ft ${ }^{2}$ ) | $7.32 \times 10^{4}$ | $7.32 \times 10^{4}$ | $4.0 \times 10^{4}$ |
| $\mathrm{T}_{\text {inlet }}\left({ }^{\circ} \mathrm{F}\right)$ | 116 | 116 | 116 |



TABLE 8.2-4
EXAMPLE OF FUEL PLATE TEMPERATURE GRADIENT

| Channel A <br> Bulk Coolant <br> Temperature <br> $\left({ }^{\circ} \mathrm{F}\right)$ | Plate Surface <br> Temperature on <br> Channel $A^{*}$ <br> $\left({ }^{\circ} \mathrm{F}\right)$ | Plate Surface <br> Temperature on <br> Channel $\mathrm{B}^{*}$ <br> $\left({ }^{\circ} \mathrm{F}\right)$ | Channel B <br> Bulk Coolant <br> Temperature <br> $\left.{ }^{\circ} \mathrm{F}\right)$ |
| :---: | :---: | :---: | :---: |
| 117.8 | .159 .9 | 160.0 | 119.3 |
| 123.6 | 171.2 | 171.7 | 129.1 |
| 128.8 | 140.3 | 141.2 | 136.0 |

* Channels $A$ and $B$ are adjacent channels with one plate between them. Plate surfaces $A$ and $B$ are the two sides of this plate at the same axial height as the given value of the bulk coolant temperature.

The predicted temperature distribution in A-2 and
A-1 are shown in Figs. 8.4-6 through 8.4-11 where they are compared with the measured temperatures.

### 8.3 Temperature Measurements

Temperature measurements were made incore for both steady-state and transient conditions. Transient temperatures were measured as verification of natural circulation cooling and are not included in this work. The steady-state temperature measurements were made for comparison with the predicted temperatures from the power distribution measurements.

### 8.3.1 General Descriptions

Temperature measurements were made by inserting stainless steel clad chromel-alumel type thermocouples into various core positions. Measurements were made at selected exampies of each of the following:

1. Inlet plenum
2. Individual channel outlets
3. Element outlets
4. Fuel plate surfaces.

Figure 8.3-1 shows where thermocouples were inserted into the Core I loading.

Leads from the incore thermocouples passed through an open plug in the top shield lid to a data collection station

## FIG. 8.3-I

## CORE I THERMOCOUPLE PLACEMENT



- fuel element outlet thermocouple
- fuel surface thermocouple element (4M42)
- fuel channel thermocouple element (thermocouples at 5 channel outlets)

A - inlet plenum thermocouple located at bottom of spider hole \#3
Not shown:-thermocouple above natural circulation valve number 1
-thermocouple at level of coolant outlet pipe
on the reactor top. The data collection station consisted of a switching arrangement, ice bath reference junction and digital voltmeter for measuring the thermocouple voltage. Standard tables (Ref. 8.3-1) were used to convert the measured voltage to a measured temperature reading. A strip chart recorder was used for transient measurements during natura.? circulation tests. Figure 8.3-2 shows a block diagram of the thermocouple wiring setup.

One problem that existed in all temperature measurements was an uncertainty in the total reactor power because of disagreement between the core $\Delta T$ measurements. The reactor was always operated in a conservative manner so that the licensed limit on power would not be exceeded. The power level for all of the temperature comparisons was based on the reactor power calculated using the primary flow - $\Delta T$ recorder in the control room, since this was later found to give the more accurate value (based on calibration against a standard). For purpose of computing the temperature rises, the inlet temperature was obtained by using the inlet plenum thermocouple. Because the thermocouples mounted on the fuel plate surfaces were grounded, their temperature readings fluctuated somewhat when compared with the other ungrounded thermocouples.

$$
F \mid G .8 .3-2
$$

THERMOCOUPLE WIRING BLOCK DIAGRAM


### 8.3.2 Fuel Element Outlet Temperatures

Figure 8.3-3 shows a fuel element outlet thermocouple holder. Holders of this type were positioned over the outlets of the elements in $A-2, B-6, C-8$, and $C-14$ in Core $I$ and above $A-1$ in Core II. The main problem in the holder design was to affix the holder so that it could not possibly break free during operating conditions and yet would have minimum effect on the element flow. The thermocouple tip is positioned in the element exit plenum but its proximity to the channel exits may mean that the measured temperature may not be the mixed mean element outlet temperature. Table 8.3-1 shows the measured element temperature rise for several reactor powers.

### 8.3.3 Channel Outlet Temperatures

Thermocouples were positioned at the center of the disciarge ends of 5 coolant channels in one fuel element in an attempt to measure the mixed channel outlet temperatures of several coolant channels. A special channel outlet thermocouple holder was constructed to position the thermocouples.
8.3.3.1 Channel Outlet Thermocouple Holder

A cnannel outlet thermocouple holder was designed to optimize the following requirements:
FIG. 8.3-3


TABLE 8.3-1
MEASURED FUEL ELEMENT OUTLET TEMPERATURE RISE

## Core I

| Case | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| Nominal Power Listed in Reactor Log (MW) | 2.5 | 3.0 | 3.5 | 4.0 |
| Power Based on Incore Thermocouples 11 and 19 (MW)* | 2.3 | 2.9 | 3.3 | 3.6 |
| Power Based on Flow - $\Delta T$ Recorder (MW) | 2.1 | 2.6 | 2.9 | 3.1 |
| Coolant Inlet Temperature for Case ( ${ }^{\circ} \mathrm{F}$ ) | 92.6 | 92.9 | 91.0 | 89.3 |
| Temperature Rise in Position A-2 ( ${ }^{\circ} \mathrm{F}$ ) | 7.2 | 8.6 | 10.0 | 11.2 |
| Temperature Rise in Position B-6 ( ${ }^{\circ} \mathrm{F}$ ) | 12.5 | 14.9 | 17.4 | 19.2 |
| Temperature Rise in Position $\mathrm{C}-8$ ( ${ }^{\circ} \mathrm{F}$ ) | 8.5 | 10.2 | 12.0 | 12.9 |
| Temperature Rise in Position C-14 ( ${ }^{\circ} \mathrm{F}$ ) | 9.1 | 11.5 | 13.0 | 14.3 |

[^1]
## TABLE 8.3-1 (Continued) Core II*

| Case | 1 | 2 | 3 | 4 |
| :--- | :---: | :---: | :---: | :---: |
| Nominal Power Listed <br> in Reactor Log (MW) | 1.0 | 1.75 | 2.5 | 2.5 |
| Power Based on Incore <br> Thermocouples 11 and <br> 19 (MW) | 1.0 | 1.66 | 2.27 | 2.31 |
| Power Based on <br> Flow - $\Delta$ T Recorder <br> (NW) | 0.88 | 1.45 | 1.9 | 1.9 |
| Coolant Inlet <br> Temperature for <br> Case ( ${ }^{\circ}$ F) |  |  |  |  |
| Temperature Rise <br> in Position A-1 <br> $\left({ }^{\circ} \mathrm{F}\right)$ | 92.8 | 92.0 | 103.8 | 104.0 |

* 1 Pump Operation
A. Device attachments must have minimal effect on element or channel flow,
B. Device must be firmly attached to the fuel element end nozzle to prevent motion during operation,
C. Device must in no way cause damage to fuel plates or fuel element,
D. Device must be completely removable from irradiated element to allow normal use of element upon completion of the measurements.

Figure 8.3-4 shows the thermocouple holder positioned on a fuel element. Thermocouples were positioned at the discharge of channels 2, 5, 8, 12, and 15. Because the thermocouple holder had to be attached to the fuel element prior to being loaded into the core, the positions where the element could be loaded were restricted by the motion required to return the hold down grid plate to the locked condition. The possible fuel positions were limited to $\mathrm{C}-5, \mathrm{C}-6, \mathrm{~B}-3, \mathrm{~B}-4, \mathrm{~A}-1, \mathrm{~A}-2$, or $\mathrm{A}-3$. The element was loaded into position C-5 for Core $I$ with channel 2 set to be the second channel from the outside wall of the core housing. The channel outlet thermocouple holder was removed from the core prior to the core II loading.

### 8.3.3.2 Temperature Data

Channel outlet temperatures were measured in 5 channel discharges of element C-5. Table 8.3-2 shows the measured channel temperature rise for several reactor powers. The measured temperature values are compared to the predicted values in Section 8.4.


# TABLE 8.3-2 <br> MEASURED COOLANT CHANNEL TEMPERATURE RISES IN ELEMENT POSITION C-5 FOR CORE I 

Case
$1 \quad 2$
3
4

Nominal Power
Listed in
Reactor Log (MW)
2.53 .0
3.5
4.0

Power Based on
Incore Thermocouples
11 and 19 (MW)
2.3
2.9
3.3
3.6

Power Based on
Flow - $\Delta T$ Recorder (MW)
2.1 2.
2.9
3.1

Coolant Inlet
Temperature for Case ( ${ }^{\circ} \mathrm{F}$ )
$92.6 \quad 92.9 \quad 91.0 \quad 89.3$
Temperature Rise
in Channel 2 ( ${ }^{\circ} \mathrm{F}$ ) $14.0 \quad 17.1 \quad 19.9 \quad 21.9$
Temperature Rise
in Channel $5\left({ }^{\circ} \mathrm{F}\right) \quad 10.4 \quad 12.6 \quad 14.9 \quad 16.1$
Temperature Rise
$\begin{array}{lllll}\text { in Channel } 8 & \left({ }^{\circ} \mathrm{F}\right) & 8.8 & 10.4 & 12.7\end{array}$
Temperature Rise
in Channel $12\left({ }^{\circ} \mathrm{F}\right)$
$\begin{array}{llll}7.6 & 8.9 & 10.9 & 11.6\end{array}$
Temperature Rise
$\begin{array}{lllll}\text { in Channel } 15 \text { ( }{ }^{\circ} \mathrm{F} \text { ) } & 7.9 & 9.2 & 11.3 & 12.2\end{array}$

### 8.3.4 Fuel Element Surface Temperature Measurements

Steady-state fuel plate surface temperature measurements were made by using a "Thermocouple fuel element". The "Thermocouple fuel element" was inserted into position A-2 for the initial Core I loading. A comparison between the measured and predicted temperatures is found in Section 8.4.

### 8.3.4.1 Thermocouple Fuel Element

A special thermocouple instrumented fuel element (4M42), shown in Fig. 8.3-5 and hereafter called the thermocouple fuel element, was constructed by Gulf United Nuclear Fuels (GUNF) as part of the first order for the MITR-II. The thermocouple fuel element is identical with other first core elements with the following exceptions:
A. Thermocouples are crimped between the fins at several plate locations,
B. The top end nozzle is screwed on rather than being welded,
C. A holding pad for the thermocouple leads is located in the top end nozzle.

Stainless steel clad, chromel-alumel thermocouples which were 0.010 inches in diameter and 18 feet long were supplied to GUNF prior to fabrication of the thermocouple element. The thermocouple tips were Crimped between the fins at specified locations on fuel plate surfaces on the element. Radiographs had

## FIG. 8.3-5

THERMOCOUPLE ELEMENT DETAIL

mounting detail of thermocouple \#3
been taken of each plate to which thermocouples were attached so that the tip position relative to the fuel meat would be accurately known. Thermocouple leads were staked between the fins at several locations as they passed up to the top end of the fuel plate. With the thermocouple attached, the fuel plates were swaged into the fuel element. The thermocouple leads were fed through the upper end nozzle which was then screwed in position. In the upper end nozzle, the thermocouple leads were firmly held in position by a holding pad. Because of the fragility of the 0.010 inch thermocouples, only four thermocouples remained operable when the element was loaded into the reactor. Table 8.3-3 shows the positions of the four operable thermocouples for each core loading. With the thermocouple element loaded in an incore position, the leads extended from the holding pad and out of the core region and top shielding to a data collection station. Because of the rotating upper grid, the only possible positions where the thermocouple element could be inserted were $\mathrm{A}-1, \mathrm{~A}-2, \mathrm{~A}-3, \mathrm{~B}-3, \mathrm{~B}-4, \mathrm{C}-5$, and $\mathrm{C}-6$.

### 8.3.4.2 Thermocouple Attachment Calibration

The temperature measured by a thermocouple in the thermocouple element, relative to the actual fuel surface temperature, depends upon the thermocouple attachment

TABLEE 8.3-3
OPERABLE THERMOCOUPLE POSITIONS ON T IERMOCOUPLE ELEMENT

Core I

Element
T/C\# Position
1 A-2

2 A-2

3
$4 \quad \mathrm{~A}-2$

1 A-1

2 A-1
3 A-1

4
A-

Position of Thermocouple Tip in Element
On inside surface of plate 15 ( $15^{\text {th }}$ plate from solid dumny in A-1) toward element in $A-3$ located 4 inches from bottom edge of fuel meat.

On center plate in element (plate 8) toward hexagonal spider located 0.1 inch from bottom edge of fuel meat.

On plate 2 in channel 3 ( $2^{\text {nd }}$ plate from solid dummy in $A-1$ ) toward hexagonal spider located 0.1 inch from bottom edge of fuel meat.
Ondplate 1 , channel 2 side ( ${ }^{\text {st }}$ plate, $2^{\text {nd }}$ channel from solid dummy in $A-1$ ) toward hexagonal spider 0.1 inch from bottom edge of fuel meat.

## Core II

effectiveness. Figure 8.3-6 shows an example of a "proper" attachment and a "poor" attachment. A properly attached thermocouple will read a temperature that is close to the actual surface temperature while a poorly attached thermocouple will read a temperature that is closer to the bulk coolant temperature. The response of fuel surface thermocouples was studied by Szymczak (Ref. 8.3-2) in experimental heat transfer studies of MITR-II, coolant channels.

In order to estimate the difference between the surface temperature and the observed thermocouple temperature, the attachment effectiveness must be determined. Szymczak developed the curves shown in Fig. 8.3-7 which characterized well and poorly installed thermocouples. In Fig. 8.3-7 a thermocouple installation factor, $I$, is plotted against the experimental $n h$ where the factors are defined as follows:

$$
\begin{equation*}
I=\frac{T_{\mathbf{O}}-T_{f}}{Q / A} \tag{8.3-1}
\end{equation*}
$$

where,
Q/A is surface heat flux at thermocouple location
$(B T U / h r-f t)$.
To is the temperature observed by the thermocouple
$T_{f}$ is the bulk fluid temperature at the thermocouple
$\eta$ is the fin effectiveness,
$h$ is the heat transfer coefficient obtąined using the Boelter correlation (BTU/hr -ft $\mathrm{t}^{\circ} \mathrm{F}$ ).
FIG.8.3-6

(A) staked fuel surface thermocouple

(B) properly crimped fuel surface thermocouple junction

(C) improperly crimped fuel surface thermocouple junction


A well installed thermocouple will yield values that lie to the right of curve 1 , whereas, a poorly installed thermocouple will yield values that will be in the region of curve 3. The following table lists the values of $I$ obtained for the 4 thermocouples in the thermocouple element based on measured temperatures in Core I at a flow of 2000 gpm.

TABLE 8.3-4
INSTALLATION FACTORS FOR THERMOCOUPLES IN THERMOCOUPLE ELEMENT

Thermocouple
Number
1
2
3
4

Installation
$\begin{array}{lllll}\text { Factor, I } & 21.13 & 3.42 & 6.12 & 5.6\end{array}$ $\eta h=4.91 \times 10^{3} \mathrm{BTU} / \mathrm{hr}-\mathrm{ft}^{2}-{ }^{\circ} \mathrm{F}$

The points are all plotted on Fig. 8.3-7 at the appropriate value of $n h$ (value for fully developed flow in Core I channel). Thermocouple 1 is clearly shown to be very well installed. Thermocouples 3 and 4 appear to be fairly installed and thermocouple 2 appears to be very poorly installed. These results are somewhat surprising in view of the great care that GUNF used in assembling the thermocouple element and it was expected that all thermoCouples would be well installed. The results may not be due to the properness of the thermocouple installation.

Thermocouples 2, 3, and 4 are different from thermocouple 1 in that the former are all on the bottom edge of the fuel meat while the latter is located 4 inches up the plate. The experimentally determined value of $I$, may be low if the actual heat flux, $Q / A$, is lower than that used to determine $I(Q / A$ is obtained by the product, $F_{r} \times F_{a} \times$ average heat flux, for values of $F_{r}, F_{a}$ at that point) or if the actual value of $n h$ is greater than the one used to determine $I$. The following effects may be causing a lower than expected $Q / A$ or higher than expected $n h$ for the thermocouples at the plate tips:

1. Entrance effect increases $\eta h$,
2. Thermocouple is located below fuel meat,
3. Density of fuel at thermocouple location is lower than expected,
4. Axial conduction in fuel plate is high.

Entrance region effects may cause a higher value of $n h$ for the thermocouples at the bottom edges than was used in plottinc the installation factors in Fig. 8.3-7. The values of $n \mathrm{n}$ used in Fig. $8.3-7$ were based on a fully developed flow model. The heat transfer coefficient, $h$, is directly proportional to the Nusselt number and the ratio of the mean Nusselt number in the entrance region to the Nusselt number for fully developed flow, may be approximated by the following expression (Ref. 8.3-3):

$$
\begin{equation*}
\frac{N u_{m}}{N u_{\infty}}=1+\frac{C}{L / D} \tag{8.3-2}
\end{equation*}
$$

where,
L is the distance from the channel entrance to the point of interest,

D is the effective diameter of the channel,
C is a channel-coolant parameter hich is a function of Reynolds number, Prandtl number, and entrance geometry,
$N u_{m}$ is the mean Nusselt number at a distance I from the entrance,
$N u_{\infty}$ is the fully developed Nusselt number.
For the channel and coolant conditions of the MITR-II, the value of parameter $C$ will be in the range of 1.5 to 5 . Since several fuel surface thermocouple tips are located a distance approximately 5 length to diameter ratios from the channel entrance, the Nusselt number at those tip locations may be a factor of 1.3 to 2.0 higher than the Nusselt number for fully developed flow. A higher Nusselt number (and thus a higher value of $h$ ) would have the effect of shifting the plotted installation points for thermocouples 2, 3, and 4 to the right along the dotted lines shown in Fig. 8.3-7. This shift to the right would bring those thermocouples into the classification of being well installed.

Radiographs of the fuel plates were used by GUNF to position the thermocouple tips and thus, it is unlikely but not impossible that the thermocouple junction is
located below the fuel meat. However, it is highly probable that the fuel density at the thermocouple location is lower than expected. Figure 8.3-8(A) shows the expected density distribution that was assumed in calculating values of $\mathrm{F}_{\mathrm{a}}$ from scanning data. Fuel plate radiograph densitometer readings shown in Figs. 5.3-2 through 5.3-6 show that actual fuel plate density at the end of the plate may look like (B) in Fig. 8.3-8. One potential fuel density distribution that caused much concern in the safety analysis of the MITR-II is called the "dogbone" and is (C) in Fig. 8.3-8. Fuel density distributions as shown in (B) and (C) may yield a lower fuel density than expected at the thermocouple location (for the "dogbone", remember that the thermocouple tip is 0.1 inch from beginning of fuel meat) and thus, the actual heat flux may be lower than expected. During evaluation of the plate scanning data it was observed that the power density at the tip of the fuel meat dropped off faster than could be explained by collimator area averaging, and thus, it appeared that the fuel density decrease shown in the radiographs was real and caused lower power densities than originally expected. However, in the plate scanning evaluation of $F_{a}$, an extrapolation was used to determine $F_{a}$ which neglected this power decrease.

FIG. 8.3-8
FUEL EDGE URANIUM DENSITY DISTRIBUTION

(A) assumed distribution

(B) apparent distribution


The high thermal conductivity of aluminum may also cause lower heat fluxes at the plate end than expected because of heat transfer out the plate end. Axial thermal conductivity was conservatively neglected in calculating fuel plate edge temperatures.

Thus, the thermocouples at the fuel plate lower edges are probably well installed, but conservative assumptions used in determining the heat fluxes and temperatures at the channel entrances result in the thermocouples appearing to be only fairly or poorly installed. The thermocouples at the lower edge give lower than expected plate temperatures because the temperatures are lower than the conservative expected values. Thermocouples 3 and 4 give comparable values of I while the value for 2 is even lower. Thermocouple 2 may indeed be a poor thermocouple because of some data irregularities and spurious results for that particular thermocouple.

The actual wall surface temperature is obtained from the measured wall temperature by knowing a calibration factor. The calibration factor, $Z_{c}$, used by Szymczak (Ref. 8.3-2) is defined as follows:

$$
\begin{equation*}
Z_{c}=\frac{T_{w}-T_{o}}{T_{w}-T_{f}} \tag{8.3-3}
\end{equation*}
$$

where,
$T_{w}$ is the actual surface temperature,
$T_{0}$ is the temperature measured by the thermocouple,
$\mathrm{T}_{\mathrm{f}}$ is the bulk fluid temperature at the thermocouple tip elevation.

The calibration factor is plotted against $n h$ in Fig. 8.3-9 for different curves which depend on how well the thermocouple is attached. These curves were generated by summarizing several curves made by szymczak. Note that for lower values of nh which would exist in natural circulation cooling, the thermocouples will read close to the actual wall temperature even if they are poorly installed. For Core I and Core II fully developed values of $n h$, values of $z_{c}$ are summarized in Table 8.3-5. By knowing $Z_{c}$ and the installation characteristics, the actual wall temperature can be determined.

TABLE 8.3-5
CORE I AND CORE II THERMOCOUPLE CALIBRATION FACTORS

| Core I | Core II |
| :---: | :---: |
| $Z_{c}$ | $Z_{c}$ |
| $\left(n h=4.91 \times 10^{3}\right)$ | $\left(n h=3.0 \times 10^{3}\right)$ |
| 0.4 | 0.32 |
| 0.62 | 0.52 |
| 0.83 | 0.77 |

### 8.3.4.3 Temperature Data

Taples 3.3-6 and 8.3-7 give representative temperature data for the thermocouples on the thermocouple element for Core I and II, respectively. The data has been normalized


## TABLE 8.3-6

## CORE I THERMOCOUPLE ELEMENT RESULTS

Fuel Plate Surface Temperature Rise above Coolant Inlet Temperature

| Case | 1. | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| Nominal Power |  |  |  |  |
| Recorded in |  |  |  |  |
| Reactor Log (MW) | 2.5 | 3.0 | 3.5 | 4.0 |
| Reactor Power |  |  |  |  |
| Calculated from |  |  |  |  |
| Incore Thermo-couples 11 and |  |  |  |  |
| 19 (MW) | 2.3 | 2.9 | 3.3 | 3.6 |
| Reactor Power |  |  |  |  |
| Calculated from |  |  |  |  |
| Prinary Flow - $\Delta T$ |  |  |  |  |
| Recorder (MW) | 2.1 | 2.6 | 2.9 | 3.1 |
| Coolant Inlat. Temperature ( ${ }^{\circ} \mathrm{F}$ ) | 92.6 | 92.9 | 91.0 | 89.3 |
| Thermocouple \#1 $\left(T_{0}-T_{\text {inlet }}\right)^{\circ} \mathrm{F}$ | 9.1 | 11.2 | 15.2 | 16.9 |
| Thermocouple \#2 $\left(\mathrm{T}_{0}-\mathrm{T}_{\text {inlet }}\right)^{\circ} \mathrm{F}$ | 1.1 | 1.7 | 3.6 | 4.8 |
| Thermocouple \#3 $\left(T_{0}-T_{\text {inlet }}\right)^{\circ} \mathrm{F}$ | 4.5 | 5.0 | 8.0 | 9.8 |
| Thermocouple \#4 $\left(T_{0}-T_{\text {inlet }}\right) \circ F$ | 4.3 | 5.0 | 7.8 | 9.3 |

## TABLE 8.3-7

CORE II THERMOCOUPLE ELEMENT RESULTS
Fuel Plate Surface Temperature Rise above Coolant Inlet Temperature*

| Case | 1 | 2 | 3 | 4 |
| :--- | :---: | :---: | :---: | :---: |
| Nominal Power <br> Recorded in <br> Reactor Log <br> (MW) | 1.0 | 1.75 | 2.5 | 2.5 |

Reactor Power Calculated from
Incore Thermocouples 11 and 19 (MW) $\quad 1.0 \quad 1.66 \quad 2.27 \quad 2.5$

Reactor Power Calculated from
Primary Flow - $\Delta T$
Recorder (MW)
$0.88 \quad 1.45 \quad 1.9 \quad 1.9$
Coolant Inlet
$\begin{array}{lllll}\text { Temperature } & \left({ }^{\circ} \mathrm{F}\right) & 92.8 & 92.0 & 103.8 \\ 104.0\end{array}$
Thermocouple \#1
$\left(T_{0}-T_{\text {inlet }}\right),{ }^{\circ} F$
3.3
7.9
9.2
9.7

Thermocouple \#2
( $T_{0}-T_{\text {inlet }}$ ), ${ }^{\circ} \mathrm{F}$
0.0
0.9
0.0
0.0

Thermocouple \#3

| ( $\mathrm{T}_{0}-\mathrm{T}_{\text {inlet }}$ ), ${ }^{\circ} \mathrm{F}$ | 0.0 | 1.7 | 0.6 | 0.9 |
| :---: | :---: | :---: | :---: | :---: |
| Thermocouple \#4 $\left(T_{0}-T_{\text {inlet }}\right)^{\circ} \mathrm{F}$ | 0.0 | 2.1 | 1.3 | 1.62 |

* (Core II'values for 1 pump operation)
to be the temperature rise at the thermocouple location above the bulk inlet temperature. The quantity, $T_{0}-T_{i n l e t '}$ is the difference between the observed thermocouple temperature reading, $T_{o}$, and the bulk inlet temperature reading, Tinlet' for that case.

The temperature data is plotted versus reactor power (measured using Primary flow - $\Delta T$ recorder, in Figs. 8.3-10 and 8.3-11 for core $I$ and Core II, respectively. The data is extrapolated to a reactor power of 5 megawatts for Core I and 2.5 megawatts for Core II.

The extrapolated temperature values of the fuel surface thermocouples are listed in Tables 8.3-8 and 8.3-9 for Core I and II, respectively. These values are used to obtain the values of ( $T_{W}-T_{f}$ ) for several calibration factors where $T_{f}$ is the bulk fluid temperature at the thermocouple tip location and $T_{w}$ is the fuel plate wall temperature. The value of ( $T_{o}-T_{\text {inlet }}$ ) is changed to ( $T_{o}-T_{f}$ ), by subtracting $T_{f}-T_{\text {inlet }}$ The value of $T_{f}-T_{\text {inlet }}$ is obtained by performing a heat balance in the coolant channel between the channel entrance and the tip elevation. $\left(T_{W}-T_{f}\right)$ is obtained by knowing $Z_{c}$ and $\left(T_{o}-T_{f}\right)$. Taking Eq. 8.3-3 for $Z_{c}$ :

$$
\begin{equation*}
z_{c}=\frac{\left(T_{w}-T_{o}\right)}{\left(T_{w}-T_{f}\right)} \tag{8.3-3}
\end{equation*}
$$

## FIG. 8.3-IO



## FIG. 8.3-11



| TABLE 8.3-8 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CORE I FUEL SURFACE THERMOCOUPLE VALUES OF$T_{W}-T_{f} F O R \text { SEVERAL CALIBRATION FACTORS, } z_{c}$ |  |  |  |  |  |  |
| - | $\mathrm{T}_{0}-\mathrm{T}_{\mathrm{i}}$ | $T_{f}-T_{i}$ | $\mathrm{T}_{0}-\mathrm{T}_{\mathrm{f}}$ | $\left(T_{W}-T_{f}\right)$ | $\left(T_{W}-T_{f}\right)$ * | $\left(T_{W}-T_{f}\right)$ *** |
| Thermocouple Number | @ 5 MW $\left({ }^{\circ} \mathrm{F}\right)$ | (a) MW <br> $\left({ }^{\circ} \mathrm{F}\right)$ | $\begin{gathered} @ 5 \mathrm{MW} \\ \left({ }^{\circ} \mathrm{F}\right) \end{gathered}$ | $\begin{gathered} \mathrm{z}_{\mathrm{C}}=0.4 \\ \left({ }^{\circ} \mathrm{F}\right) \end{gathered}$ | $\begin{gathered} \mathrm{z}_{\mathrm{c}}=0.62 \\ \left({ }^{\circ} \mathrm{F}\right) \end{gathered}$ | $\begin{gathered} z_{C}=0.83 \\ \left({ }^{\circ} \mathrm{F}\right) \end{gathered}$ |
| 1 | 24.5 | 5.7 | 18.8 | 31.3 | 49.5 | 110.6 |
| 2 | 5.3 | 0.2 | 5.1 | 8.5 | 13.4 | 30.0 |
| 3 | 11.8 | 0.25 | 11.55 | 19.25 | 30.4 | 67.9 |
| 4 | 11.8 | 0.25 | 11.55 | 19.25 | 30.4 | 67.9 |

* Well installed
** Fairly installed
*** Poorly installed


## TABLE 8.3-9

CORE II FUEL SURFACE THERMOCOUPLE VALUES OF ${ }_{+}$ $T_{w}-T_{0}$ FOR SEVERAL CALIBRATION FACTORS, $Z_{c}{ }^{+}$


* Well instailed
** Fairly installed
*** Poorly installed
+ Core II values for 1 pump operation
and recombining terms and adding and subtracting $T_{f}$ yields:

$$
\begin{equation*}
Z_{c}\left(T_{w}-T_{f}\right)=\left(T_{w}-T_{f}\right)-\left(T_{0}-T_{f}\right) \tag{8.3-4}
\end{equation*}
$$

which can be rearranged to yield:

$$
\begin{equation*}
\left(T_{W}-T_{f}\right)=\frac{\left(T_{O}-T_{f}\right)}{\left(1-Z_{c}\right)} \tag{8.3-5}
\end{equation*}
$$

The values found in Tables 8.3-8 and 8.3-9 are compared with the predicted values for the given locations in Section 8.4 .
8.4 Comparison of Measured Temperatures with Predicted Temperatures

The following series of figures are a comparison of predicted temperatures with experimental measurements. The comparison is clouded by several effects which include:

1. Uncertainty in knowing the absolute reactor power,
2. Uncertainty in thermocouple temperature readings.

The temperature data was plotted against a power based on core average temperature rise measured by the primary flow - $\Delta T$ recorder. During Core II operation, this method was found to give the best estimate of core power since the uncertainty in $\Delta T$ measurement was $\pm 0.2^{\circ} \mathrm{C}$. However, between the operation of Core I and Core II, the $\Delta T$ recorder was adjusted and recalibrated, thus, leaving some question as to the accuracy of the Core $I$ power measurements. Recorder calibration is a periodic
and routine procedure and should result in only small differences in accuracy.

The incore thermocouples consistently showed a larger $\Delta T$ than was measured on the flow - $\Delta T$ recorder in the control room. A thermocouple located at the inlet plenum (\#ll) and a thermocouple located near the core outlet pipe (\#19) were used to obtajn the incore thermocouple $\Delta T$ measurement which was used to calculate the total power. Figure 8.4-1 shows a comparison between the incore thermocouple measured $\Delta T$ and the $\Delta T$ measured on the flow - $\Delta T$ recorder for Core II. The incore thermocouples give a $\Delta T$ that is consistently about $18 \%$ higher than the flow - $\Delta T$ recorder. For the following comparisons, the measured $\Delta T ' s$ were the difference between the respective thermocouple and the inlet thermocouple and the reactor power was the power based on the flow - $\Delta T$ recorder.

Figure 8.4-2 shows a comparison between the measured element average temperature rise and the predicted temperature rise for several element positions in Core I. Considering the previously mentioned uncertainty, the measurements and predictions are in good agreement with the exception of the $\mathrm{B}-6$ position. The B-6 discrepancy is very probably caused by the tip of the B-6 thermocouple not being located in a position to measure the mixed mean


FIG. 8.4-2

element outlet temperature. There is a nonuniform power distribution across an element in $B-6$ caused by the proximity of the element to the fixed absorber spider. The tip of the thermocouple may be measuring the temperature out of the hotter portion of the element. Comparison of natural circulation (no forced convection) temperature measurements indicate that the element in B-6 does not generate more power than expected. An example of natural circulation temperature measurements following three hours of reactor operation with flow at a power of 3.5 nominal megawatts is shown in Table 8.4-1.

Figure 8.4-3 shows comparison between the measured element average temperature rise for position A-1 in Core II and the predicted temperature rise (based on reactor power of 2.5 MW and 1150 gpm primary flow). The measurement and prediction are in good agreement.

Figure 8.4-4 shows a comparison of predicted and measured coolant channel temperature rise in individual channels of an element in $\mathbf{C - 5}$. The relative order of temperature rise agrees for the measured and predicted values, but the measured temperature rise shows a larger value than the predicted value. The extrapolated value of the hottest channel (channel 2) is, however, still less than the predicted value which includes hot channel uncertainties. Figure 8.4-5 is also a comparison between the measured and predicted temperatures in $C-5$ with the

## TABLE 8.4-1

NATURAL CIRCULATION TRANSIENT TEMPERATURES IN A-2 AND B-6 FOLLOWING FULL POWER OPERATION

Nominal Power Prior to Shutdown $=3.5 \mathrm{MW}$

| Element Position | A-2 | B-6 |
| :--- | :--- | :--- |
| Plate Scanning Data Predicted Ratio <br> of Element Power to Average Element <br> Power | 1.14 | 1.141 |

Time after
Shutdown and Pump Stoppage
Plenum
Inlet
Temperature
$\left({ }^{\circ} \mathrm{C}\right)$
28.75
53.5
~ 2 minutes

10 minutes
29.5
46.6

20 minutes
33.6
47.0
53.5
46.9

B-6
Outlet Temperature $\left({ }^{\circ} \mathrm{C}\right)$
47.2

## FIG. 8.4-3




F|G. $8.4-4$ COMPARISON OF PREDICTED AND MEASURED COOLANT CHANNEL TEMPERATURE RISE IN SEVERAL CHANNELS OF ELEMENT IN C-5 FOR CORE I
following differences:

1. A "best estimate" of the measured temperature difference is obtained by reducing the measured value by 18\% ( $\Delta T$ difference in Fig. 8.4-1),
2. The predicted values including hot channel uncertainties are plotted.

In all cases the extrapolation of the "best estimate" is well below the predicted value with uncertainties. The predicted value of the hot channel \#2 with no uncertainties is very close to the "best estimate" prediction.

Figures 8.4-6 through 8.4-11 show the fuel surface and channel bulk coolant temperature distributions predicted using the experimental power distribution as input to MACABRE for the fuel plates that have surface thermocouples attached. The MACABRE calculations were made using nominal element dimensions, expected element flow with 2000 gpm total primary flow (1150 gpm for Core II), and a reactor total power of 5 MW (2.5 MW for Core II). Thus, the temperature distributions are the expected nominal distributions with an inlet temperature of $116.0^{\circ} \mathrm{F}$. The thermocouple element was located in position A-2 in Core $I$ and in position A-1 in Core II (surface thermocouple locations are listed in Table 8.3-3). The observed temperatures are plotted on each of the predicted distributions along with the expected wall temperature if the thermocouple is well, fairly or poorly installed.

- -channel 2 data

$\times$-channel 15 data
* -channel 15 pred. with uncertainties


## FIG. 8.4-5

COMPARISON OF PREDICTED AND MEASURED COOLANT CHANNEL "BEST ESTIMATE"
TEMPERATURE RISE IN CHANNELS OF ELEMENT IN C-5 IN CORE I
$E$
E
$20-$
20


## FIG. 8.4-6

COMPARISON OF fUEL SURFACE TEMPERATURE PREDICTION AND MEASURED VALUE ON T/C-\#1 FOR CORE I
inlet temp. of coolant: $116^{\circ} \mathrm{F}$


## FIG. 8.4-7




## FIG. 8.4-9

COMPARISONSON OF FUEL SURFACE TEMPERATURE PREDICTION AND MEASURED VALUE ON


## FIG. 8.4-IO




As shown in Fig. 8.3-7, thermocouple \#1 was classified as very well installed. Because the thermocouple attachment may have decreased the local heat transfer efficiency and because thermocouple leads are crimped between the fins up the channel reducing the potential heat transfer from the thermocouple to the coolant, the observed temperature may read closer to the actual surface temperature than would be theoretically possible with a well installed thermocouple. Figures 8.4-6 and 8.4-9 show good agreement between the observed surface temperature and predicted temperature for Core $I$ and Core II, respectively. The observed temperature is less than the predicted in both cases.

The results for thermocouples 2, 3, and 4 are somewhat different. The observed temperatures are much less than the predicted temperature based on conservative assumptions at the entrance region and because of the great care used by Gulf United Nuclear Fuel (GUNF) it is very unlikely that all three thermocouples were poorly installed. It appears that for the possible reasons discussed in Section 8.3.4.2, the actual bottom temperature spike does not exist at least for the cases measured.

### 8.5 Summary of Temperature Distributions

In general, the agreement between predicted and measured temperatures is good. While this chapter only serves to evaluate the steady-state temperature data, it is also useful in the eventual evaluation of the startup temperature data for a detailed natural circulation analysis because it outlines some of the problems in the startup temperature data. The following conditions were observed in analyzing the temperature data:

1. Some steady-state temperature data is questionable possibly because of lack of sufficient ice in the reference junction temperature bath, reactor building temperature fluctuations at the data collection station, or because readings were taken on the night shift,
2. The difference in temperature rise measured by the incore thermocouples and temperature rise measured by other means increased with reactor power (see Fig. 8.4-1).

Neither of these effects should exist for the natural circulation results because additional care was taken during natural circulation test measurements and because the reactor was at low powers when the temperature measurements of interest were taken. For the steady-state temperature measurements the following conclusions are valid:

1) The measured fuel element temperature rise is close to the predicted value,
2) The fuel channel temperature rise is close to the predicted value,
3) The observed fuel surface temperature at the lower fuel meat edge is much lower than the prediction obtained neglecting axial conduction, entrance effects, and edge density decreases.
4) The observed fuel surface temperature at a point up the fuel channel is very close to the predicted value provided that it is assumed that thermocouple \#1 is very well installed (calibration factor, $Z \simeq 0.15$ to 0.3 for flow conditions, for Satural circulation, $T_{0} \sim T_{\text {actual }}$ ).
Uncertainty in the temperature difference measurements based on reading accuracy and data collection station temperature fluctuations is on the order of $\pm 1.0^{\circ} \mathrm{F}$. The error introduced by power level effects and power level uncertainty were covered in Section 8.4 for the data analyzed. While the uncertainty and limited scope of the temperature movements makes it very difficult to use the results to determine new hot channel factors, it is very interesting to note that since the measured temperatures are in good agreement with the predicted temperatures obtained using nominal conditions, that the measured temperatures are well below the temperatures that are predicted when hot channel factors are included.

## CHAPTER 9

## SELF-POWERED NEUTRON DETECTOR FLUX MAPS

Self-powered neutron detector flux maps in the MITR-I and the MITR-II are discussed in this chapter. Section 9.1 is a general description of self-powered detector neutron scans. Detector characteristics, experimental procedure, and scan results are described in Sections 9.2, 9.3, and 9.4, respectively.

### 9.1 General Descriptions

Self-powered neutron flux detectors were used to map the neutron flux distribution in several locations in both the MITR-I and the MITR-II. Thus, the neutron flux difference between the two reactors at several locations out of core has been determined, as well as, a comparison of the flux magnitudes and distributions incore. The flux maps of the MITR-I were made prior to its shutdown in 1974, and the flux maps for the MITR-II were made shortly after startup of both Core I and Core II. Table 9.1-1 shows the positions scanned in the MITR-I and MITR-II.

Self-powered neutron detectors were also used to measure the flux distribution change with shim bank height. It indicated in Chapter 7 that changes in the power distri-

TABLE 9.1-1
LOCATION OF RHODIUM SELF-POWERED NEUTRON DETECTOR SCANS

```
                    MITR-I
1PH3
3GV2
Incore Position #23
Incore Position #l3
```

    Core I Core II
    Incore Spider Hole \#1 1PH3
3GV5
Incore Spider Hole \#1
Incore Corner Hole \#6
Fuel Storage Rack
bution with shim bank height may provide more limiting conditions on the safety limit and limiting conditions for operation. The scanning techniques described in this chapter can be used to check power distribution changes in future core loadings.

A Reuter-Stokes self-powered flux detector with a rhodium ${ }^{103}$ emitter one centimeter long was used for the neutron flux scans. All results were normalized to the value that would be measured if the reactor was operating at a steady-state power of 4.9 thermal megawatts, which corresponds to the normal full power operating level.

### 9.2 Self-Powered Neutron Detector Characteristics

Self-powered neutron detectors operate by converting the incident radiation on the detector emitter material to energetic electrons which penetrate the solid insulation surrounding the emitter and come to rest on a collector or its surroundings. Given a circuit shown in Fig. 9.2-1(A), the deficiency of electrons in the emitter results in a positive charge on the center conductor attached to the emitter. With the center conductor connected to the outer collector sheath by a resister, the rate of positive charge produced can be measured as a current. Thus, the current measured is directly proportional to the rate at wnicn radiation is being absorbed by the emitter.

## FIG.9.2-I <br> SELF-POWERED NEUTRON DETECTOR OPERATION


(A)

(B)

The self-powered detector used for the MITR scans had a one centimeter long rhodium emitter. The rhodium absorbs neutrons to become beta-active and the beta particles themselves penetrate the surrounding insulator, thus charging the emitter. Other emitter materials are also commercially available which work by beta decay or else by using $n-\gamma-e^{-}$or $\gamma-e^{-}$reactions, however, rhodium was selected becuase it had the highest neutron sensitivity of possible emitters. The response of rhodium self-powered detectors is delayed by the rhodium beta-decay half-life of 42 seconds. For accurate measurements, the detector must be held in a constant neutron flux for approximately 4 minutes to allow the beta decay to reach its saturation value.

Gamma radiation on the wire connected to the emitter induces a current of the opposite sign of the current caused by neutron absorption in the emitter section. Because the gamma dose rate on the connecting wires is not directly proportional to the emitter neutron fluence, but is more dependent on the amount of wire physically located in the core, the self-powered detectors were gamma compensated. A second connecting wire, which is identical to the wire connected to the emitter but is not attached to the emitter or the outer sheath, is contained in the sheath. Figure 9.2-1(B) shows the electrical
diagram of the self-powered detector measuring circuit. With only the emitter connected to the current measuring $\mu \mu$ ameter, the meter reads a current that is equal to the neutron induced current, $I_{n}$ minus the gamma induced current, $I_{g}$. With both the emitter and the compensating wire connected to the $\mu \mu$ ammeter, the meter reads a current that is equal to neutron induced current minus twice the gamma induced current. Thus, the neutron induced current alone can be calculated using the following equation:


The gamma compensation is performed in this manner because reading the small current of the compensating wire alone introduces too much uncertainty in the measurement.

The neutron sensitivity of a 1 centimeter rhodium self-powered detector is $1.2 \times 10^{-21} \mathrm{amp} / \mathrm{nv}$ (Ref. 9.2-1). Since the neutron fluxes of interest are on the order of $10^{13}$, the electrical currents which must be measured are on the order of $10^{-8} \mathrm{amps}$. The currents can be measured with reasonable accuracy on a good $\mu \mu$ ammeter. Since rhodium has a large resonance absorption, the
current measured on the $\mu \mu$ ammeter is not directly proportional to the thermal neutron flux. The measured current is dependent on both the thermal and epithermal neutron flux at the detector emitter. In order to accurately determine the thermal neutron flux alone, the ratio of epithermal to thermal neutron flux at each point being measured and the effective resonance integral of the emitter must be known. Because of uncertainties in these latter quantities, the epithermal contribution was not accounted for in these results and flux scan 3 distributions are shown as NV for a rhodium detector. All measured currents in amps are divided by the detector sensitivity ( $1.2 \times 10^{-21} \mathrm{amp} / \mathrm{nv}$ ) and then normalized to 4.9 MW based on the power level at the time of the measurement that was measured on the primary flow - $\Delta T$ recorder in the control rocm.

The self-powered detector has a 1/16" O.D. collector and an 18 feet long connecting cable with a two feet extension cable. The insulating material was $M_{g} O$ and the outside sheath of the emitter and connecting cable was made of inconel 600. Reuter-Stokes recommended installation methods suggests that there should be at least 1/8 inch of water or equivalent mass between any aluminum and the detector or cable because the 2.87 Mev betas from aluminum can penetrate the detector or cable sheath and
give spurious signals. Because both MITR's were aluminum systems, this suggestion was not always possible to fulfill, but no unusual effects were detected.

### 9.3 Experimental Procedure

The self-powered neutron flux detector scans were made in the following manner.
A) Detector was inserted in thimble or tube until the detector tip was at the full-in position desired.
B) The detector was connected to the $\mu \mu \mathrm{ammeter}$ in a manner shown in Fig. 9.2-1(B),
C) The reactor power was level at desired condition,
D) Readings were taken with the emitter only and with the emitter and compensating wire combined,
E) The detector would then be withdrawn to the next position of interest (the full-in position was marked on the connecting cable with a piece of tape at the location where the cable first exited the sample tube or shielding). A minimum of 4 minutes elapsed before a reading would be taken after a withdrawal was completed,
F) Readings and withdrawals would be repeated until the scan was complete.
G) The detector was then withdrawn out of the high neutron flux region and allowed to cool for several days prior to removal.

Knowing the full in location of the detector tip was a simple task. In most cases. the detector was irradiated in a sample thimble and it was easily felt
when the detector tip struck the bottom of the thimble. For the locations in the MITR-II core where an open ended guide tube was used (see Fig. 9.3-1), the selfpowered detector tip would be positioned at the end of the guide tube prior to insertion into the core region. After the guide tube was in position, the detector was slid down the guide tube to the desired bottom location. While sliding the detector into position it was quite easy to feel when the dctector tip struck the bottom of a comer hole, or the interface between the upper and lower spider or the bottom of the core tank. Either the original tip location with respect to the guide tube or tip location with respect to felt incore position could be marked on the lead cable as a reference. While the small holes at the botiom of the corner holes were theoretically large enough to allow passage of the detector tip, it was never found to be possible to insert the tip more than 4 inches below the bottom of the large diameter corner hole. Because of the desire to avoid having a tip stuck or broken incore, no excessive force was used to aid the detector tip past this impasse.

The puammeter was always allowed to warm up for several hours prior to use in order to increase its stability. The detector zero was checked with each reading and care was taken to insure that both the detector and $\mu \mu$ ammeter were properly grounded. The self-powered detector proved

## FIG. 9.3-I

SELF-POWERED DETECTOR GUIDE TUBES
spider hole guide tube



to be both simple and rugged. Between irradiations and after the detector radiation level had decayed to acceptable levels, the detector wire cables would require straightening to allow easy sliding and positioning in the guide tubes.

### 9.4 Rhodium Self-Powered Detector Results

The results in this section are all normalized to a reactor power of 4.9 MW . The neutron flux results are for a rhodium averaged spectrum and thus, the neutron flux is plotted as the NV for rhodium. Figure 9.4-1 shows self-powered flux detector scans at two incore locations in the MITR-I. The peak neutron flux in the MITR-II occurred at the center of the reactor. The detectors show a smooth cosine shaped distribution in the axial direction with a peak in the thimbie in position 13 of $5.75 \times 10^{13}$.

Figure 9.4-2 shows scans in vertical sample thimbles in the graphite reflector (3GV facilities) for both the MITR-I and the MITR-II. The MITR-I had a flatter flux shape over the lower portion of the thimble than does the MITR-II. The peak flux in the 3GV thimbles for the MITR-II is about $20 \%$ less than the peak MITR-I value. Table 9.4-1 compares the self-powered detector results in the pneumatic facility, lPH3, for the MITR-I and MITR-II. The peak flux in IPH3 for the MITR-II is approximately $35 \%$ less than the MITR-I value.

FIG. 9.4-I


## FIG. 9.4-2

COMPARISON OF RHODIUM SELF'-POWERED DETECTOR SCANS TN 3GV FACILITIES FOR THE MITR-I AND CORE II OF THE MITR-II


## TABLE 9.4-1

RHODIUM SELF-POWERED DETECTOR NEUTRON FLUX MEASUREMENT IN 1PH3

## MITR-I* <br> $1.625 \times 10^{13}$

## MITR-II CORE II*

$1.05 \times 10^{13}$

* Readings normalized to a reactor power level of 4.9 MW. Detector tip was located inside the end of the 1 PH3 pneumatic tube in the graphite reflector region.

Figure 9.4-3 shows a scan of spider hole \#1 in Core I. Note that the peak flux occurs at the bottom edge of the core and that the flux shape is identical to the shape determined using copper wires (Section 5.4). The flux peak that occurs directly above core is greater than the flux in the graphite pneumatic facilities. Figure 9,4-4 shows a scan of spider hole \#l in Core II. The neutron flux is not depressed in the upper portion of the core as was the case for core I. The overall flux level was also higher for the Core II scan of spider hole \#l because in Core II a fueled element was in A-1 next to the spider hole, whereas, in Core I a solid dummy was in A-1.

Figure 9.4-5 shows scans in the core housing corner hole next to the element containing the hottest channel. in Core II. Scans were performed at different shim bank heights in order to evaluate the flux shape changes with shim bank height as equilibrium xenon builds in the core. These changes were discussed in Section 7.5. The corner hole scans are very unsatisfying for showing this effect because of the large effect the corner hole geometry has on the flux shape at the detector location. Raising the shim bank does greatly increase the flux level in the upper portion of the corner hole (which would mean a corresponding increase in the power level on the nearby



plate). Because it was not possible to insert a selfpowered detector to the bottom of the core in a corner hole position, it is not clear as to how much of the increase in power in the upper portion is offset by a decrease in power to the Iower portion. The peak flux at an axial height approximately 10 inches from the bottom of the fuel meat increased about $3 \%$ as the shim bank was raised from 8.74 inches to 10.90 inches.

Knowing the change in neutron flux level at the beam ports as the shim bank height changes is important to beam port experimenters. Because much of the operating week is spent achieving xenon equilibrium in the reactor, there is a slow and continuous withdrawal of the shim bank during the beginning of the week. Figure 9.4-6 shows the flux level beneath the reactor for Core I at several shim bank heights. For this fuel loading, the flux level decreased about $3.5 \%$ for each inch that the shim bank was raised. The flux level beneath the reactor for Core II at several shim bank heights is shown in Fig. 9.4-7. For Core II the flux level decreased about 4.3\% for each inch that the shim bank was raised. Note in Figs. 9.4-6 and 9.4-7 that the absolute flux level appears to be higher at the bottom of Core II than the flux level at the bottom of core $I$. This conclusion is not correct. The discrepancy may be caused by one of

## FIG. 9.4-6

CHANGE IN RHODIUM SELF-POWERED DETECTOR READINGS BENEATH CORE I WITH CHANGES IN SHIM BANK HEIGHT


## FIG. 9.4-7

CHANGE IN RHODIUM SELF-POWERED DETECTOR READINGS BENEATH CORE II

the following reasons:

1) Uncertainty in reactor power level measurements for normalizing data,
2) Uncertainty in the self-powered detector tip location, or
3) Non-uniformity between supposedly identical rhodium self-powered detectors.

Since all total reactor power level measurements were based on the value obtained using the primary flow - $\Delta T$ recorder, the power level uncertainty should be small (within a few percent of measured value). The detector tip location is only accurately known to within one half of an inch and thus may yield some error. The same self-powered detector was used in the scans of the MITR-I and Core I of the MITR-II. Shortly after being inserted into Core II and before readings were taken, this detector failed. A second detector with a supposedly identical emitter section as the first was used for all Core II Scans. This second detector appears to give noticeably higher values of absolute flux than the first detector but the first detector had failed before a calibration between the two detectors could be obtained.

Figure 9.4-8 shows a self-powered detector scan of a storage position in the fuel storage rack. This scan of an element in storage is a factor of about 700 below the bottom edge of the fuel meat of an element

incore provided that poisoned inserts are kept in the fuel storage rack to keep the element raised. The flux drops off very rapidly up the fuel storage rack position thus, the elements may be safely stored in the rack.

## CONCLUSIONS

The objectives outlined in Chapter 2 have been completed. Core-wide distributions of the initial cores of the MITR-II have been determined and the Safety Limit Factor (SLF) and Operating Limit Equation (OLE) have also been evaluated. The initial stages of startup are completed and research activity has again commenced at the MITR facility. The following sections summarize the conclusions found in this work.

### 10.1 Distribution Summaries

Power, coolant flow, and temperature distributions were analytically and experimentally determined for Core I and II of the MITR-II.
10.1.1 Core Power and Neutron Flux

The distributions of core power and neutron flux for Core I and Core II are discussed in Chapters 5 and 6, respectively. Core I was operated with fixed absorbers in the upper portion of the core and Core J.I was operated without fixed absorbers. Solid aluminum
dumm elements were loaded in both cores for reactivity control. The undermoderated MITR-II core has a nonclassical power and neutron flux distribution. The power density peaks at locations where additional moderator is present such as: 1) outer edges of the core (especially at the core housing corner holes and water filled control blade slots with the blades withdrawn), 2) gaps and coolant passages in incore experimental facilities. The peak neutron flux occurs in the reflector beneath the center of the core.

The results of power and neutron flux distribution calculations and measurements for core I are summarized in Tables 5.5-1, 5.5-2, and 5.5-3. Table 6.4-1 summarizes the power distribution calculations and measurements for Core II. The power and neutron flux distributions of Core I were in good agreement with design expectations. The neutron flux and power densities in the active section of Core $I$ increased with increases in the length of the fixed absorber necessitated by reactivity control requirements. The active height of Core I was approximately 12 inches and the average power density in the active core was about 130 watts $/ \mathrm{cm}^{3}$. Removal of the fixed absorbers to form Core II flattened the power density over the 22 inch fueled core length. The average power density in Core II dropped to about 100 watts $/ \mathrm{cm}^{3}$.

The thermal neutron flux level at the beam ports beneath the core was greater for Core I than for Core II.
10.1.2 Flow

The flow distributions in the MITk-II are discussed in Chapter 4. The B-ring fuel elements receive the highest average element flows. If the A ing is fully loaded with fueled elements, the A-ring contains the element with the lowest flow. If at least one A-ring position is occupied by a solid aummy or sample assembly, the average flow to the remaining A-ring fueled elements is greatly increased to a value that is slightly below the B-ring average. The $C-r i n g$ has the lowest average element flow if the A-ring is not fully fueled. The peak flow disparity is approximately $7 \%$, or the element with the lowest flow receives approximately $7 \%$ less flow than the average element in the core. The amount of coolant flow that bypasses the core is very dependent on the number of solid dummies and experimental facilities located in the core. For Core $I$ the bypass flow was about $6 \%$ and for Core II, the bypass was about $8 \%$.

### 10.1.3 Temperature

The temperature distributions in Core I and II of the MITR-II are discussed in Chapter 8. The peak wall temperatures for Core I and Core II occurred at locations several inches from the bottom of the fuel in outer C-ring
element positions. The measured temperatures were in good agreement with the temperatures predicted by using nominal conditions with the exception of the lower fuel meat edges. The bottom edge temperature spike appears to be much smaller than was predicted using conservative assumptions. The combination of increased heat transfer at the channel entrance, decreases in bottom edge uranium density, and axial heat conduction,which were neglected in the calculated prediction, result in a low and very acceptable bottom temperature spike. All measured and predicted nominal temperatures fell well below the temperature required to cause boiling in the core.
10.2 Agreement Between Predictions and Measurements

The agreement between measured and predicted values in the MITR-II initial cores is very good with the following exceptions:

1) Measured lower edge wall temperature is much less than predicted,
2) Predicted values of $\mathrm{F}_{\mathrm{r}}$ (radial peaking factor) for individual plates ${ }^{r}$ are lower than measured plate values while predicted values of $F$ for entire elements are in very good agreemeft with measured values.
3) Predicted values of $Z$ at the hot spot tend to be larger than the measured values because of the lack of axial mesh points in the computer calculation to accurately show the axial position at which the hot spot occurs,
4) Some specific experimental data values in Core I (central plate scans in C-10) are questionable at local points but the discrepancies are averaged out in obtaining core-wide results.

The agreement between experimental and predicted core factor values was best in the hot channel positions. The uncertainty in power density predictions and measurements was less than the $10 \%$ uncertainty factor utilized in determining the SLF and OLE.

### 10.3 Summary of Safety Limit Evaluation

The safety limit of the MITR-II is set to prevent boiling irduced flow instabilities which could lead to boiling burnout. The safety limit will not be exceeded provided that the measured system values of reactor power,. coolant flow, outlet temperature, and water level are within the limiting safety system settings and that the Safety Limit factor (SLF) is less than 2.9. The SLF was evaluated for Core $I$ and Core II of the MITR-II and is discussed in Chapter 7. Full power operation of both cores was authorized because the SLF values were less than 2.9. The hottest channels occurred in c-ring elements next to the outside boundary of the core. Using conservative calculations, the value of the SLF increased with shim bank height for both cores, thus imposing an upper limit on allowable shim bank height for initial operation at which the SLF equaled 2.9. Because Core II was operated without fixed absorbers which normally depress the power in the upper core, the raised shim condition was more limiting for Core II than for Core $I$ and the shim bank was Iimited to being withdrawn less than 14.6 inches. The
higher shim bank calculations are very conservative because the effects of xenon and burnup are neglected.

### 10.4 Summary of Limiting Conditions for Operation

The limiting condition for operation above 1.0 kw is that the core factors have been determined and it has been shown that incipient boiling is prevented from occurring anywhere in the reactor core at values of reactor power, coolant flow, outlet temperature, and water level that correspond to the limiting safety system settings. Incipient boiling will not occur in the reactor core if the value of the Operating Limit Equation (OLE) is less than or equal to 3.72. The OLE was evaluated for Core $I$ and Core II of the MITR-II and was shown to be less than 3.72. The derivation of the OLE and its evaluation for the initial cores was discussed in Chapter 7.

The OLE has its maximum value at the point where the wall temperature is its maximum value in the core. The peak wall temperatures for the initial cores occurred on fuel plates in the c-ring next to the reflector outside the core. The peaks occurred at axial heights several inches from the bottom of the fuel meat. While the axial height of the maximum value of the OLE increased with increased shim bank height, the value of the OLE remained approximately constant for Core I. For Core II, the value of the OLE increased with shim bank height and the limit of 3.72 was conservatively calculated to be reached
at a bank height of 15.0 inches (1 pump flow).
The initial design of the Incore Sample Assembly (ICSA) could not be utilized in the MITR-II because of
large power peaking in the fuel plates of fuel elements nearby the facility. The ICSA contained an excess of water and the resultant thermal neutron peaking would have resulted in the OLE being exceeded if the eactor were operated at powers above 1.0 kw with the ICSA incore. A minor revision of the design can be made to remove the excess water from the core.

### 10.5 Recommendations

The following recommendations are made for evaluation and loading of future cores:

1) Operation with fixed absorbers is much preferable than operation without fixed absorbers. Fixed absorbers increase the thermal neutron flux beneath the seactor by depressing the power in the upper core. Power peaking and neutron flux changes with shim bank height are more acceptable in the core with fixed absorbers.
2) A full core 3-D calculational method should be devaloped that would include effects of burnup and fission product poisoning and would yield accurate element average powers.
3) Improved methods should be developed for deriving single element fuel plate powers from the results of the 3 -dimensional calculation.
4) The calculational models with burnup and fission product poisoning should be used to evaluate blade height effects.
5) A solid dummy or sample facility should be included in the A-ring in all core loadings in order to insure an acceptable coolant *flow distribution.
6) The use of variable plate loadings in fresh fuel elements to decrease the beginning of life power peaking may be worth future study (lower loading in two outside fuel plates).
7) Experimental facilities loaded incore may be used to tailor the power distribution in such a manner than the power peaks occur at a specific location and are insensitive to other system effects such as blade height. Positions for making flux wire and selfpower neutron detector scans should be provided in the design of the facility.
8) A fuel management scheme similar to the one suggested by Kadak-(Ref.10.5-1) should be used. Fresh fuel should be loaded in the $A$ and $B$ rings and then moved to the C-ring after depletion time step.
9) If the factor, $F_{P_{2}}$ is to be evaluated and not set equal $P_{2}$ to 1.0 , the definition of $F_{p}$ in the Technical Specifications should be modified siightly.
10) The hot channel factors should be combined in a semi-statistical manner.

The last two recommendations would require approval by the Nuclear Regulatory Commission prior to use.
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## APPENDIX A

MITR-II Detail Startup Procedures

1) Procedure 5.0.4 - Removable Plate Handling Procedure
2) Procedure 5.9.1 - Neutron Flux and Core Power Mapping
3) Procedure 5.9.2 - Flow Mapping Procedure

Note: Procedures in this section have been condensed from approved form in MITR-II Startup Procedure Manual.

### 5.0.4 Removable Plate Handling Procedure (page 1 of 2)

## Prerequisites

1. Special cask ready if required.
2. Removable plate element handling tools ready.
3. Removable plate element removed from core as per refueling checksheet and stored in storage ring.
4. RPO present on reactor top.

## Procedure

1. Slowly raise element to top of reactor pool while RPO surveys radiation level.

2a. If radiation levels are low, transfer element directly to hot shop by hand and proceed to step 11.

2b. If radiation levels are high, attach upper end of fuel element hook to small crane hook and tape hook.
3. Position special cask on transporter on reactor floor below reactor top catwalk.
4. Guide element with rod while element is raised clear of pool using crane.
5. Using crane, position element above special cask.
6. Man standing on catwalk guides removable plate element into special cask.
7. When element is securely in cask, man on catwalk unlatches lifting tool from element and lifting tool is lifted away.
8. Cask and element transferred from reactor floor to hot shop.
9. Squirt alcohol into channels to plates to be removed.
10. Using hook, remove from cask and place in lead cave in hot shop.
*ll. Remove 8 screws and end box from element.
12. Use polyethylene dowel to push plate to be removed 3/4" out from other plates and attach clamp to end of plate.
13. Squirt alcohol along edges of plate to be removed. Do not force plates.
14. Slowly slide plate out of element and place in shielded location if hot shop and record plate number and location in element from which it came. (Slot number and if plate number was at "notch" end or "other" end.)
15. Repeat steps 12 - 14 for other plates as necessary.
16. Upon completion of usage of plates, clean plates.
5.04 Removable Plate Handling Procedure
17. Clamp end of plate to be replaced and record number and location.
18. Slide plate in and lubricate with alcohol.
19. Repeat steps 17 and 18 for other plates as necessary.
20. Attach end box with eight screws.
21. Remove element from cave in hot shop to cask if necessary.
22. Return element to reactor building and store in fuel storage rack following standard procedure.

* Note: During handling and use of the fuel element or fuel plates, the fuel must be under surveillance or left in a secure condition. All handling must be within the Tech Spec 3.10 .

Procedure 5.9.1 Neutron Flux and Core Power Mapping

## Acceptance Criteria

Values of $F_{r}, F_{a}, F_{H C}, F_{p}$ shall be determined together with an estimate of experimental uncertainty.

## Prerequisites

1. Startup checklist 3.1.3 completed.
2. Reflector and core at normal operating level, as preliminarily determined during preoperational test program. Waters at operating purity.
3. Main reflector flow, main coolant flow, secondary coolant flow are stopped. Circuit breakers for pump motors in these systems open and tagged open. Flow has been stopped long enough for systems to reach ambient temperature. (Clean up system pumps operating in shutdown cooling mode for reflector system and primary system.)
4. Scram circuit bypassed for: (if jumper required, jumper must be tagged and recored in Log Book)

Reflector low flow scram
Secondary flow scrams and primary flow scram
Shield coolant low flow scrams
5. Neutron source (s), in 3GV port attached to be removable.
6. Nuclear instruments all in place and configured as follows:

## Power range

Channel 4 - normal port
Level trip set minimum, corresponding to 20 amps from chamber, and < 100 KW .

Channel 5 - normal port
Level trip set at $\qquad$ amps corresponding to $\qquad$ watts (<200 watts)

Channel 6 - normal port
Level trip set at amps corresponding to watts. (<200 watts)

Channel 7
Normal location, normal adjustments.
Channel 8 - Located for maximum sensitivity in normal well (3GV-3). Meter relay trip set $\qquad$ -

Channel 9
Normal location, normal adjustments.

## Startup Range

Channel 1 - Located in 3IH3. Normal trip setting of $>+10 \mathrm{sec}$. period. Chamber voltage setting and discriminator setting established and recorded.

Channel 2 - Located in a 4 TH port. Trip setting of $>+10 \mathrm{sec}$. period. Chamber voltage setting and discriminator setting established and recorded.

Channel 3 - Located in 4IH4. Normal trip setting ( $>+10 \mathrm{sec}$ ) .

With the startup source(s) in the ICSA or in 3GV, Channels 1 and 2 must be on scale, at least, 10 cpm .

Demonstrate that the startup source(s) or 3GV are causing on scale indication by lifting the source from the ICSA. Observe a decrease in instrument output on the meters to be observed during fuel loading.

Channel 1
Channel 2
7. Procedure 5.1.3 demonstrated that required shutdown margin as required by Technical Specifications exists.
8. Reactivity change due to source removal from ICSA will be $\% \mathrm{~K} / \mathrm{K}$ as estimated in procedure 5.1.1. Maximum allowed is ( $0.2 \%$ ) $\mathrm{K} / \mathrm{K}$ per Tech Spec 3.9. Reactivity effect for $3 G V$ will be less.
9. Coolant circulated to remove bubbles, per procedure 5.0.3.

## Special Precautions

1. Two low power level scram and two period trip channels shall be operating at all times. Other channels should be operable and operation without a given channel must be recorded in the log and approved by a licensed senior operator and a licensed operator.
2. Estimated power level should be less than 500 watts if a Plutonium-Beryllium source is used.

Always set the rod positions from the same direction to avoid backlash effects on the reading of the critical position.

## Procedure

1. Fuel plate gamma scanner set up in hot shop.
2. Wire counting apparatus set up in hot shop.
3. Foil counting apparatus set up.
4. Using fuel radiographs obtain $(0,0)$ location for each removable fuel plate.
5. Scan the unirradiated fuel plates three times to check $(0,0)$ and obtain background counts (attach data sheets).
6. Dry run of gamma scanning performed and method approved by RPO.
7. Gamma scanning can begin when sustained operation at 100 watts is possible.
8. The following method shall be used for gamma scanning:
a. Removable plate fuel element uranium and foil loaded in core following standard fuel loading procedure. Foil must be irradiated in repeatable location.
b. Reactor operated at 100 watts for 30 minutes.
c. Removable plate element and foil removed from core and placed in transfer shield.
d. Plates removed from elements and scanned (standard data sheets will be attached).
e. A cobalt foil shall be irradiated in lPH2 for every irradiation and saved.
9. Dry run of wire scanning method done and method approved by RPO.
10. At the two fuel element locations that indicate highest power, copper wires shall be attached to the fuel elements and placed in corner holes and spider holes (using self-powered detector guide tube). The wires shall be scanned and the data sheets attached.
11. Dry run of foil counting method done and RPO approves of method.
12. Bare and cadmium covered cobalt, gold, and copper foils shall be irradiated in the following positions and data attached.
A. 1PH2 - bare only
B. Sample assembly
13. The rhodium self-powered detector shall be used to scan the corner holes and spider holes and data attached (may be done at higher powers).
14. Based on assembled dat:a the following are found to be:
$\mathrm{F}_{\mathbf{r}}=$
$\mathrm{F}_{\mathrm{a}}=$
$\mathrm{F}_{\mathrm{HC}}=$
$F_{p}=$
Calculations attached.

### 5.9.2 Flow Mapping Procedure

## Acceptance Criteria

Values of $F_{f}$ and $d_{f}$ shall be determined with an estimate of experimental uncertainty.

## Prerequisites

1. Above core flowmeter constructed.
2. Pitot tube test device constructed and calibrated.
3. 100 inch manometer constructed.
4. Core filled with 24 elements, two solid aluminum dummies and proper ICSA or finned fuel dummy in one central position.
5. Reactor shutdown condition.
6. Startup check sheet 3.1 .3 completed and main pump tags cleaned.

## Procedure

1. Install above core flowmeter above fuel position C-13 and clamp in place.
2. Connect 100 inch manometer and bleed air out of lines.
3. Connect manometer to primary flow nozzle as per procedure.
4. Start MM1 and throttle to 1150 gpm .
5. Record $\Delta h$ on both manometers on attached data sheet.
6. Move flowmeter to above each fuel position and record $\Delta h$ on flowmeter manometer on attached data sheet.
7. Position flowmeter above C-13 and clamp in place.
8. Start MMIA and throttle to 2000 gpm.
9. Record $\Delta \mathrm{h}$ on both manometers on attached data sheet.
10.' Move flowmeter to above each fuel position and record $\Delta h$ on flowmeter manometer on attached deta sheet. Keep water temperature constant and repeat measurements as desired.
10. For positions with Solid Dummies and ICSA, the flow is to be measured by fuel shuffling Caution must be taken to assure that the shut down margin is not exceeded. Unload fuel before unloading the Solid Dummy element and moving it to a symmetric position. Use fuel loading procedures. Check for change in flow for elements adjacent to dummy positions.
11. Determine bypass flow for each of the following items. Attach additional sheets to show whether bypass flow is calculated, measured or a combimation of both.

BYPASS ELOW
(6) Control BJades

(6) Corner Holes

(4) Check Valves
_-_ $\quad$ gpm
(2) Antisyphon Valves


Annular Partition Gasket


Annular Partition Gasket Housing Joint gpm
(2) Dummy Elements

Subtotal A


Sample Assembly
Subtotal B
gpm
13. Minimum $\mathrm{d}_{\mathrm{f}}=$ $\qquad$
14. Where $W$ is the total flow for which the bypass flows were determined:

$$
F_{f}=\frac{W-A}{W}
$$

15. When a sample assembly is in use:

$$
F_{f}^{\prime}=\frac{W-E}{W}
$$

Case $\qquad$

gpm Flow


Case $\qquad$
$\qquad$ gpm Flow


## APPENDIX B

## Three-Dimensional CITATION Computer Code Output

 Listing for Core I Loading24 Fueled Elements<br>3 Solid Dummy Elements ( $\mathrm{A}-1, \mathrm{~B}-2, \mathrm{~B}-8$ )<br>Shim Blades at 8 inches<br>Fixed Cadmium Absorber at 10 inches from Fuel Bottom

Reactor Power at 5.0 MW


## ___neutson elux proslem descraption-segtion 003






- dist.








- 

SPECTPCATIOM POR LAYPR MUBER 1
 $\left[\begin{array}{lllllllllllllll}4 & 18 & 18 & 18 & 18 & 18 & 18 & 18 & 18 & 18 & 18 & 18 \\ 5 & 18 & 18 & 18 & 18 & 18 & 18 & 18 & 18 & 18 & 18 & 18\end{array}\right.$






speripication cor bays nugber 14



specietchitoy por itypr youtpe


$\qquad$



[^2]

```
    ZONzs 16- 15 sug-zone Indicatos 0 AND consioL ortion 0
```



```
        ONES 17- 17. SUG-ZONE INJICATOR O AND COBTROL ORTION_O
        42 1.65400z-02 &3 3.120002-02
        20MES 98-18 SOB-ZONE INDICATOR O ANO COYTPOL OPTIOL O
```



```
        45 3.14300E-02 46 3.01200E-03
    zones 20-20 Sus-zong indicitom 0 And comtaOL OPtionoo
    -47 3.340008-02
    _2ONES 21- 21 SUB-20YE INDICATOR O AND CONTROL OPTIOM... O
    zOYES 22- 22 SUB-ZONE INDICATOR O AND CONTROL OPTION
```




```
    _2ONES 24-24 SUR-ZONE INDICATOR O AND CONTBOL OPTION
        _52_6.023008-03_5.1_3.006002-02_ CND CONTSOL OPTION
```



```
    ZONES 26-25 SUP-zONE RYDICATOR O AND CONTROL OPTIONO
        #es 27-27 sub-zone iydtcator 0 ayd coutrol ortion.-
        22 9.03600R-03 56 8.20000 [-01
```



```
        21 1.52960E-02 22_4.81920%-03_56 4.600008=01
        zONES 29- 29 SUS-ZONE INDICATOR O AND COMTPOL OPTIOM,
    zörs 30- 30 sus-zome Indicator O and control oftion O
        21 1.72800E-02 22 4.216ROR-03 56_4.10000%-01
    2ONRS 31-31 SOB-2ONE INDICATOR O AND COKTROL OPTIOH
        21 1.99390z-02 22 3.61440z-03 56 3.40000z-01
    ZONES 32- 32 SUB-ZONE INDICATOR O AND CONT&OL OPT:ON O
    ZONES 33- 33 SUM-2OME INDICATOE O AND CONTROL OPT:ON O
    -2OAES 34- 34-" SUS-zONE INDICATOR O AND COHTROL ORTIOE
        9 4.390008-04 10 3.35900R-05 11 3.18300R-02
    20135 35-35 5u:-20
        MOS.35-35 SUR-2ONEINDICATOR O AND_CONTROL OPTION
    _2OMES 36-36 SUB-2ONE' INDICATOR O AKD COHTRCL OPTICN

```

    20 3, 3.35900\Sigma-05 30 3.183002-02
    : . N
2ONES 38- 38 SJ9-2ONE INDICATOB O APD CGNROL OPTON O
__Z_2ONES 39- 39 SUB-7,ONS HDICATOR O AND CONTROL OPTION

```

```

M,
OTHPR NOCLLDESS-C

```


```

-_gquation constants uILL be szorzd in core

```









```

    2085}\frac{1--\operatorname{cose}}{1.73084!094 6.52549E+13 3.026758+13
    20N8 4--cose
    ```

```

        3072.260988+13 1.29347E+13 1.695562+03
    ```

```

    20.8 1.11--AL
    ```


```

    20NE_13--CORE
    ```


```

\#CRz i5--c
2-2,

```


```

    OM= 19--AL+H2O
        8.31029E+10 8.25555E+10 2.69660\Sigma+12
    20N2 20--H20 4.900318+13 2.794712+13 6.394998+1]
    2048-21--420
    ```

```

    ZONP 22--COREAL-42O
    ```

```

    zONE 23--CORE+A:-H2O
    ```
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plare numger 16
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & & & 3 & 4 & & & & \(\theta\) & & 10 & 11 & \\
\hline & \(2.5632+13\) & \(3.562 \mathrm{E}+13\) & \(3.541 \mathrm{E}+13\) & \(3.5475+13\) & \(3.5538+13\) & 3. \(56002+13\) & \(3.5978+13\) & 3.6335 & \(3.6318+13\) & \(3.639 \mathrm{E}+13\) & \(3.6408+13\) & \\
\hline & \(3.5278+13\) & 3.5262013 & 3.482R+13 & \(3.483 \mathrm{E}+13\) & 3. \(4878+13\) & 2.443E 413 & 3, \(5268 \mathrm{E}+13\) & 3.613E+13 & 3. \(613 \mathrm{E}+13\) & 3.6332+13 & 3. \(634 \mathrm{E}+13\) & \\
\hline & 3.4258+13 & \(3.425 \mathrm{P}+13\) & \(3.4228+13\) & 3. \(418 \mathrm{E}+13\) & 3.4162+13 & \(3.419 \mathrm{P}+13\) & 3:4568+13 & 3.523E*13 & \(3.5962+13\) & 3.6108+13 & \(3.619 E+13\) & \\
\hline & 3.4120+13 & 3,412e+13 & 3.4118+13 & 3.400E, 13 & 3,3758+13 & 2. 169 E ¢13 & 3.4112+13 & 3-4928+13 & \(3.5962+13\) & 3.6242+13 & 3.6202+13. & \\
\hline & 53.2609413 & 3.260:+13 & 3.2598.13 & 3.236E+13 & 3.1312+13 & \(3.110 \mathrm{Q}+13\) & 3.1509+13 & 3.2438+13 & 3. \(394 \mathrm{E}+13\) & 3. \(4368+13\) & 3. \(4022+13\) & \\
\hline & 6-2.8992+13- & 2.9948.13 & 2. 897E \({ }^{13}\) & 2.0758.13 & \(2.7478+13\) & \(2.723 \mathrm{E}+13\) & 2.7759+13 & 2.991213 & 3.0928+13 & 3.1472+13 & 3.112E+13 & \\
\hline & 2.2148+13 & 2.213k+13 & 2.2112+13 & \(2.2138+13\) & \(2.0378+13\) & 2.0372+13 & 2.095x+13 & 2.15:E.13 & \(2.432 \mathrm{E}+13\) & 2. \(48989+13\) & 2.4602413 & \\
\hline & -1.9998+13 & ? 9 & 1.932E+13 & \(2.0048+13\)
\(1.9642+13\) & 1:8258+13 & 1.91420+13 & \(1.9775+13\)
\(1.952+13\) &  & -2.184E+13 & \(2.235 z+13\)
\(2.164 z+13\) & 2. \(2222 \mathrm{E}+13\) & \\
\hline & 0.-1.9325+13 & 1.9312+13 & 1.911E+13 & 1.944E+13 & 1.8392+13 & \(1.875 \mathrm{E}+13\) & 1.949E+13 & 1.919E+13 & \(2.095 \mathrm{P}+13\) & 2. 14 3E 13 & 2. \(1428+13\) & \\
\hline & \(11.9198+13\) & 1.9178+13 & 1. \(9928+13\) & \(1.933 \mathrm{E}+13\) & \(1.7978+13\) & 1.8648 .13 & 1.9?12+13 & 1.913e+13 & \(2.079 \mathrm{E}+1\) & 2.1288+13 & 2.128E+13 & \\
\hline & 2 1.8920. 11 & 1.8895+13 & 1.4608+13 & 1.9052.13 & 1.773E+13 & 1.940E+13 & -1.909? +13 & 1.893E+13 & \(2.048 \mathrm{E}+1\) & 2.0962 .13 & 2.0978+13 & \\
\hline & \(3 \quad 1.8495+13\) & :.8458.13 & \(1.810 \mathrm{E}+13\) & 1.8619+13 & 1.7398+33 & 1.8038+13 & 1.8708*13 & 1.861P.13 & 2.0002*13 & \(2.0472+13\) & \(2.0502+13\) & \\
\hline 14 & 4 . \(1.786 \mathrm{E}+13\) & 1.794E+13 & 1.7478+13 & 1.8018.13 & 1.594F. 13 & 1.7558.13 & \(1.922 \mathrm{E}+13\) & 1.819E+13 & 1. \(9408+13\) & 1.985上-13 & 1.9872+13 & \\
\hline & 5 1.6798+13 & \(1.676 \pm+13\) & \(1.641 \mathrm{E}+13\) & 1.6998 .13 & 1.619 \({ }^{\text {+ }} 13\) & \(1.674 \mathrm{E}+13\) & \(1.7392+13\) & 1.7458.13 & 1. \(8378+13\) & 1.87apris & 1.876 2 +13 & \\
\hline & 6 -6.82? \(2+12\) & 6.8199.12 & \(6.795 p+12\) & 7.350x+12 & \(7.5368+12\) & 8.9078+12 & 8.507R+12 & 8.845p+i2 & 8. \(8048 \times 12\) & 8. \(9248+12\) & C. \(859 \mathrm{~L}+12\) & \\
\hline & \(7 \quad 1.475 \mathrm{E}+12\) & \(1.475 \mathrm{E}+12\) & 1.4808+12 & 1.731E+12 & 2. \(1938 \cdot 12\) & \(2.166 \mathrm{E}+12\) & 2. \(236 \mathrm{E}+12\) & 2.240E+12 & 2. \(3032+12\) & 2.3818+12 & 2. \(442 \mathrm{EL}+12\) & \\
\hline & 8 - \(5.3208+11\) & \(5.3210+11\) & \(5.3402+11\) & \(6.5508+11\) & 1. \(5948+12\) & 1. \(1848+12\) & 1. \(9868+12\) & 1.032:+12 & 1.203E+12 & 1.2632+12 & 1.4872012 & \\
\hline & 9 1.7142+10 & 1.7158•10 & 1.726E+10 & 2.:30E+10 & 3.1458.13 & \(3.177 \mathrm{E}+10\) & 3.1938.10 & 2.9178.10 & \(3.2698+10\) & 3.4568،10 & 3.6502* 10 & \\
\hline & 8 NMM & & & & & & & & & & & \\
\hline & & & & & 5 & 6 & 7 & 8 & 9 & 10 & 11 & \\
\hline & 1 3. \(3.180+13\) & 3.019E+13 & 3. \(2.178+13\) & 3.020 E & \(3.023 p+13\) & 3.0278 & \(3.0415+12\) & 3.0518 & \(3.0795+13\) & \(3.0072 \cdot 13\) & \(3.0872 \cdot 13\) & \\
\hline & \(2.964 \mathrm{D}+13\) & \(2.954 \mathrm{E}+13\) & 2.9612+13 & \(2.9528+13\) & \(2.949 \mathrm{~L}+13\) & \(2.949 \mathrm{E}+13\) & \(2.9648+13\) & \(2.0068+13\) & \(3.0422+13\) & \(3.0618+13\) & \(3.062 \mathrm{E}+13\) & \\
\hline & 2.894E+13 & \(2.849 \mathrm{E}+13\) & 2.8908+13 & 2.876E+13 & \(2.8608+13\) & 2,850g+13. & \(2.0678+13\) & 2.927E*13 & \(2.9912+13\) & \(3.0198+13\) & \(3.0202+13\) & \\
\hline & 2.833E.13 & \(2.933 \mathrm{E}+13\) & \(2.9315+13\) & \(2.7958+13\) & \(2.7432+13\) & \(2.720 \mathrm{E} \cdot 13\) & 2.738:+13 & 2.8148+13 & \(2.9178+13\) & \(2.9519+13\) & \(2.946 E+13\) & \\
\hline & \(2.7558+13\) & \(2.755 \mathrm{C}+13\) & \(2.753 \mathrm{E}+13\) & \(2.708 E+13\) & \(2.642 \mathrm{E}+13\) & 2.6198 .13 & 2.6.372+17 & 2.719y+13 & \[
\text { 2. } 844 E+13
\] & 2.8838+13 & \(2.878 \mathrm{E}+13\) & \\
\hline & \(6 \quad 2.469 \mathrm{E}+13\) & \(2.4688+13\) & \(2.4865+13\) & 2.4262+13 & 2.331E+13 & 2. 3048.13 & \(2.3362+13\) & 2.4312+13 & \(2.6152+13\) & \(2.666 \mathrm{E}+13\) & \(2.6578+13\) & \\
\hline & \(1.999 \mathrm{E} \cdot 13\) & 1.9095 .13 & \(1.998 \mathrm{E}+13\) & \(2.0028+13\) & 1. \(894: 13\) & 1.8949.13 & 1.946p+13 & 1.976E+13 & 2.194 \(\mathrm{E}+13\) & \(2.2445 \times 13\) & 2.236:+13 & \\
\hline & 1.80)E* 13 & 1.8095.13 & \(1.800 \mathrm{E}+13\) & 1.8418+13 & 1.784E+13 & \(1.8259+13\) & 1.879E+13 & 1.8708+13 & \(2.002 \mathrm{E}+13\) & 2. \(0448 \mathrm{P}+13\) & \(2.049 \mathrm{E}+13\) & \\
\hline & \(9.1 .7438+13\) & 1.7420+17 & 1.739E+13 & 1.784P+13 & 1.740 \(70+13\) & \(1.790 \mathrm{E}+13\) & :. \(8472+13\) & 1.8312+13 & \(1.93 \mathrm{Az+13}\) & 1.9772+13 & 1.9832+13 & \\
\hline & 0 1.6962+13 & 1.696E+13 & 1.6908+13 & 2.743E+13 & 1.7092+13 & 1.7569+13 & 1.915R. 13 & 1. \(802 \mathrm{E}+13\) & 1. \(997 z+13\) & 1.9348+13 & 1.9382+13 & \\
\hline & I 1,660p+1? & 1.6598+13 & \(1.6538+13\) & 1. \(2118+13\) & 1.684E+13 & 1.720p+13 & 1.7892+13 & 1.7802+13 & 1. \(8649+13\) & 1. \(900 \mathrm{E}+13\) & 1. \(9012+13\) & \\
\hline & 21.6168 .13 & 1.616E+13 & \(1.6098+13\) & 1.6718+13 & \(1.6548+13\) & 1.698E+13 & 1.7548+13 & 1.753E+13 & 1. \(8258+13\) & \(1.859 \mathrm{P}+13\) & 1.8602+13 & \\
\hline & \(31.560 \mathrm{E}+13\) & 1.5592+13 & \(1.551 \mathrm{E}+13\) & \(1.619 \mathrm{E}+13\) & 1.6172+13 & \(1.653 \mathrm{E}+13\) & 1.7208+13 & 1.719z+13 & 1.7738+13 & 1. \(80662+13\) & \[
1.8058
\] & \\
\hline
\end{tabular}
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\section*{APPENDIX C}
```

c GAMSCAN
C CODE ANALYZING dATA ffon gamma SCANS of mitr2 fuel plates
C EACH J CORRESECNLS TC A fafticular X AND Y.fCR EACH RUN (K) OSE the SAME
C POINTS (X,Y) IN THE SAME OfLER (J)
C PART 1.CORFECTICN OF DATA FOR BACKGROUND ANL ACTIVITY OF PREVIOOS IRRADIATIONS
REAL MULT,MOL,NEW,NEWX,NEGY
DIMENSION MF(14),LI(14),E(14),DT(15),F(14,7),X(14,67),Y(14,67),
CXX(67),YY(67),TI (14,67),C(14,67), DELT (15,15),T(14,14,67,7),
CMULT (14,67),SUBT (14,67),MUL (14,67), CCECCU(14,67), RATIO (14,67),
CWIDTH(14.67),EKN(14,67)
C NO IS THE Numefe OF TIMES the fuel plate is Irradiated
C A IS an arbitfary Reference foweg level,eg.,iOn watts
C NZg IS THE NOMEER OF flates scanned IN EACH IRRADIATION
C MZS IS THE CONSTANT NUMBEF Of points SCANNfi on each Irradiation
READ (5,30CO)NO,NZG,M2S,A
3000 FORMAT(315,F7.2)
C MP(K) IS THE NOMBER OF POINTS SCANNED IN THE KTH IRRADIATION
C II(K) Is the Number cf 10 minute intervals the fuel plate IS Irradiated
C B(K) IS the average EACKgRCuND FOR THE KTH SCAN

```

```

C THE STARTS CF IRRADIAIIONS 2 AND 3
C P(K,I) IS THE pOWER LEVEL GF the ITH 10 minUte IRRADIATION INTERVAL of
C THE KTH IRRADIATION,EG., F(1,2) =7S WATTS (USE SAME UNITS AS A)
C INDICATE THE fCWER LEVEL FCE }7\mathrm{ Intervals
READ (5,20) (MF (K),LI (K),DI (K), (P (K,I),I=1,7),K=1,NO)
FORMAT(2I3,F7.1/7F8.3)
C XX(I),YY(I) ARE THE X AND Y COORLINATES OF THE ITH POINT
READ(5,3001)(XX(I),YY(I),I=1,MZS)
3001 FORMAT (10FE.4)
C X(K,J) IS the instance along the length frcm the left lower corner of the
C foEl plate to the JTh pCint CF the Kth IRfaliation In InChes
C y(K,J) IS THE DISTANCE ALCNG THE WIDTH FROM THE LEFT LOHER CCRNER
C TI(K,J) IS THE TIME BETWEFN THE START CF THE KTH IRRADIATION AND THE
C MIDDLE OF THE CCUNTING OF THE JTH POINT
C C(K,J) IS THE CCUNTS/HINUTE FECORDED AT POINT J FOR THE KTH IRRADIATION
DO 3002 JZZ=1,NZG

```
```

        WRITE(6,3004) JZZ
    3004 FORMAT (1H1, THE FOLLCHING DATA IS FOR ELATE NO.*,I3)
DO 32 K=1,NC
N=MP(K)
DO 3003 II=1,MZS
X(K,II)=XX(II)
3003 Y(K,II)=YY(II)
READ(5,3005) E(K)
3005 FORMAT (F8. 2)
READ (5,30) (TI (K,J),C(K,J),J=1,N)
30 FORMAT (F7.2,9F8.2)
DO 31 J=1,N
31 GIDTH(K,J)=C.5
32 CONTINUE
C EELT(L,K) IS tef time diffegence betwren the Starts of Irradiations l and k
DO 35 L=1,NC
35 DELT (L,L)=C.O
L 1=NC-1
DO 40 L=1,L1
L2 = L +1
DO 40 K=L2,NO
M=K-1
40 DELT (L,K)=EELT (L,M) + DT (K)
D) }101\textrm{L}=1,\textrm{NO
DO 101 K=L,NC
N=MP(K)
DO 101 J=1.N
R=10.0
N1=LI (K)
DO 101 I=1.N1
C T(L,K,J,I) IS the difference in time betheen the scan of the jth point of the
C KTh Irradiaticn anc the itg ic minute Ifgadiation INterval of the rth
C IRRADIATICN
T(L,K,J,I) = [EI,T(I,K)+TI(K,J)-R
R=R+10.0
S=T(L,K,J,I)

```
```

IF(S.GT.13C.C) GO TO 41
IF(S.LE.115.C)U=1.1817+0.08*(115.0-S)/5.C
IF(S.GT.115.0.AND.S.LE.12C.0) U=1.1045+0.0772*(120.0-S)/5.0
IF(S.GT.120.0.ANL.S.LE.125.0) U=1.0474+0.0571*(125.0-S)/5.0
IF (S.GT.125.0.AND.S.LE.130.0) J=1.0+0.0474*(130.0-S)/5.0
IF(S.GT.19C.0)GC TC 42
IF (S.LE.130.C)GO TO 100
IF (S.GT.13C.O.AND.S.LF.140.0) U=0.88366+C.11634*(140.0-S)/10.0
IF(S.GT.14C.0.AND.S.LE.150.0) U=0.79472+C.08894*(150.0-S)/10.0
IF(S.GT.15C.C.AND.S.IE.18C.O) O=0.61252+C.18220*(180.0-S)/30.0
IF(S.GT.180.0.AND.S.LE.1GC.0)U=0.5592+0.05332*(190.0-S)/10.0
IF(S.GT.285.C)GO TO 43
IF(S.LE.190.0)GO TO 100
IF(S.GT.190.C.AND.S.LE.210.0) U=0.47671+0.0825*(210.0-S)/20.C
IF(S.GT.21C.C.ANL.S.LE.241.0) 0=0.394C3+C.0827*(241.0-S)/31.0
IF(S.GT.241.O.AND.S.LE.261.0) U =0.34452+0.0495 ** (261.0-S)/20.0
IF(S.GT.261.0.AND.S.IE.2\&5.0) U=0.3C186+C.04266*(285.0-S)/24.0
IF(S.GT.44C.C)GO TO 44
IF (S.LE.285.C)GO TO 100
IF(S.GT.285.0.AND.S.IE.330.0) U=0.24824+0.05362*(330.0-S)/45.0
IF(S.GT.330.O.ANL.S.LE.36C.0)U=0.21712+C.03112*(360.0-S)/30.0
IF(S.GT.360.0.AND.S.LE.380.0) U=0.20225+0.01487*(380.0-S)/20.0
IF(S.GT.38C.O.ANL.S.LE.44C.O)U=0.16830+0.03395*(440.0-S)/60.0
IF(S.GT.68C.C)GC TO 45
IF(S.LE.44C.C)GO TO 10C
IF(S.GT.44C.C.AND.S.LF.500.C)U=0.15137+C.01693*(500.0-S)/60.0
IF(S.GT.50C.C.AND.S.LE.560.0) U=0.13356+0.01781*(560.0-S)/60.0
IF(S.GT.56C.O.AND.S.LE.620.0) 0=0.12456+C.009* (620.0-S)/60.0
IP(S.GT.620.O.AND.S.LE.GEO.0) U=0.11429+C.01027*(680.0-S)/60.0
IF(S.GT.194C.C)GC TC 46
IF(S.LE.680.0)GC TO 100
IF(S.GT.68C.C.AND.S.LE.74C.0)U=0.10734+C.00695*(740.0-S)/60.0
IF(S.GT.74C.0.AND.S.LE.1340.0) U=0.C635+C.04384*(1340.0-S)/600.0
IF(S.GT.134C.C.AND.S.LE.1580.G)U=0.0499+0.0136*(1580.0-S)/240.0
IF(S.GT.158C.C.AND.S.LE.1940.C) U=0.0411g+C.00871*(1940.0-S)/360.0
IE(S.LE.1940.0)GO TO 100

```
```

        IF(S.GT. 1940.0.AND.S.IE.2&05.0) U=0.02299+0.0182*(2805.0-S)/865.0
        IF(S.GT.28G5.O.AND.S.IE. 3254.0)U=0.0185G+C.0044*(3254.0-S)/449.0
        IF(S.GT.3254.C.AND.S.IF.4286.C) U=0.0135+0.00499*(4286.0-S)/1032.0
        IF(S.GT.4286.C.AND.S.IF.5880.0)U=0.00783+0.00577*(5880.0-S)/1594.0
        IF(S.GT.58&C.C.AND.S.IF.7260.C)U=0.00616+0.00167*(7260.0-S)/1380.0
        IF (S.GT.726C.0)U=0.OC431+0.00185* (10140.0-S)/2880.0
        CONTINUE
        IF(U.IE.C.C)U=0.00001
    101 T(L,K,J,I) =U
C
C baCk SCATtERINg CORRECTICN fCUTINE
C
DO 4000 K=1,NC
DZB=0.0
DO 4000 J=1,M2S
DZB=DZB+1.C
IF(DZB.GT.12.0.AND.DZB.LE.15.0) DZR=15.0
IF(DZB.GT.15.C.AND.IZE.IE.18.C)DZR=18.0
IF(DZB.GI.18.0.AND.DZE.LE.21.0) DZR=21.0
IF(DZB.GT.21.C.AND.LZB.IF.24.C) DZR=24.0
IF(DZB.GT.24.0.AND.DZE.IE.27.0)DZR=27.0
IF(DZL.LE. 12.0) EKN (K,J) =0.8*B(K)
IF(DZB.GT. 12.C.AND.DZE.LE.27.0)BKN(K,J)=R(K)*(0.8*
10.49*([7.E-12.0)/15.0)
IF(DZB.GT.27.C.AND.DZE.LE.54.C) BKN(K,J)=1.29*B(K'
IF(DZB.GT.54.C.AND.DZR.LE.57.C) BKN(K.J)=`.22*B(K)
IF(DZB.GT.57.C.AND.DZB.IF.60.0; EKN(K,J) =E(K)
IP(DZB.GT.60.0.AND.DZE.LE.63.0) BKN (K,J) =C.65*B(K)
IF(DZB.GT.63.0.AND.DZE.IF.67.C)BKN(K,J) =0.56*B(K)
4000 CONTINUE
C MULT(N,J) IS THE DECAY FACTCE FOR THE NTH IERADIATION
C SUBT(K,J) IS tHE ACTIVITY DUE to prevIOUS IRRADIATIONS AND WILL BE SUBTRACTED
N=MP(1)
DO 105 J=1,N
105 SUBT (1,J)=0.0
DO 140 K=1,NC

```
```

    N3=MP(K)
        DO 140 J=1,N3
        KA=K-1
        IF(KA.EQ.O)GC TO 125
        SUBT (K,J)=C.O
        DO 120 M={,KA
        N=K-M
        MULT (N,J) =0.0
        N99=LI(N)
    DO 110 I=1,N99
    110 MULT(N,J)=NULT(N,J) +F(N,I)/A*T(N,K,J,I)
    120 SUBT (K,J)=(CCRCOU (N,J) *MUIT (N,J)) /LI (K) +SUBT(K,J)
C MUL(K,J) IS THE dECAY FACICR FOR tHE KTH IRRADIATION
C CORCOU(K,J) IS THE CORRFCTEL COUNTS PER MINOTE FOR THE JTH POINT
125 MUL(K,J)=0.0
CXS=SUBT (K,J)
IF(CXS.GT.O.CO1)GO TO 3015
SUBT (K,J)=0.00,1
3015. N4=LI(K)
DO 130 I=1,N4
130 MUL(K,J)=MUL (K,J) +P(K,I)/A/T(K,K,J,I)
CORCOU (K.J)=(((C (K,J)-EKN(K,J))-SUBT (K,J))*MUL (K,J))/LI (K)
CXR=CORCOU (K,J)
IF(CXR.GT.1.C)GO TO }14
CORCOU (K,J)=1.0
140 CONTINUE
C print cut measured pOher level for compariscN
WRITE (6,145)
145 FORMAT(1H1)
WRITE(6,15C)(K,(F(K,I),I=1,7),K=1,NC)
15C FORMAT (25HCMEASURED POWER LEVELS K=,I2//1H .7P8.3)
COR1=1000.0
DO 155 K=1,NC
N6=MP(K)
DO 155 J=1,N6
155 RATIO (K,J) = CORCOU(K,J)/CCR1

```
```

C ERINT OUT THE CORRECTED IATA POINTS
DO 156 K=1,NO
N7=MF(K)
WRITE(6,16C)(JZZ,K,J,X (K,J),Y(K,J),FATIO(K,J),CORCOU (K,J).
1C(K,J),SUBT(K,J),BKN(K,J),J=1,N7)
160 FORNAT(1H1. 'CORRECTED EATA FCINTS'.//.1H . 2X,'P.N.'.4X,'K'.
14X,'J',4X,'X(K,J)',4X,'Y(K,J)',4X,'RATIC(K,J)',4X
2'Corcoo (K,J)',4x,'C (K,J)',7x,'Subt (K,J)',6X,'bKN(K,J)'.//
3(1H,2X,I2,3X,I3,3K,I3,3X,F7.3,3X,F7.3,4X,F8.3,6X,F9, 1,7X,
4F8.2,6X,F8.2,5x,F8.2))
WRITE(7,40C 1) (CCRCOU(K,J),J=1,N7)
4001 FORMAT (10FR.2)
156 CONTINUE
3002 CONTINUP
STOP
END

```

\section*{APPENDIX D}

\section*{Computer Code COREFAC}
```

    COREPAC
    CODE USING GAMSCAN DATA tC fETfrmiNE CCgE peaking factors
        DIMENSICN COE(14),X(67), Y(67),NMT (14,5),CCRRAT (14,67),ONIT(67),
        $CTAR (67),PTRAT (67),PLTAVG(14,5),PLTNT(14,5),PLTRAT(14,5),ARGT (67)
        INPUT SECTICN
        READ(5,1C) NC,NZG,MZS
    NO IS THE NUMBFR OF IRRADIATICNS PERFORMED
    NZG IS THE NUMBER OF PLATES SCANNED PER IRRALIATION
    MZS IS THE NUMEER OF POINIS SCANNED pER fLatE
        FORMAT (3I5)
        READ (5,15) (COB(K),K=1, NC)
    COB(K) IS THE CCBALT FCIL CCUNT FOR THE KTH IRRADIATION
        FORMAT (10F8.2)
        SMCCB=9999999.
        DO 17 K=1,NC
        IF (COB(K).IE.SMCCB) SMCCB=COB(K)
    SmCOB IS the SMALLEST COERLT FOIL COUNT
        READ (5,20) (X (I),Y(I),I=1,MZS)
    X(I),Y(I) ARE THF X AND Y CCCFDINATES OF TEE ITH POINT
        FORMAT (10F8.4)
        READ (5,22) ((NGT(K,JZZ),JZZ=1,NZG),K=1,NO)
    HWT(K,JZZ) IS THE WEIGHTING FACTOR FOR THE JZZ RLATE IN THE
        kTh IrradiaticN
        FORMAT (10IE)
        READ (5,23) (ARGT(I),I=1,MZS)
    ABWT(I) IS THE fFFECTIVE ANEA OF THE ITH PCINT
        PORMAT (10F8.5)
        fa calculaticn
        DO 200 JZZ=1.NZG
        DO 100 K=1,NC
    ```
```

        READ (5,30) (COREAT (K,J),J=1,M2S)
    CORRAT(K,J) Is the CORRECTEL COUNTS from GAMSCAN FOR the
        kth IRRADIATICN AND THE JTH POINT
    30 FORMAT (10F8.2)
SUM=0.0
COBALT POIL CCERECTICN
DO 45 J=1,MZS
CORRAT (K,J)=CCRRAT (K,J)* (SMCOB/COB(K))
UNIT (J)=(CCFRAT(K,J))/(.5*.125)
ONIT(J) IS THE CCUNT PER UNIT AREA FCR the JIH point
CTAR(J)=(UNIT(J)) * ARWT(J)
CTAR(J) IS THE NUMBER CP CCUNTS FOR THE JTH POINT
SUM=SUM+CTAF(J)
45 CONTINUE
PLTAVG (K,JZ2)=SUM/45.504
plTAVG(K,JZZ) IS THE AVERAGE COUNT PER UNIT AREA POR THE
JZZ flate IN THE KTH IRRA[IATION
DO 47 J=1,MZS
PTRAT(J) =UNIT(J)/PITAVG(K,JZZ)
C ftrat(J) IS the ratio of the counts at the jth point to the
C plate average counts
4 7 CONTINUE
WRITE (6,50) (JZZ,K,X(J),Y(J),CORRAT(K,J),UNIT(J),ARWT(J),
\$CTAR(J), PTGAT (J),J=1,MZS)

```

```

    $'UNIT',5X,'AREA WT',5X,'CTAR',9X,'PTRAT',//(7X,I2,6X,I2,3X,
    $F7.3,2X,F7.3,2X,F9.1,4X,F9.1,4X,F8.5,4X,F9.1,4X,F7.4))
        WRITE (6,55) JZZ,PLTAVG(K,JZZ)
        format (5x,'the average counts for plate no e,I2,' IS ',F9.2)
        CONTINUE
        COntINUE
    C
FR CAlCUlaticN
C

```
```

        SUMM=0.0
        DO 400 K=1,NC
        DO 300 JZZ=1,NZG
        PLTWT(K,JZZ)=(PLTAVG(K,JZZ))*(NWT (K,J2Z))
    PLTHT(K,JZZ) IS THE AVERAGE COONTS FOR TEE JZZ PLATE IN THE
        kth Irradiation multifiled by the weighting factor of
    C KTH IRRADT
300 SUMGi=SUMH+FITMT(K,JZZ)
400 CONTINUE
CORAVG=SUMM/360
C Coravg IS the count for the average plate in the core
DO 450 K=1,NO
DO 420 JZZ=1,NZG
PLTRAT(K,JZZ)=(PLTAVG(K,JZZ))/CORAVG
CONTINUE
hRITE (6,460)
FORAAT (1H1,'the following data IS FOR the nhole CORE')
URITE (6,470)
470 FORMAT (3x,'IRR NO', 3x,'flate NO'.8X,'Plate avg', 3x,' |EIGHT '.
\$'FACTOR',6X,'PLATE RAIIC')
NRITE (6,48C) ((K,JZZ,FLTAVG(K,JZZ),NWT(K,JZZ),PLTRAT(K,JZZ).
\$JZZ=1,NZG),K=1,NO)
480 FORMAT (4X,I2,9X,I2,9X,F9.1,9X,I3,9X,F8.4)
HRITE (6,500) CORAVG
500 FORMAT (2X,'THE AVERAGE CCUNTS FOR THE WHCLE CORE IS 1,F9.2)
STOP
END

```

\section*{APPENDIX E}

MACABRE Computer Code Output for Element in Position A-2 in Core I
\[
\begin{aligned}
& \text { Reactor Power }=5.0 \mathrm{MW} \\
& \text { Primary Coolant Flow }=2000 \mathrm{gpm} \\
& \text { Inlet Coolant Temp. }=116.0^{\circ} \mathrm{F} .
\end{aligned}
\]
Nominal Fuel Channel Dimensions
mitra temp oistrituticie core i-a-2
INTEGER ARRAV
\(\qquad\)
\(\qquad\) \(\because\)
floating point single value arrát
1


\section*{} 1.90000000 \(1.90000 \times 0\) 1.90000400 \(1.90000+00\) 1.90000000
1.90000000 \(1.90000+00\) 1. \(90007+00\)

\section*{floating point array oata}



\section*{MITRZ TEMP DISTRIBUTIDN CURE 1 A-2}

\(\qquad\)

MITRZ TEMP DISTRIBUTION CORE 1 a-2
MESH POINT - 3


MITRZ TEMP DISTRIBUTION CORE 1 A-2
MESH POINT - 5
DX \(=0.02960\) FT.


\footnotetext{
--...- -..........
}


MITRZ TEMP OISTRIBUTION CORE 1 A-2
MESH POINT - 7


\footnotetext{
\(\cdots \cdot \cdots-\)

}


MITRZ TEMP DISTRIBUTION CORE 1 A-2
MESH POINT - 11
\(\overline{D X}=0.02960\) FT.


\section*{mitrz temp distrieution core 1 A-2}



MITRZ TEMP DISTRIBUTION CORE 1 A-2
mesh paint - 15

\(\qquad\)

\section*{MITRZ TEMP DISTRIQUTION CORE 1 A-2}

MESH POINT - 17


\section*{MITR2 TEMP OISTRIBUTION CORE 1 A-2}

\section*{MESH POINT - 19}


\section*{MITRZ TEMP DISTRIQUTION CORE 1 A-2}

MESH POINT - 21

\(\qquad\)



MITR2 TEMP DISTRIBUTION CORE 1 A-2
MESH POINT - 27


MITRZ TEMP DISTRIBUTION CCRE 1 A-2
थESH POINT - 29


\section*{MITR2 TEMP DISTRIBUTION CORE 1 A-2}

MESH POINT - 31


mitrz temp oistribution core 1 a-2
MESH POINT - 35

\(\qquad\)

MITR2 TEMP DISTRIBUTION CORE I A-2
MESH POINT - 37


MITR2 TEMP DISTRIBUTION CORE I A-2
PESH POINT - 39

\(\qquad\)

MITRZ TEMP DISTRIBUTION CORE I A-2
mESM POINT - 4!


\section*{MITRZ TEMP DISTRIBUTION CORE I A-2}

MESH POINT - 43


\footnotetext{

}

mitra temp oistribution core i a-z
mesh point - 47

\(\qquad\)

\section*{MITRZ TEMP DISTRIBUTION CORE 1 A-2}

,
mitre temp oistribution core 1 a-2
mesh point - \(5 i\)



\section*{MESH PCINT - 55}

\section*{OX \(=0.02960\) FT.}



MITRZ TEMP DISTRIQUTION CORE 1 a-2
MESH POINT - 59

\(\ldots, \ldots\)

MITRZ TEMP DISTRIBUTION CORE \(\overline{1}\) A-2
MESH POINT - 61

\(\qquad\)

\section*{mesh point - 63}



\section*{APPENDIX \(F\)}

\section*{Sample Data Sheets}
1) Irradiation Data Sheet (Element Irradiation)
2) Plate Scanning Data Sheet
3) GAMSCAN INPUT DATA SHEET
4) Irradiation Data Sheet (Copper Wire Irradiation)
5) Copper Wire Data Sheet
6) Copper Wire Resonance Correction Sheet
IRRADIATION \#2 DATE October 16, 1975

GAMSCAN REFERENCE IRRADIATION \#1*
TIME REACTOR POWER LEVELED \(\underline{1422}\)
TIME REACTOR SHUTDOWN 1522

ELEMENT POSITION C-g
\begin{tabular}{c|c|c|c|c}
\begin{tabular}{c} 
Ten Minute \\
Interval
\end{tabular} & \begin{tabular}{c} 
Channel \\
7
\end{tabular} & \begin{tabular}{c} 
Channel \\
5
\end{tabular} & \begin{tabular}{c} 
Channel \\
6
\end{tabular} & \begin{tabular}{c} 
Ave. on \\
Channel 7 \\
for \\
Interval
\end{tabular} \\
\hline 1 & \(.5 \times 10^{-6}\) & \(19 \mu \mathrm{a}\) & & \(.5 \times 10^{-6}\) \\
\hline 2 & \(.5 \times 10^{-6}\) & \(19 \mu \mathrm{a}\) & & \(.5 \times 10^{-6}\) \\
\hline 3 & \(.5 \times 10^{-6}\) & \(19 \mu \mathrm{a}\) & & \(.5 \times 10^{-6}\) \\
\hline 4 & \(.5 \times 10^{-6}\) & \(19 \mu \mathrm{a}\) & & \(.5 \times 10^{-6}\) \\
\hline 5 & \(.5 \times 10^{-6}\) & \(19 \mu \mathrm{a}\) & & \(.5 \times 10^{-6}\) \\
\hline 6 & \(.5 \times 10^{-6}\) & \(19 \mu \mathrm{a}\) & & \(.5 \times 10^{-6}\) \\
\hline
\end{tabular}

Note* Irradiation numbers in GAMSCAN and COREFAC are 1 less than the irradiation number listed in the raw data sheet because the actual irradiation \#l was only a trial irradiation.

PLATE SCANNING DATA SHEET
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline & \multicolumn{3}{|l|}{\multirow[t]{2}{*}{IRRADIATION \# 2 GAMSCAN IRRADIATION}} & & \multicolumn{3}{|l|}{PLATE \# GP-64} & \begin{tabular}{l}
DATE \\
SHEET
\end{tabular} & October 16, 1975 \\
\hline & & & & \# 1 & Co FO & IL \# & 2 & SHEET \#1 & \\
\hline Time & Lath Tab Reading Y & \begin{tabular}{l}
ble gs \\
X
\end{tabular} & & Original Count & Fuel Coordi
\[
\mathrm{Y}^{1}
\] & Meat inates
\[
x^{1}
\] & U Foil Counts & Point Number & Corrected Counts from GAMSCAN \\
\hline 1739 & 3 & 23 & & 739 & & & & & \\
\hline 1742 & 3 & 227 & 7/8 & 974 & & & & & \\
\hline 1744 & 3 & 22 & 3/4 & 1330 & 1.0 & -0.125 & 5645 & \(J=1,2,3\) & 1084 \\
\hline 1746 & 2 5/16 & 221 & 11/16 & 1079 & 1.6875 & 0.0 & 5782 & 4 & 728 \\
\hline 1747 & 3 & 221 & 11/16 & 1638 & 1.0 & 0.0 & & 15 & 1577 \\
\hline 1750 & 3 11/16 & 22 & 11/16 & 1388 & 0.3125 & 0.0 & & 6 & 1233 \\
\hline 1752 & \(25 / 16\) & 22 & 5/8 & 1850 & 1.6875 & 0.0625 & 5463 & 7 & 1984 \\
\hline 1753 & 3 & 22 & 5/8 & 6152 & 1.0 & 0.0625 & & 8 & 8837 \\
\hline 1754 & \(311 / 16\) & 22 & 5/8 & 4172 & 0.3125 & 0.0625 & & 9 & 5737 \\
\hline 1756 & \(25 / 16\) & 22 & 9/16 & 4542 & 1.6875 & 0.125 & & 10 & 6437 \\
\hline 1757 & 3 & 22 & 9/16 & 11807 & 1.0 & 0.125 & & 11 & 18430 \\
\hline 1758 & \(311 / 16\) & 22 & 9/16 & 8650 & 0.3125 & 0.125 & & 12 & 13356 \\
\hline 1800 & \(25 / 16\) & 22 & 1/2 & 8706 & 1.6875 & 0.1875 & & 13 & 13561 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[b]{4}{*}{Time} & \multicolumn{3}{|l|}{IRRADIATION \# 2} & \multicolumn{2}{|l|}{} & \multicolumn{2}{|r|}{PLATE} & GP-64 & DATE & October 16, 1975 \\
\hline & GAMSCAN I & RRAD & IATIO & N \# & 1 & & Co FOIL & \# 2 & SHEET & \#2 \\
\hline & \multicolumn{3}{|l|}{Lath Table Readings} & \multicolumn{2}{|l|}{\multirow[b]{2}{*}{Original Count}} & \multicolumn{2}{|l|}{Fuel Meat Coorainates} & \multirow[b]{2}{*}{U Foil Counts} & \multirow[b]{2}{*}{Point Number} & \multirow[t]{2}{*}{Corrected Counts from GAMSCAN} \\
\hline & Y & X & & & & \(\mathrm{Y}^{1}\) & \(\mathrm{x}^{1}\) & & & \\
\hline 1801 & 3 & & 1/2 & 16769 & & 1.0 & 0.1875 & & 14 & 27396 \\
\hline 1802 & 3 11/16 & & 1/2 & 13336 & & 0.3125 & 0.1875 & & 15 & 21916 \\
\hline 1804 & \(25 / 16\) & & 3/8 & 13093 & & 1.6875 & 0.3125 & & 16 & 21537 \\
\hline 1805 & 3 & & 3/8 & 15106 & & 1.0 & 0.3125 & & 17 & 25243.6 \\
\hline 1807 & \(311 / 16\) & & 3/8 & 14628 & & 0.3125 & 0.3125 & 4926 & 18 & 24795 \\
\hline 1808 & 2 5/16 & & 1/4 & 12757 & & 1.6875 & 0.4375 & & 19 & 21499 \\
\hline 1809 & 3 & 22 & 1/4 & 14280 & & 1.0 & 0.4375 & & 20 & 24436 \\
\hline 1811 & \(311 / 16\) & & 1/4 & 13740 & & 0.3125 & 0.4375 & 4959 & 21 & 23845 \\
\hline 1812 & \(25 / 16\) & 22 & & 12424 & & 1.6875 & 0.6875 & & 22 & 21463 \\
\hline 1814 & 3 & & 1/4 & 13332 & & 1.0 & 0.6875 & & 23 & 23493 \\
\hline 1815 & \(311 / 16\) & & 1/4 & 13186 & & 0.3125 & 0.6875 & & 24 & 23390 \\
\hline 1818 & \(25 / 16\) & 21 & 1/2 & 12319 & & 1.6875 & 1.1875 & 4777 & 25 & 22098 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline & \multicolumn{3}{|l|}{IRRADIATION \# 2} & \multicolumn{2}{|c|}{PLATE} & GP-64 & \multicolumn{2}{|l|}{DATE October 16, 1975} \\
\hline & GAMSCAN IR & RADIATI & N \# 1 & Co & FOIL \# & \# 2 & SHEET \#3 & \\
\hline Time & \multicolumn{2}{|l|}{Lath Table Readings} & Original Count & \multicolumn{2}{|l|}{Fuel Meat Coordinates} & U Foil Counts & Point Number & Corrected Counts from GAMSCAN \\
\hline 1819 & 3 & 21 1/2 & 12483 & 1.0 & 1.1875 & & 26 & 22589 \\
\hline 1820 & \(311 / 16\) & \(211 / 2\) & 12444 & 0.3125 & 1.1875 & & 27 & 22687 \\
\hline 1822 & \(25 / 16\) & 21 & 12812 & 1.6875 & 1.6875 & & 28 & 23782 \\
\hline 1823 & 3 & 21 & 12371 & 1.0 & 1.6875 & & 29 & 23056 \\
\hline 1825 & \(311 / 16\) & 21 & 11809 & 0.3125 & 1.6875 & & 30 & 22229 \\
\hline 1827 & \(25 / 16\) & 20 & 13394 & 1.6875 & 2.6875 & & 31 & 25837 \\
\hline 1828 & 3 & 20 & 13200 & 1.0 & 2.6875 & 4603 & 32 & 25616 \\
\hline 1829 & \(311 / 16\) & 20 & 12637 & 0.3125 & 2.6875 & & 33 & 24615 \\
\hline 1831 & \(25 / 16\) & 19 & 12949 & 1.6875 & 3.6875 & & 34 & 25643 \\
\hline 1832 & 3 & 19 & 13418 & 1.0 & 3.6875 & & 35 & 26843 \\
\hline 1834 & \(311 / 16\) & 19 & 12855 & 0.3125 & 3.6875 & 4504 & 36 & 25971 \\
\hline 1835 & \(25 / 16\) & 18 & 12931 & 1.6875 & 4.6875 & & 37 & 26311 \\
\hline
\end{tabular}

\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multirow[b]{3}{*}{Time} & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{IRRADIATION \# 2 GAMSCAN IRRADIATION}} & & \multicolumn{2}{|r|}{\multirow[t]{2}{*}{\begin{tabular}{l}
PLATE \\
Co FOIL
\end{tabular}}} & \multirow[t]{2}{*}{\[
\frac{G P-64}{2}
\]} & \multirow[t]{2}{*}{DATE SHEET} & Oct.ober 16, 1975 \\
\hline & & & \# 1 & & & & & \\
\hline & Lath T Readi Y & \begin{tabular}{l}
ble gs \\
X
\end{tabular} & Original Count & Fuel Coordi
\[
\mathrm{Y}^{1}
\] & Meat nates
\[
x^{1}
\] & U Foil Counts & Point Number & Corrected Counts from GAMSCAN \\
\hline 1858 & \(311 / 16\) & 15 & 8148 & 0.3125 & 7.6875 & & 51 & 18383 \\
\hline 1900 & \(25 / 16\) & 14 & 5503 & 1.6875 & 8.6875 & & 52 & 11770 \\
\hline 1901 & 3 & 14 & 5223 & 1.0 & 8.6875 & & 53 & 11116 \\
\hline 1903 & \(311 / 16\) & 14 & 5252 & 0.3125 & 8.6875 & & 54 & 10807 \\
\hline 1904 & \(25 / 16\) & 13 & 3763 & 1.6875 & 9.6875 & & 55 & 7590 \\
\hline 1906 & 3 & 13 & 3668 & 1.0 & 9.6875 & & 56 & 7427 \\
\hline 1907 & \(311 / 16\) & 13 & 3865 & 0.3125 & 9.6875 & & 57 & 8005 \\
\hline 1908 & \(25 / 16\) & 9 & 2439 & 1.6875 & 13.6875 & & 58 & 4620 \\
\hline 1910 & 3 & 9 & 2505 & 1.0 & 13.6875 & & 59 & 4859 \\
\hline 1911 & \(311 / 16\) & 9 & 2360 & 0.3125 & 13.6875 & & 60 & 4488 \\
\hline 1913 & \(25 / 16\) & 3 & 1303 & 1.6875 & 19.6875 & & 61 & 2307 \\
\hline 1914 & 3 & 3 & 1352 & 1.0 & 19.6875 & & 62 & 2458 \\
\hline
\end{tabular}


\section*{GAMSCAN INPUT DATA PREPARATION SHEET}

\begin{tabular}{|c|c|c|}
\hline IRRADIATION & \#2 & PLATE \#6P-64 \\
\hline J & \begin{tabular}{l}
TI (J) \\
Time from Start of Irradiation in Min.
\end{tabular} & \[
\begin{gathered}
C(J) \\
\text { Original Counts }
\end{gathered}
\] \\
\hline 16 & 222 & 13093 \\
\hline 17 & 223 & 15106 \\
\hline 18 & 225 & 14628 \\
\hline 19 & 226 & 12757 \\
\hline 20 & 227 & 14280 \\
\hline 21 & 229 & 13740 \\
\hline 22 & 230 & 12424 \\
\hline 23 & 232 & 13332 \\
\hline 24 & 233 & 13186 \\
\hline 25 & 236 & 12319 \\
\hline 26 & 237 & 12493 \\
\hline 27 & 238 & 12444 \\
\hline 28 & 240 & 12812 \\
\hline 29 & 241 & 12371 \\
\hline 30 & 243 & 11809 \\
\hline 31 & 245 & 13394 \\
\hline 32 & 246 & 13200 \\
\hline 33 & 247 & 12637 \\
\hline 34 & 249 & 12949 \\
\hline 35 & 250 & 13418 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline IRRADIATION & \#2 & PLATE \#6P-64 \\
\hline \(J\) & ```
    TI (J)
Time from Start of
Irradiation in Min.
``` & \[
\begin{gathered}
C(J) \\
\text { Original Counts }
\end{gathered}
\] \\
\hline 36 & 252 & 12855 \\
\hline 37 & 253 & 12931 \\
\hline 38 & 256 & 13413 \\
\hline 39 & 257 & 12822 \\
\hline 40 & 261 & 12631 \\
\hline 41 & 262 & 11965 \\
\hline 42 & 264 & 11508 \\
\hline 43 & 266 & 11652 \\
\hline 44 & 267 & 11778 \\
\hline 45 & 268 & 11096 \\
\hline 46 & 269 & 10442 \\
\hline 47 & 271 & 10442 \\
\hline 48 & 272 & 10143 \\
\hline 49 & 274 & 8477 \\
\hline 50 & 275 & 8244 \\
\hline 51 & 276 & 8148 \\
\hline 52 & 278 & 5503 \\
\hline 53 & 279 & 5223 \\
\hline 54 & 281 & 5052 \\
\hline 55 & 282 & 3763 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline IRRADIA & \# 2 & PLATE \#6P-64 \\
\hline J & \begin{tabular}{l}
TI (J) \\
Time from Start of Irradiation in Min.
\end{tabular} &  \\
\hline 56 & 284 & 3668 \\
\hline 57 & 285 & 3865 \\
\hline 59 & 288 & 2505 \\
\hline 60 & 289 & 2360 \\
\hline 61 & 291 & 1303 \\
\hline \% 62 & 292 & 1352 \\
\hline 63 & 294 & 1309 \\
\hline 64 & 295 & 776 \\
\hline 65 & 295 & 776 \\
\hline 66 & 295 & 776 \\
\hline
\end{tabular}

\section*{IRRADIATION DATA SHEET}

IRRADIATION \#17
DATE November 7, 1975
TIME REACTOR POWER LEVELED 1120
TIME REACTOR SHUTDOWN
\begin{tabular}{l} 
SPECIAL DETAILS OF \\
IRRADIATION
\end{tabular}

Period Channel Levels
Channel \#1-3.1 \(\times 10^{-6} \quad\) Wire \(N\) Spider hole \#l Channel \#2-9.5 \(\times 10^{-7}\) Channel \#3-1.8×20

Wire M Deep Drill Hole \#4 7-3/4
Wire \(F\) 3GV5 below
Wire E Channel 11\(\}\) A2 (4M41) Channel 2\(\}\)
\begin{tabular}{c|c|c|c|c}
\begin{tabular}{c} 
Ten Minute \\
Interval
\end{tabular} & \multicolumn{2}{|c|}{\begin{tabular}{c} 
Channel \\
7 \\
Recorder
\end{tabular}} & \begin{tabular}{c} 
Chammeter \\
5
\end{tabular} & \begin{tabular}{c} 
Ave. on \\
Channel 7 \\
for \\
Interval
\end{tabular} \\
\hline 1 & 50.2 & 48.8 & 18.8 & 9.0 \\
\hline 2 & 49.8 & 48.4 & 18.8 & 9.0 \\
\hline 4 & 49.8 & 48.4 & 18.8 & 9.0 \\
\hline 4 & 49.9 & 48.4 & 18.8 & 9.0 \\
\hline 5 & 49.9 & 48.4 & 18.8 & 9.0 \\
\hline 6 & 49.9 & 48.4 & 18.8 & 9.0 \\
\hline
\end{tabular}

COPPER WIRE DATA SHEET

IRRADIATION \#17
DATE NOvember 7, 1975
WIRE \# N

\section*{Co FOIL \\ \#17}

LOCATION OF WIRE TIP: Spider Hole \#l
Tip of Wire 27" from Tip of holder
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline Time of Start of Count & Lath Readj X & \begin{tabular}{l}
ble \\
gs \\
Y
\end{tabular} & (4 minute counts) Original Counts & \begin{tabular}{l}
Distance fro Tip of Wire \(x^{1}\) \\
(inch)
\end{tabular} & Decay Time (minutes) & Counts Corrected for Background and Decay \\
\hline 1324 & 23 & 3 & 216 & & 64 & 0 \\
\hline 1328 & \(223 / 8\) & 3 & 4357 & -1 5/16 & 68 & 4402.6 \\
\hline 1333 & 22 & 3 & 4311 & - 11/16 & 73 & 4373.4 \\
\hline 1337 & 21 & 3 & 3158 & 5/16 & 77 & 3153.3 \\
\hline 1342 & 20 & 3 & 2246 & \(15 / 16\) & 82 & 2185.6 \\
\hline 1346 & 19 & 3 & 1958 & 2 5/16 & 86 & 1882.3 \\
\hline
\end{tabular}



COPPER WIRE RESONANCE CORRECTION SHEET
\begin{tabular}{rrr} 
CASE & \#ll & LOCATION OF WIRE TIP: \(271 / 4\) \\
WIRE & N & from top edge of hold down \\
grid plate - Spider Hole \#l
\end{tabular}
\begin{tabular}{|c|c|c|c|}
\hline Distance from Wire Tip to Collimator Centerline & Counts Corrected for Background, Decay, and Power & \[
\begin{gathered}
\frac{\varnothing_{2}}{\varnothing_{3}} \\
\text { From } \\
\text { CITATION }
\end{gathered}
\] & Counts Due to Thermal Activation of Copper \\
\hline 5/16 & 4376.7 & . 47 & 2889.5 \\
\hline 11/16 & 4347.7 & . 57 & 2676.9 \\
\hline \(111 / 16\) & 3135.0 & . 8 & 1671.1 \\
\hline \(211 / 16\) & 2172.8 & 1. 35 & 876.7 \\
\hline 3 11/16 & 1871.2 & 1.74 & 644.0 \\
\hline \(411 / 16\) & 1777.2 & 2.6 & 460.6 \\
\hline \(511 / 16\) & 1777.2 & 2.6 & 460.6 \\
\hline 6 11/16 & 1807.4 & 2.6 & 460.6 \\
\hline 7 11/16 & 1887.0 & 3.15 & 424.1 \\
\hline \(811 / 16\) & 1833.2 & 3.15 & 412.0 \\
\hline 9 11/16 & 1655.4 & 3.15 & 372.0 \\
\hline
\end{tabular}
\begin{tabular}{l|c|c|c}
\begin{tabular}{l} 
Distance from \\
Wire Tip to \\
Collimator \\
Centerline
\end{tabular} & \begin{tabular}{c}
\(\frac{\varnothing_{2}}{\varnothing_{3}}\) \\
Counts Corrected \\
Decay, and Power
\end{tabular} & \begin{tabular}{c} 
Counts Due \\
to Thermal \\
From \\
Activation \\
of Copper
\end{tabular} \\
\hline \(1011 / 16\) & 1573.0 & 3.15 & 353.5 \\
\hline \(1111 / 16\) & 1479.2 & 3.5 & 309.8 \\
\hline \(1211 / 16\) & 1369.9 & 3.5 & 283.4 \\
\hline \(1411 / 16\) & 936.3 & 9.25 & 84.1 \\
\hline \(1711 / 16\) & 468.0 & 21.0 & 49.0 \\
\hline \(2111 / 16\) & & & 19.5 \\
\hline
\end{tabular}

George Charman Allen, Jr. was born on February 13, 1948 in Upper Darby, Pennsylvania. His elementary and secondary education were obtained in Drexel Hill, Pennsylvania and Toms River, New Jersey.

Upon graduation he enrolled at Massachusetts Institute of Technology, Cambridge, Massachusetts. While an undergraduate he was a member of Sigma Phi Epsilon, a social fraternity, M.I.T. varsity heavyweight crew team, Mangla Dam study group, and he was elected vice president of the local student chapter of the American Society of Civil Engineers. In 1969, he was accepted into a five year program with the Department of Civil Engineering and the Department of Nuclear Engineering. During the fifth year he was a teaching assistant for the courses, "Nuclear Power Reactors" and "Radiation Shielding." Among the honors he received as an undergraduate was election to Chi Epsilon, a national civil engineering honor society, and twice being a silver medalist in the national intercollegiate rowing championships. In June, 1971, he received a S.B. degree in Civil Engineering and a S.M. degree in Nuclear Engineering. The title of his master's thesis was, "Aspects of a Seismic Analysis of the MITR-II."

Mr. Allen was accepted into the M.I.T. Department of Nuclear Engineering Ph.D. program and awarded the first

Theos J. Thompson Fellowship. He was elected secretary and then president of the local student branch of the American Nuclear Society. In October, 1972, he accepted employment at the M.I.T. Research Reactor as a senior shift supervisor and later as the supervisor for mechanical engineering on the MITR-II modification. Prior technical employment had consisted of three summers with Bechtel Corporation and one summer with the Army Corps. of Engineers. Mr. Allen is married to the former Carol Iris Gibbs of Skillman, New Jersey.```


[^0]:    *Blade hejght for irradiations was 8.6 inches.

[^1]:    * T/C \#ll at bottom of spider hole \#1, T/C \#19 in upper pool at level of outlet pipes.

[^2]:    DSSRIPTIOY OR HICROSCQPIC CROSS SECTIUNS
    
    
    
    

    IMPOT NUCLIDE OENSITIES (NUCLIDE NUBER - DBNSITY)
    
    zones $2-2$ SUS-zONE YHDICATOA 0 AND CONTKOL OPTION 0
    
    
    
    
    

    2OMES $11-11$ SUR-2ONE INOICATOR_O AND CONTROL OPTICK_O
     $54 \quad 6.023008=02$
    
     $28 \quad 4.39000 \mathrm{E}-04 \quad 29 \quad 3.35900 \mathrm{E}-05 \quad 30 \quad 3.18300 \mathrm{z}-02 \quad 31 \quad 1.54500 \mathrm{E}-\mathrm{t} 2$

