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ABSTRACT

Weaver, Andrew B. PhD, Purdue University, May 2015. Assessment of High-Fidelity
Collision Models in the Direct Simulation Monte Carlo Method . Major Professor:
Alina Alexeenko.

Advances in computer technology over the decades has allowed for more complex

physics to be modeled in the DSMC method. Beginning with the first paper on

DSMC in 1963, 30,000 collision events per hour were simulated using a simple hard

sphere model. Today, more than 10 billion collision events can be simulated per hour

for the same problem. Many new and more physically realistic collision models such

as the Lennard-Jones potential and the forced harmonic oscillator model have been

introduced into DSMC. However, the fact that computer resources are more readily

available and higher-fidelity models have been developed does not necessitate their

usage. It is important to understand how such high-fidelity models affect the output

quantities of interest in engineering applications. The effect of elastic and inelastic

collision models on compressible Couette flow, ground-state atomic oxygen transport

properties, and normal shock waves have therefore been investigated. Recommenda-

tions for variable soft sphere and Lennard-Jones model parameters are made based

on a critical review of recent ab-initio calculations and experimental measurements

of transport properties.
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1. INTRODUCTION

The Direct Simulation Monte Carlo (DSMC) method [1] for rarefied gas flows is based

on kinetic theory formulated centuries earlier. Gassendi has been claimed to be the

father of kinetic theory [2] with his explanation of the three states of matter and the

motion of gas particles. It was nearly 200 years after Gassendi that kinetic theory had

gained substantial attention from such mathematicians and physicists as R. Clausius,

J.C. Maxwell and L. Boltzmann [3], to name a few. The key idea from kinetic theory

is the existence of microscopic particles known as atoms; which, by their chaotic

motion through space, accounts for the macroscopic fluid properties such as density,

pressure, and temperature.

As with the Navier-Stokes equations, very few analytic solutions exist for the

governing equation of rarefied gas flows known as the Boltzmann equation. Solutions

only exist for simple flows such as those in the free molecular regime where the mean

molecular spacing between molecules is so great that they never collide with each

other. Thus, Couette flow, thermophoresis, and transpiration phenomena are prime

examples of the types of problems which may be studied analytically.

Direct solution of the Boltzmann equation is a valid approach to extend the appli-

cation beyond free molecular flows, but is still limited to relatively simple problems.

The number of grid points when considering the three-dimensions in physical space

as well as an additional three in velocity space makes this approach computationally

unfeasible. On the other hand, much like molecular dynamics (MD) is a solution

method for dense gases, the DSMC method is a particle simulation approach which

may be utilized to obtain a solution for dilute gases.

Many of the models most widely used in DSMC are phenomenological in na-

ture and are justified in that the DSMC method itself is a probabilistic approach.

These phenomenological models are calibrated to match experimental values, usu-
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ally to equilibrium conditions as it applies to reaction rates and relaxation times.

The Larsen-Borgnakke (L-B) model [4] is an example of a popular, inelastic collision

model for which translational and internal energies are redistributed between colliding

molecules. While the dissociation rates may compare well with experiments, the relax-

ation process may differ significantly from more physically derived models [5] such as

the forced harmonic oscillator (FHO) model. [6,7] For elastic collisions in which there

is no change in kinetic energy, the variable hard sphere (VHS) proposed by Bird [1,8]

and the variable soft sphere (VSS) proposed by Koura and Matsumoto [9,10] are com-

monly found in DSMC literature. Like the L-B model, the VHS and VSS models are

largely phenomenological, and a more physically realistic model would contain both

short-range repulsive as well as long-range attractive contributions. One such model

is the Lennard-Jones (L-J) model [11], and although its conception dates back to the

mid 1920s, it has seen limited use in DSMC codes due to its relative complexity.

This work focuses on the aforementioned elastic and inelastic collision models and

their effects on DSMC simulations of gas flows. In this chapter, motivations and ap-

plications for the study of high-fidelity collision models in DSMC will be discussed as

well as the goals and objectives. The theory for binary collision dynamics, including

details for computing transport properties from scattering angles, and and introduc-

tion to the DSMC method is presented in Chapter 2. DSMC simulations of Couette

flows using VHS/VSS and L-J models are presented in Chapter 4 along with VSS and

L-J model parameter recommendations for 8 common gases. Binary scattering angle

and collision cross-section calculations for the ground state of atomic oxygen collisions

are also presented in Chapter 4. Inelastic collision modeling is described in detail in

Chapter 5, and a consistent Born-Mayer-FHO model is compared to both VSS-FHO

and VSS-LB models for energy relaxation in a 0-D heat bath and 1-D normal shock

wave. Concluding remarks and summaries are made in Chapter 6.
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1.1 Motivation and Background Information

Thanks to the shrinking physical size of the transistors, more may be manufactured

on a single CPU in an effort to improve clock speed. Recently, however, it has

been easier to simply increase the number of processors rather than improve the

performance of a single CPU core due to power and heat constraints as well as physical

limit of transistor size. [12] Since 2005, multicore CPU’s have become mainstream

for scientific computing. The development has thus largely followed Moore’s law of

doubling the number of transistors every two years, as depicted in figure 1.1(a). Today,

GPU’s are being used to further accelerate the solution algorithm for computationally

intensive problems, including computational fluid dynamics (CFD). [13,14]

As computational power grows an increasing number of physics may be feasibly

modeled. Dating back to 1963, the first paper on DSMC [15] as it is known today, per-

tained to the simulation of a 0-D relaxation problem. The simplest known interaction

model, hard-sphere (HS), was used and 30,000 collision events were recorded per hour.

In 1970 two million collision events per hour (nearly 66 times more than in 1963) were

recorded on an IBM 360-75 computer at the California Institute of Technology [16].

The variable hard sphere (VHS) intermolecular model, L-B inelastic collision model,

and the total collision energy (TCE) model for reactions are substantial achievements

to the DSMC method, as they are still commonplace today. Since then, a myriad

of intermolecular models and collision schemes have been implemented including the

majorant frequency [17] (MFS) and no-time counter [18] (NTC) schemes. During the

1990’s there was a large push for accurate vibrational transition modeling, and one

such model is the FHO model implemented into DSMC by Koura and Matsumoto [19]

in 1994. Figure 1.1(b) shows that along with the drastic increase in the number of

simulated collisions per hour, the number of papers per year related to DSMC has

also been on the rise.

The technological advancement has also pushed the physical chemistry community

to explore ab-initio potentials via the solution of the Schrödinger wave equation. [20–
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(a) Moore’s Law for CPU’s. Notation as fol-

lows: A=Acorn, I=Intel, M=Motorola, Z=Zilog,

( )=Moore’s Law

(b) Growth of DSMC users and capabilities

Figure 1.1.. Moore’s Law and the development of DSMC

26] These intermolecular interactions are fundamental to the DSMC method and

are therefore worthwhile to study within the DSMC framework itself. Under which

conditions and for which applications do the more complex potentials differ from the
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simpler, phenomenological models? What is the computational cost of utilizing more

complex potentials in DSMC? These are the sort of questions driving the research

presented in this dissertation.

1.2 Applications for High-Fidelity Collision Modeling in DSMC

There are a wide variety of applications which may benefit from high-fidelity colli-

sion modeling. Ranging from low-temperature gas flows such as supersonic expansion

experiments [27] or sputter deposition to high-temperature gas flows encountered in

hypersonic cruise and reentry, the use of more physically accurate collision models

helps us to better understand and predict the observed phenomena.

First, consider the impact of the background gas collision model on sputter de-

position. This is one method used in material processing to deposit a thin film on

a substrate, and the development of the M1 elastic collision model was motivated

by the need for an improved representation of the sputtering deposition rates. [28]

In such conditions the attractive term in the intermolecular potential becomes sig-

nificant, and its inclusion in the M1 model predicted a lower peak concentration of

target atoms (Ti) than the standard VHS model.

Another example is the rate of NO formation due to hypersonic flight through

air. At such high temperatures, the attractive part of the potential is insignificant,

and a softer, exponential repulsive potential is a more accurate representation of the

collision cross-section than the VHS and even L-J models [28]. The formation of

NO typically occurs through the N2 + O → NO + N exchange reaction and the

rate is therefore strongly dependent on the number densities of molecular nitrogen

and atomic oxygen. Since this reaction, as well as the formation of atomic oxygen

through dissociation, is more probable at higher ro-vibrational levels, it is important

to use a higher-fidelity model which can more accurately represent this excitation

process.
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1.3 Goals and Objectives of the Dissertation

The advancement in computer technology has allowed for more accurate modeling

of pertinent physics, and it is useful at this point to ascertain the benefits and costs

of such implementations. The major goal of this dissertation is to explore and assess

the performances of select higher-fidelity collision models in DSMC relative to those

commonly used today. These collision models may be categorized into two groups:

elastic and inelastic. The objectives for elastic collision models are as follows:

Objective 1 Study the effects of intermolecular potentials on shear stress and vis-

cosity in the transitional regime.

Objective 2 Compare VSS and L-J models for viscosity to experiments through

DSMC simulations of Couette flow.

Objective 3 Compute scattering angles, total collision cross-sections, and transport

collision integrals for ground state atomic oxygen using a variety of empirical

and ab-initio potentials.

Likewise for inelastic collision models, the objectives are as follows:

Objective 1 Investigate optimal implementation of FHO model into DSMC.

Objective 2 Formulate a consistent elastic collision model to be used with the FHO

model.

Objective 3 Compare L-B and FHO models for relaxation times and temperature

evolutions in a 0-D heat bath simulation.

Objective 4 Compare density and temperature profiles across a normal shock wave

using the newly formulated, consistent elastic collision model.
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2. KINETIC THEORY FOR THE CALCULATION OF

TRANSPORT PROPERTIES

The theory for binary collision dynamics is based on classical mechanics. Two par-

ticles with velocities c1 and c2 and separated by a distance, r, approach each other.

As a result of the collision, the two particles are scattered by an angle, χ, with post-

collision velocities c∗1 and c∗2. It is typical to work in a fixed scattering center frame

of reference as illustrated in figure 2.1. In this frame of reference, the magnitude of

relative collision velocity defined as the velocity of particle 1 with respect to particle

2, cr = c1 − c2, is unchanged as a result of the collision. Thus, c∗r = cr. An impact

parameter, b, dictates the separation distance measured perpendicular to the relative

collision velocity. There is a head-on collision when the impact parameter is zero,

and no collision as the impact parameter approaches infinity. The angle at which the

colliding particles scatter is dependent on the intermolecular potential in addition to

the relative collision velocity and impact parameter.

Figure 2.1.. Binary scattering diagram in the fixed scattering center frame
of reference
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The intermolecular potential specifies the forces attracting and repelling the collid-

ing particles, and are typically categorized as either long-range or short-range forces,

respectively. When particles are close enough such that their electron clouds are in-

teracting, a strong repulsive force is exerted. Long-range forces, on the other hand,

are a result of electrostatic, induction, and dispersion forces. Figure 2 illustrates the

differences in the long-range forces.

(a) Electrostatic (b) Induction

(c) Dispersion

Figure 2.2.. Schematics of long-range intermolecular forces

Electrostatic forces are caused by charged-particle charged-particle interactions.

Thus, the interactions of ions and electrons are subject to this type of force. The

most common model is the Coulomb potential,

ϕ(r) = ke
(+C)(−C)

r
, (2.1)

which has a long-range force due to the two charges, +C and −C. Coulomb’s con-

stant, ke, is inversely proportional to the permittivity denoted by ϵ0. The form of

the Coulomb potential in Eq. (2.1) implies that like charges will repel while opposite

charges will attract. Molecules with permanent dipole moments or quadrupole mo-

ments also experience electrostatic forces, but have a smaller range of influence. For

a dipole-dipole interaction, the potential scales as r−3 and for quadrupole-quadrupole

interactions the potential scales as r−5.
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Induction forces occur when a charged particle interacts with a neutral particle.

The charge induces a polarity in the neutral particle; thereby creating an attractive

force. The potential energy depends on the polarizability of the neutral particle, α,

the charge of the charged particle, C, and the intermolecular separation distance, r,

as

ϕ(r) = −C2α

2r4
. (2.2)

A molecule with a permanent dipole moment may also induce a polarity in the neutral

particle; thereby causing an induction potential energy which scales as r−6.

The last type of long-range force is the dispersion force (also called induced-

dipole induced-dipole force) acting between two neutral particles. The latter term,

induced-dipole induced-dipole force, is perhaps more descriptive of the nature of this

force in that two non-polar molecules may instantaneously align opposite charges

causing instantaneous dipole moments. Thus, even non-polar molecules may exert

attractive forces at long-range distances depending on the characteristic energies and

polarizabilities. The potential for dispersion has the form,

ϕ(r) = −3

2

(
hν1hν2

hν1 + hν2

)
α1α2

r6
. (2.3)

Induced-dipole induced-quadrupole and induced-quadrupole induced-quadrupole in-

teractions result in dispersion potential energies which scale as r−8 and r−10, respec-

tively.

Binary collisions may be adequately described using classical mechanics and as-

suming point centers of mass when two conditions are met. First, quantum effects

become important when the molecular dimensions are on the order of the de Broglie

wavelength [29],

L ∼ h

p
. (2.4)

In Eq. (2.4) L is the molecular dimension (usually specified as the square root of

momentum-transfer cross-section) and the ratio of Planck’s constant to momentum

is known as the de Broglie wavelength. If a hard sphere of diameter, d, is assumed
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for the intermolecular potential and the most probable thermal speed at equilibrium

is assumed for the momentum, p, then

L ∼ h

p
⇒

√
πd2 ∼ h√

2kTm
. (2.5)

This condition will therefore be satisfied for most neutral gases as long as the mass

and temperatures are large enough. Light gases such as hydrogen and helium are most

likely to break this condition at low temperatures. The second condition is that the

intermolecular potential is spherically symmetric. When the intermolecular potential

is spherically symmetric, the orientation of the colliding particles is inconsequential

and point centers of mass is a valid assumption.

Transport properties including self-diffusion coefficient, viscosity, and thermal con-

ductivity may be computed from scattering angles assuming spherically symmetric

potentials and only elastic collisions. Often times, non-spherical potentials such as

the Stockmayer potential are averaged over all orientations such that they become

spherically symmetric. For the formulations which follow, this assumption is neces-

sary. As binary scattering angles are fundamental to all other properties discussed in

this section, we will begin with the scattering angles.

The scattering angles may be computed for any spherically symmetric potential

assuming negligible diffraction from quantum effects as

χ (ϵ, b) = π − 2b

∞∫
rmin

dr/r2√
1− b2

r∗2
− ϕ(r)

ϵ

. (2.6)

The lower limit of integration, rmin, is the distance of closest-approach depending on

the impact parameter, b, relative collision energy, ϵ, and the intermolecular potential,

ϕ(r). The distance of closest-approach may be determined from the root,

rmin = root

[
1− ϕ(r)

1
2
mrc2r

− b2

r2

]
, (2.7)

where mr is the collision-reduced mass, mr = m1m2/(m1 +m2) and cr is the relative

collision velocity.
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Transport cross-sections are integrals over the impact parameter as defined as [30]

S(l)(ϵ) = 2π

∫ ∞

0

(
1− cosl χ

)
b db, (2.8)

or

S∗(l)(ϵ∗) =
2(

1− 1+(−1)l

2(1+l)

) ∫ ∞

0

(
1− cosl χ

)
b∗ db∗ (2.9)

in non-dimensional terms; where the reduced collision energy is nondimensionalized

by the potential well depth, ϵ∗ = 1
2
mrc

2
r/ϵ, and the reduced impact parameter is

nondimensionalized by the intermolecular separation distance of zero potential energy,

b∗ = b/σ.

Collision integrals involve integration over collision energies and are defined as [30]

Ω(l,s)(T ) =

√
kT

8πmr

∫ ∞

0

ϵ∗s+1S(l)(ϵ) e−ϵ∗ dϵ∗, (2.10)

or

Ω∗(l,s)(T ∗) =
1

(s+ 1)!T ∗s+2

∫ ∞

0

ϵ∗s+1S∗(l)(ϵ∗) e−ϵ∗/T ∗
dϵ∗, (2.11)

in non-dimensional terms. In the previous non-dimensional equation, the non-dimensional

temperature is expressed as T ∗ = kT/ϵ. Both nondimensional transport cross-

sections, S∗(l), and collision integrals, Ω∗(l,s), are nondimensionalized by the corre-

sponding values for a hard sphere (HS),

S
(l)
HS =

(
1− 1 + (−1)l

2 (1 + l)

)
πσ2, Ω

(l,s)
HS =

√
kT

2πmr

(s+ 1)!

2
S
(l)
HS . (2.12)

Finally, the transport properties may be written directly as a function of the

collision integrals. Chapman-Enskog theory [3] may be applied near equilibrium to

determine a first-order approximation to self-diffusion coefficient in a monatomic gas

as

D
(1)
11 =

3

8

( √
πmkT

ρπσ2Ω∗(1,1)

)
. (2.13)

In the previous expression for self-diffusion coefficient, m is the mass of a single

molecule, T is the temperature, and ρ is the density of the gas. For a pure gas,

Kihara [30] obtained the higher-order approximation to self-diffusion coefficient,

D
(Kihara)
11 = D

(1)
11

[
1 +

(6C∗ − 5)2

16A∗ + 40

]
, (2.14)
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where

A∗ =
Ω∗(2,2)

Ω∗(1,1)

B∗ =
5Ω∗(1,2) − 4Ω∗(1,3)

Ω∗(1,1)

C∗ =
Ω∗(1,2)

Ω∗(1,1) (2.15)

Similarly, the viscosity may be computed using Chapman-Enskog theory [3] to a

first-order approximation in a pure gas as

µ(1) =
5

16

( √
πmkT

πσ2Ω∗(2,2)

)
. (2.16)

Kihara’s higher-order approximation for viscosity [30] is a function of one diagonal

and one off-diagonal collision integral, Ω∗(2,2) and Ω∗(2,3).

µ(Kihara) = µ(1)

[
1 +

3

49

(
4Ω∗(2,3)

Ω∗(2,2) − 7

2

)2
]

(2.17)

A more rigorous formulation is provided in Chapman and Cowling [3] which results in

nearly the same higher-order correction as Kihara [30]. Figure 2.3 shows the difference

in the higher-order correction for viscosity between Chapman and Cowling’s and

Kihara’s formulation assuming a L-J potential. The maximum difference in this range

is 0.035% near a reduced temperature of 40. For reference, this would correspond to

a temperature of nearly 5,000 K for argon gas.

Lastly, the thermal conductivity of a pure gas may be computed to a first-order

approximation as

k(1) =
25

32

( √
πmkT

πσ2Ω∗(2,2)

)(
Cv

m

)
=

15

4

k

m
µ(1) . (2.18)

Notice both viscosity and thermal conductivity are linearly related and depend only

on the viscosity-type collision integral, Ω∗(2,2), to a first-order approximation. A

higher-order approximation to the thermal conductivity may also be computed as

obtained by Kihara,

k(Kihara) = k(1)

[
1 +

2

21

(
4Ω∗(2,3)

Ω∗(2,2) − 7

2

)2
]
. (2.19)
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Figure 2.3.. Higher-order approximations to viscosity of a pure gas

For diatomic and polyatomic gases, internal energy modes contribute to the ther-

mal conductivity and Eucken’s formula [31] should be used instead. Eucken’s formula,

k
(1)
Eucken =

1

4
(9γ − 5)

(
Cv

M

)
µ(1) , (2.20)

accounts for the energy transfer from the translational to internal energy modes

through the specific heat at constant volume, Cv. The definition of specific heat

is the change in energy per change in temperature,

Cv,tot

R
=

∂

∂T
(etot) , (2.21)

where the total energy, etot = et + er + ev, is the sum of the energies in each mode.

Thus, we may write the total specific heat, Cv,tot/R, as a sum of the individual specific

heats, Cv,t, Cv,r, and Cv,v.

Beginning with the translational mode, the average translational energy is Et =

3
2
kT . Therefore, the specific heat per unit mass is Cv,t =

3
2
R. Substitution of this

value into Eucken’s formula in Eq. (2.20) would provide the monatomic gas result

shown in Eq. (2.18).
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The energy of the rotational modes may be expressed in terms of the partition

function, [31]

Er = kT 2 ∂

∂T
(ln [Zr]) . (2.22)

The rotational partition function, Zr, is the same for both diatomic and linear poly-

atomic molecules, and is expressed as

Zr =
1

σ

T

θr
, (2.23)

where σ is the symmetry factor (2 for symmetric molecule and 1 otherwise) and θr

is the characteristic rotational temperature. The specific heat is then equal to R for

both diatomic and linear polyatomic molecules.

The rotational partition function for non-linear polyatomic molecules is more com-

plicated - involving the three principal axes of rotation about the center of mass,

Iaa, Ibb, and Icc. The partition function for non-linear polyatomic molecules may be

expressed as

Zr =
1

σ

√
πT 3

θAθBθC
, (2.24)

where the symmetry factor, σ, accounts for the number of ways the molecule can be

rotated to result in the same orientation, and θA, θB, and θC are defined as follows.

θA =
h2

8π2kIaa
, θB =

h2

8π2kIbb
, θC =

h2

8π2kIcc
. (2.25)

Thus, as it turns out, the rotational specific heat is simply equal to 3
2
R for non-linear

polyatomic molecules.

Contributions from the vibrational mode may be expressed as a sum over all the

vibrational modes,

Cv,v = R
m∑
i=1

exp
(

θv,i
T

)
(θv,i/T )

2[
exp

(
θv,i
T

)]2 , (2.26)

where m is equal to 3N-5 for linear molecules and 3N-6 for non-linear molecules and

θv,i is the characteristic vibrational temperature of the i− th vibrational mode. More

accurate formulations to correct for anharmonicity are detailed in the JANAF tables
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by Chase et al. [32] The Cv data used in this work for diatomic and polyatomic species

comes from the fit of Cp by Chase [33]; where Cv/M = Cp/M −R. More information

on internal energy contributions to specific heat may also be found in Ref. [31]

In the sections that follow, a few of the common intermolecular potentials will

be introduced. Depending on the potential used, simpler forms of the scattering

angle and transport collision integral may be obtained. Any such simplification will

be provided in the corresponding section for that particular potential. The forms

of the potentials may be observed from figures 2.4(a) through 2.4(f). Note that

the inverse power model illustrated in figure 2.4(c) may be either purely repulsive or

purely attractive; hence the two curves.

2.1 Hard Sphere (HS) Model

By far the simplest model for an intermolecular interaction is the hard sphere

(HS) model. This potential is shown in figure 2.4(a) where the potential energy is

zero everywhere except when the separation distance is less than or equal to the

collision diameter, d.

ϕ(r) =

 ∞ for r ≤ d

0 for r > d
(2.27)

Thus, the HS model is analogous to billiard balls colliding. With the transport

properties expressed in terms of the transport collision integrals nondimensionalized

by the HS values, the transport properties for the HS model are as follows.

D
(1)
11 =

3

8

(√
πmkT

ρπd2

)
(2.28)

µ(1) =
5

16

(√
πmkT

πd2

)
(2.29)

k(1) =
25

32

(√
πmkT

πd2

)(
Cv

m

)
=

15

4

k

m
µ(1) (2.30)
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Scattering angles are independent of the relative collision energy and depend only

on the impact parameter.

χ(b) = 2 cos−1

(
b

d

)
(2.31)

2.2 Variable Hard/Soft Sphere (VHS)/(VSS) Models

In the study of gas flows, accurate predictions of the macroscopic properties are

important, rather than microscopic properties such as accurate intermolecular forces.

Thus, phenomenological models such as the variable hard sphere [1] (VHS) and vari-

able soft sphere [9, 10] (VSS) have a strong basis for use in the computation of gas

flows.

Both the VHS and VSS models have the same infinite repulsion as the HS model

but the collision diameter is varied with collision energy in order to better match

viscosity measurements. With the reference diameter, dref , specified at a reference

temperature, Tref , the diameter varies with relative collision velocity as [1]

dV SS = dref

√
(2kTref/mrc2r)

ω−1/2

Γ(5/2− ω)
. (2.32)

The viscosity index, ω, may vary between 0.5 and 1 depending on the interaction

pair. A value of 0.5 for the viscosity index corresponds to the HS model, while a

value of 1 corresponds to the Maxwell molecule. In the expression for VSS collision

diameter, Γ denotes the Gamma function and mr is the collision-reduced mass, mr =

m1m2/(m1 +m2).

ϕ(r) =

 ∞ for r ≤ dV SS

0 for r > dV SS

(2.33)

With the total collision cross-section being inversely proportional to c2ω−1
r , the

viscosity for both the VHS and VSS models is proportional to a power of temperature,

µ = µref

(
T

Tref

)ω

. (2.34)
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The reference viscosity is may be used to define the reference diameter [1],

dref =

[
5(α + 1)(α+ 2)(mkTref/π)

1/2

4α(5− 2ω)(7− 2ω)µref

]1/2
. (2.35)

The scattering for the VHS model results in diffusion coefficients which are in poor

agreement with measurements. [1, 9, 10] This lead to the development of the VSS

model, which includes an additional model parameter, α, governing the scattering.

When α is unity, the scattering,

χ (b, ϵ) = 2 cos−1

([
b

dV SS

]1/α)
(2.36)

becomes that of the VHS model.

The self-diffusion coefficient for the VSS model may be determined analytically,

based on Chapman-Enskog theory, [1] and is provided in Eq. 2.37.

D11 =
3 (α + 1)

√
π (2kT/mr)

ω

16Γ (7/2− ω)nσT,ref c
2(ω−1/2)
r,ref

(2.37)

The Schmidt number is a ratio of momentum to mass diffusivity,

Sc =
µref

ρ (D11,ref)
, (2.38)

and is useful for relating viscosity and mass diffusion coefficient measurements to the

VSS model parameters, ω and α. For the VSS model, Eq. (2.38) simplifies to [1]

Sc =
2 + α

(3/5) (7− 2ω)α
. (2.39)

2.3 Inverse Power Model

The inverse power model is either purely repulsive or purely attractive, with the

potential energy scaling with a power of the separation distance, ∼ r−n. This potential

is most appropriate to describe the interaction of unbound molecules. Following the

work of Hirschfelder, Curtiss, and Bird [30], the potential may be written as

ϕ(r) =
d

rδ
. (2.40)
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The scattering angle in Eq. (2.6) may be rewritten in terms of the quantities,

y =
b

r
, ymin =

b

rmin

, y0 = b

( 1
2
mc2r
δd

)1/δ

(2.41)

where b is the impact parameter and ymin is the distance of closest approach for the

given impact parameter and collision energy. This distance of closest approach must

be determined numerically from Eq. (2.7) with the inverse power model of Eq. (2.40).

The scattering angle then has the form

χ(y0) = π − 2

∫ ymin(y0)

0

[
1− y2 − 1

δ

(
y

y0

)δ
]−1/2

dy . (2.42)

A tabulation of ymin(y0) and χ(y0) is given in Table III of Hirschfelder, Curtiss, and

Bird [30].

The transport cross-sections and collision integrals may be written in terms of the

quantities in Eq. (2.41) and A(l)(δ) defined as the integral,

A(l)(δ) =

∫ ∞

0

(
1− cosl χ

)
y0 dy0 . (2.43)

The transport cross-sections and collision integrals are then given by Eqs. (2.44) and

(2.45), respectively.

Q(l) =

(
δd

1
2
mrc2r

)2/δ

A(l)(δ) (2.44)

Ω(l,s) =
1

2

√
2πkT

mr

(
δd

1
2
mrc2r

)2/δ

A(l)(δ) Γ

(
s+ 2− 2

δ

)
(2.45)

Numerical values of A(l)(δ) are also tabulated in in table 8.3-3 of Hirschfelder, Curtiss,

and Bird. [30]

2.4 Generalized Hard Sphere (GHS) Model

The GHS model also uses a scattering law similar to the VHS, but the total cross-

section is instead varied with relative collision energy through the sum of two terms

each depending on relative collision energy. The GHS total cross-section, [34]

(σT )GHS = πd2GHS = σ2
LJ

[
α1

(
ϵ

ϵLJ

)−ω1

+ α2

(
ϵ

ϵLJ

)−ω2
]
, (2.46)
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has a set of four constants: α1, α2, ω1, and ω2 which are determined by fitting to

experimental or theoretical viscosity and diffusion coefficients. Apart from the four

fitting parameters, the two parameters from the Lennard-Jones (LJ) intermolecular

potential (σLJ and ϵLJ described later in Section 2.6) are also used; making it a total

of six molecular model parameters.

2.5 Born-Mayer Exponential Repulsive Model

The Born-Mayer exponential repulsive model [35] utilizes an exponential function

to represent the repulsion resulting from the interaction of electron clouds. Thus, the

potential may be expressed as

ϕ(r) = Ae−αr , (2.47)

where A is a scaling parameter and α is the interaction range parameter. These

parameters are set depending on the interaction pair. Inverse power models are known

not to be “soft” enough at higher collision energies, and therefore the exponential

function is preferred under these circumstances. [28]

Scattering angles, transport cross-sections, collision integrals, and properties must

all be evaluated numerically from Eqs. (2.6)– (2.19). Details of computing the mi-

croscopic and macroscopic properties from an arbitrary potential are provided in

Section 2.8.

2.6 Lennard-Jones (L-J) Model

The Lennard-Jones (L-J) model [11] is a combination of two inverse power models:

repulsive and attractive. Thus, the L-J model represents a more physically realistic

intermolecular potential and may be written in general terms as

ϕ(r) = 4ϵ
[(σ

r

)q
−
(σ
r

)n]
. (2.48)

The sign of the terms dictates whether it is repulsive or attractive, and therefore the

first term which depends on r−q is repulsive while the second term depending on r−n
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is attractive. Since repulsive forces dominate at short distances and the dispersion

forces for neutral atoms are on the order of r−6, the most common values of q and n

are 12 and 6. These are the values used throughout the remainder of the dissertation

and reference to L-J potential will imply the (12-6) L-J potential.

Although an analytic expression for the scattering angle may not be obtained, a

simpler form has been obtained by Matsumoto and Koura [36]. The scattering angles

may thus be evaluated from the integral,

χ = π−2
√

1 + cz − (1 + c)z2
∫ 1

0

{1−[1+cz−(1+c)z2]u2+czu6−(1+c)z2u12}−1/2du,

(2.49)

where c = (2/ϵ∗)[1 +
√
1 + ϵ∗], z = (4/cϵ∗)(σLJ/rmin)

6, and u = rmin/r. The distance

of closest approach between the two molecules is denoted by rmin; while the reduced

relative collision energy is a ratio of the relative collision energy to the L-J potential

well depth, ϵ∗ = ϵ/ϵLJ. A reduced form of the impact parameter is also used, where the

impact parameter is non-dimensionalized by the intermolecular separation distance

of zero energy, b∗ = b/σLJ. Varying u from 0 to 1 varies r from ∞ to rmin. z in the

above integral depends on b∗ and ϵ∗ and is obtained by solving the implicit equation,

b∗ =

(
4

cϵ∗

)1/6√
1 + cz − (1 + c)z2z−1/6. (2.50)

For practical use in the direct simulation Monte Carlo (DSMC) method [1] the L-J

polynomial approximation (LJPA) model was developed by Venkattraman and Alex-

eenko [37] which replaces the complicated scattering angle calculation in Eq.(2.49)

with a simpler, two-dimensional, seventh-order polynomial of the form,

χ (ϵ, b) =
7∑

i=0

7−i∑
j=0

χ̂ij b̂
∗iϵ̂∗j. (2.51)

The two variables, b̂∗ and ϵ̂∗, are non-dimensional numbers related to the impact

parameter and relative translational collision energy, respectively; while χ̂ij are the

polynomial coefficients. Refer to Ref [37] for more details. Collision integral tables

similar to those found in table 1-M of Ref [30] may be computed using the LJPA
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scattering as a function of non-dimensional temperature, T ∗ = kT/ϵ. These reduced

collision integral tables using the LJPA scattering have been included in Appendix A

2.7 Morse Model

The Morse potential uses an exponential function, like the Born-Mayer model, to

model the repulsive as well as the attractive forces. The Morse potential,

ϕ(r) = ϵ
[
e−2(c/σ)(r−re) − 2e−(c/σ)(r−re)

]
, (2.52)

where ϵ is the potential well depth, re is the equilibrium separation distance, σ is the

location of zero potential energy, and c is a shaping factor. The Morse potential has

one more model parameter than the L-J potential, and the model parameters may be

set to an L-J -like potential through the following relations:

re = rm = 21/6 σ, c =

(
σ

re − σ

)
ln(2) . (2.53)

2.8 Numerical Procedure for Arbitrary Potentials

The methodology used for computing scattering angles from arbitrary intermolec-

ular potentials follows similarly to that described by Colonna and Laricchiuta [38].

First, the distance of closest approach, rmin, in Eq. (2.7) must be obtained numer-

ically for all but the simplest of potentials. Multiple roots are possible, but it is

the maximum root which is needed. Therefore, several initial guesses for the secant

method are used to converge to a root and are compared for the maximum. Adaptive

quadrature is employed to efficiently evaluate the scattering integral of Eq. (2.6) for

arbitrary potentials. The trapezoidal rule is used in each interval [a, b],

I1,ab =
1

2
(f(a) + f(b)) (2.54)

I2,ab = I1,ac + I1,cb, c =
a+ b

2
(2.55)
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and the number of intervals is increased until the difference in the integrals I1,ab and

I2,ab is less than a specified tolerance. A large value on the order of 1010 is used as an

approximation to the upper limit of integration, ∞.

A maximum reduced impact parameter, b∗max = b/σ, must be determined as a

function of relative collision energy. In theory, this value extends to infinity for the

L-J and Morse potentials, but this is computationally impractical. Following the

work of Koura and Matsumoto [9], a minimum cut-off angle is instead introduced

such that impact parameters which result in less scattering are neglected. Thus, the

impact parameter which results in scattering equal to the minimum cut-off scattering

angle is defined as b∗max. The minimum cut-off scattering angle used for comparisons

in this work is 0.001 radians unless otherwise stated. The collision diameter is then

d = bmax, and the total collision-cross section is computed for the circular area as

σT = πd2.

Scattering angles are anyways required in particle based methods such as the direct

simulation Monte Carlo method [1], and therefore scattering angles are pre-computed

for a large number of relative collision energies and impact parameters. On the order

of one million scattering angles are computed; with reduced collision energies ranging

from 10−5 to 103 and reduced impact parameters incremented by 0.005 until the

maximum impact parameter specified by b∗max is reached. The range of the reduced

collision energy is increased and the increment of the reduced impact parameter is

decreased until convergence and agreement with literature is sufficient (less than 1%).

Cubic splines are fit for scattering angles as a function of impact parameter for each

relative collision energy. Using these splines, the same adaptive quadrature method

is employed to evaluate the integral for the transport cross-sections, Eq. (2.9). Cubic

splines are then fit for transport cross-sections as a function of relative collision energy

in order to evaluate the transport collision integrals, Eq. (2.11).
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(e) Lennard-Jones (L-J) Model (f) Morse Model

Figure 2.4.. Schematics of common intermolecular potentials
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3. INTRODUCTION TO THE DSMC METHOD

The study of gas flows at the microscopic level is required when the continuum hy-

pothesis fails. This may occur in low-density environments such as in high-altitude

flight or in vacuum manufacturing processes or at small length scales such as in

micro/nano-electrical-mechanical systems (MEMS)/(NEMS) devices. In such in-

stances, the Navier-Stokes equations in continuum fluid dynamics do not apply and

instead the Boltzmann equation shown in Eq. (3.1) is used.

∂

∂t
(nf) + c⃗ · ∂

∂x⃗
(nf) + F⃗ · ∂

∂c⃗
(nf) =

∞∫
−∞

4π∫
0

n2 (f ∗f ∗
1 − ff1) crσ dΩdc⃗1 (3.1)

The physics that the Boltzmann equation represents is the intermolecular inter-

action in a dilute gas. The number of molecules crossing a surface may be affected

by transient processes, convection, external forces, or collisions with other molecules.

These contributors to the change in number flux across a surface are expressed in the

four terms in Eq. (3.1), respectively, where n is the number density, f and f ∗ are the

pre- and post-collision velocity distribution functions, c⃗ is the macroscopic velocity,

F⃗ is the external force, σ is the collision cross-section, and dΩ is the unit solid angle.

At the microscopic level there exists intermolecular forces acting between particles

governing the dynamics of particle collisions. The air we breathe consists of molecules

which are colliding with each other on the order of 10 billion times every second. The

outcome of each collision - in what directions do the molecules move and with what

velocity - is determined from the intermolecular potential energies of the colliding

molecules along with the initial conditions. Particle motion may be described knowing

the current positions as well as velocities. Thus, after collisions new particle positions

may be determined. Macroscopic fluid properties are simply averages of microscopic

properties sampled from all particles in a region. This leads to one of the most
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common approaches to computing flow fields for rarefied gas flows, the DSMCmethod.

[1]

The DSMC method does not directly solve the Boltzmann equation of Eq. (3.1),

but rather simulates the real physics the Boltzmann equation represents. DSMC

proceeds through four main processes: (1) indexing, (2) moving, (3) collisions, and

(4) sampling. This flowchart is illustrated in Figure 3.1; where the processes are

repeated until the specified number of samples are taken. The procedure begins with

indexing the molecules.

Figure 3.1.. Flowchart of the DSMC process

DSMC uses a spatial grid to contain the simulated molecules and perform sam-

pling. Often times, separate grids are used for performing collisions and sampling, [1]

as depicted in Figure 3.2. Individual simulated molecules must be tracked, and there-

fore the index subroutine is used to track which molecules are in which collision and

sampling cells. Repeated calling of the index subroutine is necessitated by molecular

movement.

The move subroutine moves each molecule according to their velocity a distance

appropriate for the specified time step. This velocity is assumed constant over each

time step. The velocity of a molecule is changed either by external forces, such as
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Figure 3.2.. Schematic of a DSMC sub-layered grid

electrostatic forces, or by the scattering resulting from a collision. In the absence of

external forces, the velocity will only change as a result of a collision.

A collision may be classified as either elastic or inelastic. Elastic collisions refer

to collisions in which the total kinetic energy is unchanged. This means no energy

is transferred between the various energy modes. Atoms have two energy modes,

translational and electronic; while molecules possess two additional energy modes,

vibrational and rotational. Characteristic temperatures of the electronic modes of air

species are more than 10,000 K and may therefore be neglected for hypersonic flows

with moderate Mach numbers (M < 10). At higher Mach numbers more typical of

reentry, however, sufficient energy is available to not only excite the electronic modes,

but also ionize the gas species. The interaction of charged particles creates an electric

field and is outside the scope of the DSMC method. It is often times modeled with

another particle-based method known as particle-in-cell Monte Carlo [39] (PIC-MCC).

The collide subroutine includes both elastic and inelastic collisions, and being a

statistical method randomly selects a pair of molecules to collide using the acceptance-

rejection method. [1] The collision is accepted with a probability,

P =
σcr

(σcr)max

, (3.2)
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where (σcr)max is the maximum, effective volume swept out by a molecule. This

maximum value is recorded in each sampling cell such that each cell may have a

separate collision frequency. With this in mind, the goal of the collide subroutine is

not only to determine scattering angles and post-collision energies, but also to obtain

correct collision frequencies and macroscopic properties.

There are several methods to perform collision sampling, with the most prevalent

being Bird’s time-counter [40] (TC) and no-time-counter [1] (NTC) methods, Koura’s

null-collision method [41], and Ivanov’s majorant frequency scheme [42] (MFS). The

differences lie in how the collision times are accounted for in the collision probabilities.

The collision sampling method employed in this work is the NTC method, where the

number of collisions is computed outside of the collide subroutine. Thus, no separate

time counter is required to reach flow time as the other methods do.

This leads to the last subroutine, sample, which is performed over all sampling cells

to determine macroscopic properties. The microscopic properties from each simulated

molecule (molecular velocities and translational, rotational, and vibrational energies)

are averaged in each cell to compute the macroscopic properties such as density, bulk

velocity, pressure, and translational, rotational, and vibrational temperatures. For

example, the density in a cell is the sum of the mass from each of the N particles,

mi,cell, divided by the cell volume,

ρcell =
1

Vcell

N∑
i=1

mi,cell . (3.3)

A mass-weighted average may be used as the bulk velocity in a cell when gas mixtures

are present, [1]

v⃗cell =
N∑
i=1

mi,cellc⃗i,cell
mi,cell

, (3.4)

where c⃗i,cell is the molecular velocity vector of the i− th particle in the cell.

The translational temperature is the average kinetic energy, and is therefore [1]

Tt,cell =
1

3kN

N∑
i=1

(
mi,cell |⃗ci,cell|2 −mi,cell |v⃗cell|2

)
. (3.5)
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Through equipartition of energy, the average temperature for any energy mode may

be related to its number of degrees of freedom by

Ēmode =
η̄

2
kTmode . (3.6)

Thus, Eq. (3.6) may be rearranged to solve for Tmode where now we are interested in

the rotational energy mode.

Again, temperature is an averaged quantity so summations over all simulated

molecules in the cell are used to compute the rotational temperature,

Tr,cell =
2

k

∑N
i=1 qi,cellΘr,i∑N

i=1 ηi,cell
. (3.7)

The rotational energies are quantized, and therefore the rotational levels, qi,cell, are

integers beginning with zero. Note that each molecular species may have different

characteristic rotational temperatures, Θr, and even different characteristic temper-

atures within the same molecule if several rotational modes are present.

The vibrational temperature of species p may be determined from the Boltzmann

distribution. Taking the ratio of the number of molecules in level 1 to level 0 in the

cell results in the following for the Boltzmann distribution.

N0

N1

= e(Ev,1−Ev,0)/kTv,p (3.8)

This expression may be rearranged to determine the vibrational temperature, Tv,p, as

Tv,p =
Ev,1 − Ev,0

k ln (N0/N1)
. (3.9)

Since the characteristic vibrational temperature energy spacing between vibrational

levels zero and one is nearly the same for harmonic and anharmonic oscillators, the

characteristic vibrational temperature, Θv, may be substituted into Eq. (3.9).

Tv,p =
Θv,p

ln (N0/N1)
(3.10)

Again, each species may have different characteristic vibrational temperatures and

even a single species may have several characteristic vibrational temperatures corre-

sponding to each vibrational mode. Also note that it is possible to use a ratio of any
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vibrational levels, or an average of multiple, sequential ratios. However, it is prefer-

able to use the lowest vibrational levels since these levels will almost always be more

populated than upper levels. Remember that although the Boltzmann distribution

has some non-zero population values for each vibrational level, only a finite number of

molecules may be simulated in DSMC. Therefore, if the theoretical population values

are too small, then there will likely be an insufficient number of simulated molecules

to populate such vibrational levels.

Now that the vibrational temperature for each species has been defined, the av-

erage vibrational temperature for the entire cell may be determined. This is again

relating back to the equipartition of energy in Eq. (3.6). Thus, the vibrational tem-

perature in the cell is

Tv,cell =
2

k

∑N
i=1 ηv,i,cellTv,i,cell∑N

i=1 ηv,i,cell
. (3.11)

Finally, the overall temperature in the cell is the summation over all the energy

modes, [1]

Tcell =
3Tt,cell + Tr,i,cell

∑N
i=1 ηr,cell/N + Tv,cell

∑N
i=1 ηv,i,cell/N

3 +
∑N

i=1 ηr,i,cell/N +
∑N

i=1 ηv,i,cell/N
, (3.12)

where the factor, 3, for the translational mode comes from the three degrees of free-

dom.
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4. ELASTIC COLLISION MODELING

4.1 Effect of Intermolecular Potential on Transport Property Calcula-

tions

Several variations were proposed to the VHS model including the variable soft

sphere (VSS) [9], generalized hard sphere (GHS) [34] and generalized soft sphere

(GSS) [43] which all belong to a class of purely repulsive interactions. The VSS model

modifies the scattering law of the VHS model by using a parameter that allows re-

production of measured diffusion coefficients in addition to viscosity coefficient. The

GHS model uses the same scattering law as the VHS model but applies a modified

collision cross-section with parameters chosen to reproduce both viscosity and diffu-

sion coefficients. The GSS model has a cross-section similar to GHS model but with

a scattering law similar to the VSS model and has fewer parameters than the GHS

model. Dimpfl et al. [44] used the Born-Mayer potential with a hard sphere scattering

kernel to develop what is referred to as the Extended-VHS (EVHS) model to deal

with hyperthermal gas flows. Other collision models such as the µ-DSMC method [45]

can reproduce arbitrary viscosity variation with temperature by adjusting parameters

of the hard sphere model in each cell based on the local time-averaged temperature.

In summary, the parameters of all these models are determined in such a way that

they match observed or theoretical bulk transport properties such as viscosity and

diffusion coefficients.

Each of these models have limited validity due to the fact that they do not account

for the attractive force between molecules at large distances. With the exception of

the GSS model, most of these models are limited to a relatively narrow temperature

range in which the viscosity variation is accurately reproduced. For problems involv-

ing a wide range of temperatures, this would be insufficient. Examples include flows
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with large temperature variations such as supersonic plume expansions in vacuum as

encountered in space propulsion and in low-pressure deposition of thin film materials

where the vapor temperature varies from the melting point of the material to very

low temperatures due to rapid expansion into vacuum. In other applications the de-

tailed collision dynamics that includes the contribution of the attractive interactions

between molecules becomes important. For example, this is the case when the orien-

tation of a molecule incident on a solid surface should be accurately predicted along

with the incident energy of the molecule for thin film growth modeling.

Implementation of realistic repulsive-attractive interaction potentials in DSMC

simulations have been reported in the past [36, 46] but has never been used widely.

One of the popular attractive-repulsive interaction potential is the Lennard-Jones (LJ)

potential which is known to accurately represent the interaction of molecules and was

used by Koura and Matsumoto [36] in DSMC simulations to investigate the velocity

distribution functions within an argon shock wave at free-stream temperatures much

lower than the potential well depth of argon. Their implementation used numerical

integration to obtain the elastic scattering angle for every collision. More recently,

Valentini and Schwartzentruber [47] performed large scale molecular dynamics simu-

lations to revisit the computation of velocity distribution functions within an argon

shock wave. They reported significant differences between the DSMC computations

with the VHS model and the molecular dynamics simulations with the LJ potential.

Sharipov and Strapasson [48] demonstrated a data look-up table implementation in

DSMC, applicable for arbitrary intermolecular potentials, and applied it to Couette

and Fourier flows using the LJ potential. An approach presented recently [37] re-

duces the computational cost relative to direct implementation by representing the

scattering angle as a polynomial expansion in non-dimensional collision parameters

and is referred to as the LJ polynomial approximation (LJPA) model. In the afore-

mentioned studies [36, 37, 46–48], the focus has been either on demonstrating new

numerical schemes for implementing the LJ potential in DSMC, or evaluating the

accuracy of the VHS model in normal shock waves near continuum. The aim here is
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to quantify the differences in transport properties between the widely used, repulsive

VHS model and the attractive-repulsive LJ model for a variety of flow regimes. [49]

4.1.1 Comparison of VHS and LJ Potential Elastic Scattering

Since there is no general relation between the parameters of the LJ potential and

the VHS model, comparisons of the scattering angle for the two cases can be made

only for a given gas. Figure 4.1 shows contours of the scattering angle obtained using

the VHS model and the LJ potential computed using parameters for Argon. The

relevant parameters were: σLJ = 3.405×10−10 m, ϵLJ = 0.0103 eV , dref = 4.17×10−10

m at 273 K, and ω = 0.81. As can be observed, there are significant differences for

a range of b∗ and ϵ∗ values. The differences are pronounced for low energy collisions,

as can be observed from the contour lines close to the x-axis, and also for long-range

collisions corresponding to values of b > dV HS. Figure 4.2 shows the variation of χ as

a function of b∗ for four different values of ϵ∗ in order to compare the LJ potential,

VHS model and GSS model scattering angles more rigorously. Since the VHS and

GSS models are purely repulsive models, negative values of scattering angle are not

obtained while the LJ potential has a shallow well for χ even at relative energies of ϵ∗

= 5.0. For the lowest value of ϵ∗ shown, the GSS model leads to a very large collision

cross section as mentioned earlier. The mean translation energy of collisions in the

center of mass frame for VHS model is given by Bird [1] as

Ēt = (2.50− ω)kT. (4.1)

For a temperature of 273K, the mean translation energy of collisions is 0.0397 eV and

corresponds to ϵ∗ = 3.86 for argon. On the other hand, for a temperature of 40 K,

the mean translation energy of collisions is 0.0058 eV corresponding to ϵ∗ = 0.57.

The effect of negative scattering angles due to the attractive component of the force

between molecules is more important at 40 K than at 273 K.
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Figure 4.1.. Comparison of scattering angle contours for the (a) LJ po-
tential and (b) VHS model.
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Figure 4.2.. Variation of χ as a function of b∗ for (a) ϵ∗ = 0.031, (b) ϵ∗ =
0.5, (c) ϵ∗ = 2.5, and (d) ϵ∗ = 5.0

4.1.2 Verification of LJPA Model

The LJPA model is verified through comparison of equilibrium collision frequen-

cies computed at several temperatures to theory. Equilibrium collision frequency

is computed as a product of number density and the mean of the product of total

cross-section and relative velocity. The mean of the product, σT cr, is averaged over
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the relative velocity distribution function, fcr , such that the equilibrium collision

frequency has the form [1],

ν0 = nσT cr (4.2)

= n

∫ ∞

0

σT crfcr dcr (4.3)

= 4n
m

3/2
r

√
π (2kT )3/2

∫ ∞

0

(
πb2max

)
c3r exp

[
−mrc

2
r

2kT

]
dcr . (4.4)

The total cross-section for the LJ potential would theoretically extend to infinity, and

therefore a maximum impact parameter [9, 37],

bmax = σLJmax

[(
4π

ϵ∗χmin

) 1
6

,

(
6π

ϵ∗χmin

) 1
12

]
, (4.5)

is set to a value beyond which scattering angles less than χmin are neglected. This

variation of total cross-section with relative velocity also necessitates the use of nu-

merical integration techniques, such at those described in Section 2.6. In this section,

as well as in the remainder of the paper, a minimum scattering angle of 0.1 radians

is used.

The DSMC implementation of the LJ potential itself follows the work of Koura

and Matsumoto [36] very closely with the principal difference being the use of the

polynomial expansion for the scattering angle instead of a concurrent numerical in-

tegration. To reiterate, the reduced impact parameter, b∗, is uniformly distributed

between 0 and bmax once a collision pair is chosen, and then the elastic scattering

angle for the chosen collision pair is obtained using the LJPA model described in

detail in Ref [37]. The DSMC simulations were performed using the one-dimensional

code of Bird [1], DSMC1.FOR, after implementation of the LJPA model.

Collision frequencies are computed from DSMC using both the LJPA model and

the direct LJ scattering from the integral,∫ 1

0

I(u)du =
M−1∑
k=0

1

2
wkI

(
yk + 1

2

)√
1− y2k, (4.6)
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where wk are the weights for Gauss-Chebyshev quadrature, yk are the zeros of the

M th degree Chebyshev polynomial denoted by ϕM , and I is the integrand of Eq.(2.49)

given by

I(u) = {1− [1 + cz − (1 + c)z2]u2 + czu6 − (1 + c)z2u12}−1/2. (4.7)

The zeros, yk, of ϕM are given by

yk = cos

(
(2k + 1)π

2M

)
, (4.8)

and the weights are all equal to

wk =
π

M
. (4.9)

A single cell of length, 1mm, with 40,000 molecules and a number density correspond-

ing to Kn = 10 is used. A time-step of τ0/10 is used, where τ0 is the mean collision

time as computed from theory (1/ν0). DSMC sampling speeds of each LJ scattering

angle implementation are recorded using a single processor on the Hansen compute

cluster. The Hansen compute cluster has four 2.3 GHz 12-Core AMD Opteron 6176

processors per node, 10GB Ethernet interconnections, and 48.8 TeraFLOPS perfor-

mance. Sampling speeds for the LJPA model ranged from 33.0 samples/s to 39.9

samples/s; while the direct LJ scattering implementation resulted in approximately

half the sampling speed of 14.9-15.1 samples/s. Collision frequencies computed from

DSMC and theory are reported in table 4.1 along with their corresponding errors

relative to theory.

The statistical errors reported as a two-sided 95% confidence interval are much

smaller than the errors in collision frequency relative to theory; thus providing con-

fidence in the results. Both DSMC implementations of the LJ scattering angle have

comparable collision frequencies at each of the simulated temperatures, and are in

error by less than 0.02%. The good agreement verifies the implementation of the

LJPA model in DSMC, and the errors are consistent with both those reported for the

VHS model at 300 K [50] and for the VSS model in table 4.2.
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Table 4.1.. LJ Collision Frequencies Computed from DSMC and Theory

T (K) νLJPA(Hz) νDirect(Hz) νTheory(Hz)

νLJPA

Error

(%)

νDirect

Error

(%)

40 25, 813.2± 0.1 25, 812.5± 0.1 25, 808.4 0.019 0.016

273.15 66, 130.7± 0.5 66, 128.4± 0.3 66, 117.8 0.020 0.016

1,000 129, 090.9± 1. 129, 085.8± 0.6 129, 084.5 0.005 0.001

1,500 154, 932.6± 0.4 154, 926.5± 1. 154, 936.4 -0.002 -0.006

Table 4.2.. VSS Collision Frequencies Computed from DSMC and Theory

T (K) νV SS(Hz) νTheory(Hz) νV SS Error (%)

40 14, 566.1± 0.1 14, 563.5 0.018

273.15 37, 053.3± 0.3 37, 044.3 0.024

1,000 72, 855.0± 0.3 72, 837.5 0.024

1,500 86, 838.5± 0.7 86, 817.8 0.024

4.1.3 Couette Flow Simulations in the Slip Regime

The LJPA model is evaluated by initially using it in DSMC simulations of com-

pressible subsonic and supersonic Couette flow problems similar to those used by

Bird [1] to verify the VHS model and Macrossan [45] to verify the µ-DSMC technique.

The three cases each have all the same initial conditions and numerical parameters,

and only differ by the specified wall temperature. Use of the same number density

and wall velocity results in differing Knudsen numbers, Kn, and Mach numbers, M ,

between the cases, respectively. The flow conditions for each of the three cases as

well as the numerical parameters used are summarized in table 4.3.
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Table 4.3.. Summary of flow conditions and numerical parameters used
for the subsonic and supersonic Couette flow cases

Quantities Case 1 Case 2 Case 3

Wall Temperature, Twall (K) 273 40 1,000

Initial Number Density, n (1/m3) 1.4× 1020 1.4× 1020 1.4× 1020

Moving Wall Velocity, vwall (m/s) 300 300 300

Mach number, M 0.97 2.55 0.51

Knudsen number, Kn 0.012 0.0051 0.017

⟨ϵ∗⟩ based on wall temperature 3.86 0.57 12.1

Wall Separation, L (m) 1 1 1

ϵLJ(eV ) 0.0103 0.0103 0.0103

σLJ(Å) 3.405 3.405 3.405

ω 0.81 0.81 0.81

dref (Å) 4.17 4.17 4.17

Tref (K) 273 273 273

∆t(µs) 1 1 1

Number of Cells 500 500 500

Number of Particles 104 104 104

Number of Transient Time-Steps 2× 105 2× 105 2× 105

Total Number of Time-Steps 21× 106 21× 106 21× 106
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The Knudsen numbers reported in table 4.3 are defined based on the mean free

path,

λ =
2µ

ρc̄
, (4.10)

obtained using the mean free path theory [51]. The viscosity, µ, is the viscosity

corresponding to the wall temperature, ρ is the initial density, and c̄ is the mean

thermal velocity based on the wall temperature. Apart from the theoretical viscosity,

the viscosity in DSMC simulations may be computed given shear stresses and velocity

gradients.

Viscosity is computed from DSMC simulations through its relationship to shear

stress and velocity gradient. Since both shear stresses,

τDSMC =< ρcxcy > , (4.11)

and velocity gradients, ∂v/∂x, are directly calculated from microscopic properties,

viscosity may then be determined through the relationship

µDSMC =
τDSMC

(dv/dx)DSMC

. (4.12)

The brackets, < . . . >, in the expression for shear stress (Eq. 4.11) denote an average

value. In the sections that follow, reported average viscosity and shear stress values

are averaged over the central 60% of the domain. This averaging procedure is used

in order to exclude the Knudsen layer, which extends several mean free paths from

the walls. The sampled viscosities and shear stresses have statistical errors inherent

to the DSMC method, but are estimated to be below 0.2% and 0.001% for viscosity

and shear stress, respectively.

Case 1: Moderate-Temperature, Subsonic, Slip Flow

For the compressible, subsonic Couette flow problem, a moderate wall temperature

of 273 K was chosen. This temperature corresponds to the reference temperature for

the VHS model, and as such the VHS model is expected to perform well in this case.

The Kn for this wall temperature is 0.012 and is therefore in the slip regime.
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Figure 4.3 compares the variation of normalized temperature obtained using the

VHS model and the LJPA model. The agreement between the two models is excel-

lent with the maximum difference in normalized temperature being 0.12%. The only

non-zero shear stress component for the Couette flow is τxy = τyx which is computed

directly by the DSMC simulation. The difference between velocities obtained assum-

ing incompressible Couette flow, vinc = vwall X/L, and those from DSMC simulations

may be observed in Figure 4.3. Due to the larger mean free path between collisions

under the conditions of Case 1, the flow is characterized by the slip regime and hence

a velocity slip is observed near the walls. The deviation from incompressible Couette

flow is comparable between the LJPA and VHS models.

Figure 4.3.. Comparison of (a) normalized temperatures for Cases 1-3,
(b) velocity variation for Case 1, (c) velocity variation for Case 2, and (d)
velocity variation for Case 3, in the gap obtained using VHS and LJPA
models
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Figure 4.4 compares the shear stress variation in the gap, which has to be constant

across the gap for the Couette flow, obtained using the VHS model and the LJPA

model. Since the viscosity obtained using VHS model and LJ potential agree very

well at 273 K the difference in shear stress is expected to be small. The average

values of shear stress, including statistical error estimates, obtained using the VHS

model and LJPA model are 6.28 ×10−3 Pa and 6.60 ×10−3 Pa; which corresponds

to a difference of about 5%.

Viscosities obtained from DSMC simulations are compared to the theoretical vis-

cosities obtained using the LJ intermolecular potential and the VHS model at the

local temperature, TDSMC in Figure 4.4. The LJPA model agrees with the theoret-

ical value obtained using the LJ intermolecular potential with an average error of

1.0% in regions outside the Knudsen layer where the DSMC viscosity computed us-

ing Eq.(4.12) is not expected to match the theoretical value. The DSMC viscosity

obtained using the VHS model agrees with the theoretical value with an average er-

ror of 1.15%. Statistical errors are estimated to be less than 0.1% for this case and

therefore have negligible effects on the DSMC viscosity comparisons to theory.

Comparisons of theoretical viscosity to the experimental fit of Maitland and

Smith [52] are also shown Figure 4.4, where the fit corresponds to the local tempera-

tures, TDSMC at each of the spatial locations. The VHS model is in better agreement

with the experimental fit than LJ. While VHS is in error by 4.9%, the LJ model has a

9.5% error. This is expected since the VHS model parameters are based on viscosity

measurements made at 273 K.

The difference in shear stress of about 5% for the VHS model and LJPA model

reported earlier is a combination of the models deviating to small degrees from the

theoretical value and also the LJ theoretical viscosity being about 4% higher than the

VHS viscosity at 273 K. The other key aspect that can be observed in Figure 4.4 is

the Knudsen layer where the DSMC viscosity deviates from theoretical viscosity. It

can also be seen that the Knudsen layer is smaller for the LJPA model due to smaller

mean free path.
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Figure 4.4.. Comparison of (a) shear stress for Case 1, (b) viscosity varia-
tion for Case 1, (c) shear stress for Case 2, (d) viscosity variation for Case
2, (e) shear stress for Case 3, and (f) viscosity variation for Case 3, in the
gap obtained using VHS and LJPA models
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For Case 1, the time taken for 1,000,000 sampling time-steps using the VHS model

was 2,288 s whereas for the LJPAmodel, the time taken was 3,623 s which is about one

and a half times larger than that of the VHS model. However, it should be mentioned

that most of this increase is contributed by the higher number of collision events due

to to the long-range nature of the LJ potential. A collision pair is selected at a

rate of approximately 6 for every 10 collision attempts, per the acceptance-rejection

method [1], for both VSS and LJPAmodels. The GSS model which is the closest to the

LJPA model in terms of fidelity was also implemented in DSMC1.FOR for comparison

with LJPA and VHS models. The ratio of collision events to selections remains about

the same for all cases, but the collision frequency significantly changes. Thus, the

low-energy collisions in Case 2 result in less collisions occurring each sampling time-

step - reducing the computational time required. Applying the same reasoning, Case

3 requires more computational time as a result of the increased collision frequency.

Case 2: Low-Temperature, Supersonic, Slip Flow

The comparison performed for the subsonic compressible Couette flow was re-

peated for a much lower wall temperature of 40 K, at which differences are expected

between the VHS model and the LJ potential. Sound travels much slower at low

temperatures, and therefore the Mach number is higher under these conditions than

in the other two cases. The Mach number is 2.55 and hence a significant region of

the flow in the gap is supersonic as opposed to the other two cases in which the flow

never becomes supersonic in the entire gap. The Knudsen number of 0.0051 is ap-

proximately half the value for Case 1. All flow conditions and numerical parameters

for Case 2 are summarized in Table 4.3.

Figure 4.3 shows a comparison of the normalized temperature and velocity vari-

ation in the gap obtained using the VHS and LJPA models. Temperature variation

across the gap is more significant for this case due to increased viscous dissipation.

While a maximum difference of only 0.4% is observed in the normalized temperature
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profile between VHS and LJ models, the velocity profiles for both VHS and LJPA

models significantly differ from that of incompressible Couette flow. A linear veloc-

ity profile is the analytic solution to an incompressible Couette flow, but this case

has compressible, supersonic flow. Thus, the deviation from the analytic solution is

greatest in this case. The velocity slip at the wall is the least in this case as a result

of the smaller mean free path, and the VHS and LJPA models are in worse agreement

than in Case 1.

Figure 4.4 compares the shear stress variation in the gap obtained using the two

models and the higher VHS viscosity at temperatures around 40 K leads to a sig-

nificantly higher shear stress in the gap. A slight increase in shear stress across the

gap is observed in both models as a result of the nonlinear velocity profile typical of

compressible Couette flow. The average shear stress obtained using the VHS model

and the LJPA are 1.22 ×10−3 Pa and 1.56 ×10−3 Pa respectively. This corresponds

to a 28% higher shear stress predicted by the VHS model when compared to the

LJPA model. In order to verify that the viscosity variation predicted theoretically is

reproduced by the DSMC simulations, Figure 4.4 compares µtheory with µDSMC for

both VHS and LJPA models for the supersonic Couette flow. The agreement with

theory is good again with the average error being 1.64% for the VHS model and 1.26%

for the LJPA model. A viscosity measurement by Kestin et al. [53] at 50 K is also

illustrated in Figure 4.4 (shown at a location corresponding to a local temperature

of 50 K), and the LJPA model is observed to be in better agreement than the VHS

model.

One of the important aspects to be considered in order to evaluate the practi-

cal applicability of this method is the computational overhead associated with the

polynomial computations. The use of pre-computed scattering angles makes the im-

plementation very efficient with insignificant overhead as compared to the VHS model.

The time taken for 1,000,000 sampling time-steps is 2,786 s for the LJPA model; while

for the VHS model only 1,961 s is required. Again, the additional time required for
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the LJPA model is a result of the higher number of collision events due to to the

long-range nature of the LJ potential.

Case 3: High-Temperature, Subsonic, Slip Flow

The behavior of the LJPA and VHS models are studied at higher temperatures

in this case. A wall temperature of 1,000 K is set with the same wall velocity as in

previous cases. The Knudsen number is 0.017, which indicates the flow is in the slip

regime similar to Case 1. The Mach number for this case is 0.51, and is the least

of the three cases. All flow conditions and numerical parameters are summarized in

Table 4.3.

The variation in normalized temperature for both LJPA and VHS models are

observed in Figure 4.3 to be in excellent agreement with each other, and have the

least variation across the gap relative to the previous two cases. Figure 4.3 shows a

more significant difference in velocity profiles between the two models at the walls.

The velocity slip for this case is the largest as a result of the larger mean free path,

with the VHS model predicting a larger velocity slip than the LJPA model. A mostly

linear velocity profile is also observed in Figure 4.3 for most of the domain due to the

lower Mach number.

Figures 4.4 and 4.4 show the shear stress and viscosity variations across the gap,

respectively, using the LJPA and VHS models. The shear stresses remain constant

across the gap, with a mean value of 1.56× 10−2 Pa for LJPA and 1.74× 10−2 Pa for

VHS models. The larger Knudsen layer observed for the VHS model in Figure 4.4

is due to the larger mean free path, and in turn causes larger shear stresses and

viscosities. Agreement between the VHS model viscosities computed from DSMC

and theory is better than that of the LJPA model. The average error in VHS model

viscosity relative to theory is 1.09% while for the LJPA model the error is 3.45%. The

Maitland and Smith [52] fit of viscosity measurements shown in Figure 4.4 indicate

the LJPA model viscosities are in better agreement than the VHS; with errors of
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2.06% and 9.51% for LJPA and VHS models, respectively. The reason for the larger

deviation in viscosity computed from the LJPA model in DSMC relative to theory is

as yet unclear.

Several additional cases have been analyzed in order to determine the source of

this error including: varied number of simulated particles per cell, varied Knudsen

number, varied minimum cut-off angle, and varied time step and cell size. The DSMC

computed viscosities and viscosity errors relative to theory are presented in table 4.4

for each of these diagnostic cases. Most of the cases show little effect on the viscosity

errors between DSMC and theory, but a sufficiently small time step and cell size

appears to be an important factor. Decreasing the cell size to 1.43 µm, or 7% of

the mean free path, and the time step to 0.90 ns resulted in a –6.64% error between

DSMC and theoretical viscosity. This is about a percent lower in magnitude, and is

therefore significant. Furthermore, decreasing both the cell size and time step to just

5% of the mean free path and mean collision time, respectively, reduced the viscosity

error to –2.37%. Although the ratios of cell size to mean free path and time step to

mean collision time were kept constant between 900 K and 1500 K cases, the no-time

counter [1] (NTC) method requires these smaller cell sizes and time steps.

Table 4.4.. Errors in viscosities computed from L-J model in DSMC rela-
tive to theory at 1500 K and τeq = 8.49ns, λ = 20.1µm

Case Description ∆t(ns) ∆x(µm) µDSMC (µPa · s) µDSMC−µtheory

/µtheory
(%) τxy(Pa)

LJPA Baseline 2.80 2.50 66.767 ± 0.041 -7.63 12.227

LJPA 2,000 Particles 2.80 2.50 66.761 ± 0.041 -7.65 12.169

LJPA Low ∆x,∆t 1.40 2.00 67.085 ± 0.035 -7.20 12.220

LJPA Lower ∆x,∆t 0.90 1.43 67.490 ± 0.039 -6.64 12.219

LJPA Lowest ∆x,∆t 0.425 1.00 70.951 ± 0.108 -2.37 12.210
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Case 3 requires the most computational time of the three cases due to the higher

number of collision events. One million sampling time-steps take 4,016 s for the LJPA

model and nearly half that, 2,370 s, for the VHS model.

4.1.4 Couette Simulations in the Transitional Regime

The low-temperature, supersonic, Couette flow simulations of Section 4.1.3 are

repeated here for Knudsen numbers ranging from slip to transitional regimes in order

to study the importance of a realistic potential as Knudsen number increases. The

wall temperatures are kept at a constant 40 K for each of the cases considered in

this section; with the Knudsen number varied through the initial number density. A

domain length of 1 m and 20 particles per cell are again used, and the time-step and

cell width are set to be approximately 15% of the mean collision time and 15% of the

mean free path, respectively. These case conditions are summarized in Table 4.5.

Table 4.5.. Summary of flow conditions and numerical parameters used
for the Couette flow in the transitional regime

Quantities Case A Case B Case C Case D Case E

Wall Temperature, Twall (K) 40 40 40 40 40

Initial Number Density, n (1/m3) 1.4× 1020 7.0× 1019 1.4× 1019 7.0× 1018 7.0× 1017

Moving Wall Velocity, vwall (m/s) 300 300 300 300 300

Mach number, M 2.55 2.55 2.55 2.55 2.55

Knudsen number, Kn 0.0051 0.01 0.051 0.1 1

Wall Separation, L (m) 1 1 1 1 1

∆t(µs) 1 2.9 10 29 290

Number of Cells 1,500 650 1,500 65 10

Number of Particles 3× 104 1.3× 104 3× 104 1.3× 103 2× 102

In the free-molecular limit, there are no collisions and hence the choice of inter-

molecular potential is inconsequential. The differences in shear stress between the
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LJ and VHS models are shown in Table 4.6 to be tending towards zero as Knudsen

number is increased - in agreement with the previous statement.

Table 4.6.. Shear stresses and viscosities computed from LJ and VHS
models in the slip and transitional regimes

Kn τxy,V HS(Pa) τxy,LJ(Pa)
τxy,V HS−τxy,LJ

/τxy,LJ
(%)

0.0051 1.559× 10−3 1.221× 10−3 27.68

0.01 1.549× 10−3 1.212× 10−3 27.14

0.051 1.430× 10−3 1.115× 10−3 24.08

0.1 1.254× 10−3 1.049× 10−3 19.46

1 3.785× 10−4 3.549× 10−4 6.654

Another measure for quantifying the effect of the intermolecular potential on Cou-

ette flow is the difference in velocity distribution function relative to the equilibrium

distribution function,

|f(u, v)− f eq(u, v)| . (4.13)

The original 3-D velocity distribution function has been integrated over the velocity in

the z-direction, w, to produce the 2-D distribution function, f(u, v). The shear stress

is anyways in the xy-plane, and the w velocities are not affected. The equilibrium

distribution function in Eq. (4.13) may be written as [1]

f eq(u, v) =
( m

2πkT

)
exp

(
−m (u− u0)

2

2kT
− m (v − v0)

2

2kT

)
. (4.14)

A 1-D velocity distribution, f(v), may similarly be obtained by further integration

over the x-velocities, u. Doing so allows for the computation of statistical moments

such as mean v-velocities and skewness of the distribution function; which also indi-

cate the degree of non-equilibrium. The skewness,

γ = E

[(
v − v0

σ

)3
]
=

E [v3]− 3v0σ
2 − v30

σ3
(4.15)
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is a third-order moment where the expectations are integrations over the distribution

function,

E [vn] =

∫ ∞

−∞
vn f(v) dv . (4.16)

The distribution function was computed for both VHS and LJ models in Case

A and Case C using more than 700 million samples in 150x500x150 (u × v × w)

velocity bins at the spatial location: X = 10−3m. Several observations can be

made from Figure 4.5. First, both L-J and VHS models have similar deviations from

equilibrium relative to the u-velocity at the lower Knudsen number of 0.0051. Also,

the VHS model deviations from the equilibrium distribution function are shifted to

higher v-velocities relative to the L-J model. This is an indication of higher skewness

in the distribution function for v-velocities, and is confirmed when the skewness is

computed from Eq. (4.15). The skewness in the f(v) distribution function for the

VHS model is 0.577 - nearly four times greater than that of the L-J model. The

equilibrium distribution function has zero skewness, and therefore larger values of

skewness indicate larger deviation from equilibrium. This result is in agreement with

previous discussions about the relative sizes of the Knudsen layer - the VHS model is

predicting a larger degree of nonequilibrium and therefore has a larger Knudsen layer.

More can be deduced from the deviations in the 2-D velocity distribution functions

as a Knudsen number of 0.051.

One obvious difference in the errors at the higher Knudsen number is the distor-

tion in the contours for both L-J and VHS models. This indicates that under these

conditions both U- and V-velocities are affected such that the distribution function

is skewed in both directions. The skewness is larger for this case indicating a larger

degree of nonequilibrium; with the skewness for the L-J and VHS models being 0.605

and 0.723, respectively. However, both models are similarly predicting high degrees

of nonequilibrium, and the contours of distribution function errors in Figure 4.5 show

close agreement between the two models.

The non-smooth transition near u-velocity of 0 m/s for the higher Knudsen number

in Figure 4.5 is due to differences in the incident and reflected distribution functions
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near the wall. These 2-D velocity distribution functions are sampled next to the sta-

tionary left wall, and the gas-surface interactions are assumed to be entirely diffusive

such that the particles are reflected according to the Maxwellian distribution at the

wall temperature. Therefore, incident particles have one distribution function shifted

due to the moving wall, the reflected particles have another distribution function fol-

lowing Maxwellian, and insufficient collisions are occuring to equilibriate resulting in

the bi-modal distribution observed.

A relationship between the degree of nonequilibrium and intermolecular potentials

is now clear. The differences in degree of nonequilibrium between the L-J and VHS

models is greatest at lower Knudsen numbers and thus results in the largest differences

in shear stress and viscosity. As the Knudsen number is increased towards the free-

molecular limit both models will indicate the same degree of nonequilibrium, and the

choice of intermolecular potential on shear stress and viscosity will be negligible.

Figure 4.5.. Contours of 2-D velocity distribution errors relative to the
equilibrium distribution function using VHS (solid lines) and L-J (dashed
lines) models. (a) Kn = 0.0051, (b) Kn = 0.051
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4.2 Recommended VSS and L-J Parameters

For many problems involving a relatively small temperature range the VSS model

may reproduce experimentally observed viscosity and self-diffusion coefficients well, as

the model parameters are determined based on such measurements. However, many

gas flow problems involve a wide temperature ranges, such as those found in shock

waves [54,55], in-space propulsion systems [56], and vacuum technology [57,58]. It is

possible to divide a temperature range into a number of intervals and define a new

set of model parameters for each interval, but it would be preferable to use a single

set of parameters.

A number of sources are already available for obtaining L-J parameters [59–62],

but to the knowledge of the authors are either not based on viscosity and self-diffusion

measurements of interest here or are based on more dated measurements and meth-

ods. [30] Fewer sources yet are available for VSS model parameters [1, 9, 63]. While

more accurate potentials exist for most of the gas species interactions considered, the

focus of this paper is on simpler models which may be more readily applied to areas of

study such as rarefied gas dynamics [64,65] and molecular dynamics. [66,67] Thus, a

single set of parameters to use in the range 50 K to 2200 K is recommended for eight

common gases based on a critical review of experimental measurements [52,53,68–72]

and ab-initio calculations for shear viscosity, thermal conductivity, and self-diffusion

coefficients. [73–76]

4.2.1 Numerical Procedure

Determining the optimal set of model parameters for each gas requires the theory

described previously in this section, reference values of viscosity and self-diffusion

coefficients obtained from experimental measurements or ab-initio calculations, and

a numerical scheme such as the Nelder Mead Simplex method. [77, 78] The Nelder

Mead Simplex method only requires the objective function to be defined, and initial

guesses and tolerances to be specified. It is an efficient method, but it is also a
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local optimization method. Therefore, on the order of 200 runs are performed with

different initial guesses to span the parameter space. Two separate objective functions

are used: (1) maximize the number of viscosity and self-diffusion calculations within

a specified range from the measured values and (2) minimize the least square error

between the calculated viscosity and self-diffusion and the measurements. In some

cases, the estimated measurement uncertainty is much less than 1%, but for practical

engineering purposes in rarefied gas dynamics or plasma physics 1% error would

constitute acceptable agreement. Therefore, the first objective function maximizes

the number of points which either lie within 1% of the measured values or within the

measurement error - whichever is greater.

The calculations are based on Eqs. (2.16), (2.13), and (2.20) for the L-J model and

Eqs. (2.34), (2.37), and (2.20) for the VSS model. The priority is to obtain model

parameters which result in transport properties which lie within the experimental

measurements, but several parameters may produce the same maximum number of

points. Therefore, the optimized set model parameters which result in the least square

error,

ε =
1

N

N∑
i=1

(
µi − µi,exp

µi,exp

)2

, (4.17)

are selected as the recommended parameters. The summation in Eq. (4.17) is over the

number of experimental data points, N , and the error is normalized by the measured

value, µi,exp.

Each gas used function tolerances of 10−6 and the objective function returns the

number of data points which lie within the measurement uncertainty, normalized by

the total number of data points. This indicates that the model parameters correspond

to a maximum validity range. Initial guesses were varied relative to the values found

in literature for L-J parameters: ϵ0/k = [max
(
ϵ(Hirschfelder) − 20, 5

)
, 1.5ϵ(Hirschfelder)],

σ0 = σ(Hirschfelder) ± 0.2. The VSS parameter, ω, was varied between the two limits:

0.5 for hard sphere and 1.0 for a Maxwell molecule. The second VSS model parameter,

α, may then be computed directly from Eq. (2.39). The last VSS parameter, µref(Tref),

is varied according to the temperatures at which both viscosity and self-diffusion are
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measured. Thus, the optimal ω and α parameters are recorded for each reference

temperature, and the objective functions are compared to determine the optimal

parameters overall.

4.3 Results and Discussion

Recommendations for VSS and L-J model parameters based on a critical review

of experimental measurements and ab-initio calculations of viscosity are made in

this section. The performance of the optimized parameters are assessed relative to

a critical review of experimental measurements and ab-initio calculations of thermal

conductivity. The sources of all the viscosity, self-diffusion coefficient, and thermal

conductivity reference values are detailed first and listed in tables 4.7 and 4.8, and

then comparisons to the reference values of the lighter and heavier gases are made

using several sets of VSS and L-J model parameters.

Table 4.7.: Sources of viscosity and self-diffusion coefficient mea-

surements, correlations, and ab-initio calculations for 8 common

gases. Underlined reference indicates source used for reference val-

ues.

Interaction Viscosity References Self-Diffusion References

H2–H2

Maitland and Smith 1972 [52]

May et al. 2007 [79]

Mehl et al. 2010 [80]

Bendt 1958 [71]

He–He

Cencek et al. 2012 [73]

Kestin et al. 1972 [81]

Kestin and Wakeham 1983 [82]

Vogel 1984 [83]

Hurly and Moldover 2000 [76]

Hurly and Moldover 2000 [76]

Kestin et al. 1984 [53]

Continued on next page
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Table 4.7 – Continued from previous page

Interaction Viscosity References Self-Diffusion References

Ne–Ne

Bich et al. 2008 [75]

Kestin and Leidenfrost 1959 [84]

Kestin and Nagashima 1964 [85]

DiPippo et al. 1967 [86]

Flynn et al. 1963 [87]

Kestin et al. 1972 [81]

Vogel 1984 [83]

Evers et al. 2002 [88]

Kestin et al. 1984 [53]

N2–N2

Lemmon and Jacobsen 2004 [68]

Seibt et al. 2006 [89]

Hellmann 2013 [90]

Winn 1950 [70]

O2–O2 Lemmon and Jacobsen 2004 [68] Winn 1950 [70]

Ar–Ar

Vogel et al. [74]

Lemmon and Jacobsen 2004 [68]

May et al. 2006 [91]

Vogel 2010 [92]

Zhang et al. [93]

Kestin et al. 1984 [53]

Kr–Kr
Bich et al. 1990 [69]

Evers et al. 2002 [88]
Kestin et al. 1984 [53]

Xe–Xe
Bich et al. 1990 [69]

May et al. 2007 [79]
Kestin et al. 1984 [53]

The reference values of viscosity for O2 and N2, are all taken from recent corre-

lations provided by Lemmon and Jacobsen, [68] which are based on comparisons to

a large set of experimental data. More recent N2 viscosity measurements made by

Seibt et al. in 2006 [89] agree to within 0.7% of Lemmon and Jacobsen’s correlation.

Ab-initio calculations by Hellmann [90] are in close agreement at temperatures above

100 K.

Reference viscosities of Ar gas are taken from ab-initio calculations by Vogel et

al. [74]; which are within 0.1% of recent, accurate viscosity measurements by May
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Table 4.8.. Sources of thermal conductivity measurements, correlations,
and ab-initio calculations for 8 common gases. Underlined reference indi-
cates source used for reference values.

Interaction Thermal Conductivity References Interaction Thermal Conductivity References

H2–H2

Blais and Mann 1960 [72]

Johnston and Grilly 1946 [94]

Mehl et al. 2010 [80]

O2–O2

Lemmon and Jacobsen 2004 [68]

Jain and Saxena 1977 [95]

He–He

Cencek et al. 2012 [73]

Kestin et al. 1984 [53]

Bich et al. [69] 1990

Wakeham et al. 1991 [96]

Hurly and Moldover 2000 [76]

Ar–Ar

Vogel et al. [74]

Lemmon and Jacobsen 2004 [68]

Kestin et al. 1984 [53]

Bich et al. 1990 [69]

Ne–Ne

Bich et al. 2008 [75]

Kestin et al. 1980 [97]

Kestin et al. 1984 [53]

Millat et al. 1988 [98]

Kr–Kr

Bich et al. 1990 [69]

Haarman [99] 1973

Kestin et al. 1984 [53]

N2–N2

Lemmon and Jacobsen 2004 [68]

Stephan et al. 1987 [100]

Duan et al. 1997 [101]

Hellmann 2013 [90]

Xe–Xe

Bich et al. 1990 [69]

Springer and Wingeier 1973 [102]

Assael et al. 1981 [103]

Kestin et al. 1984 [53]

et al., [91] Vogel, [92] and Zhang et al. [93] The Ar viscosity correlation of Lemmon

and Jacobsen [68] is also observed to be within 1% of Vogel et al. [74] over the entire

temperature range considered in this work.

Viscosity correlations made by Bich et al. [69] are used as reference values for

Kr and Xe. Reported viscosities are in better agreement with recent measurements

by May et al. [79] than the correlation by Maitland and Smith [52] for Xe. Agree-

ment with Kr viscosity measurements made by Evers et al. [88] is better than 0.2%,

especially near room temperature.

For H2 gas, the viscosity correlation by Maitland and Smith [52] is within the ex-

perimental measurement errors of more recent measurements made by May et al. [79],
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and are therefore used as reference values. Agreement with ab-initio calculations of

H2 viscosity by Mehl et al. [80] is also well within the estimated uncertainties of the

Maitland and Smith [52] correlation near ambient temperature.

Reference values of He viscosity taken from ab-initio calculations by Cencek et

al. [73] The reported viscosities deviate by no more than 0.06% of the previous

ab-initio calculations of Hurly and Moldover, [76] and are in best agreement with

measurements made by Vogel [83], Kestin et al. [81], and Kestin and Wakeham. [82]

Ab-initio calculations of Ne viscosity by Bich et al. [75] are in good agreement

with the most accurate experimental data [81, 83–88] at ambient temperatures and

are therefore used as reference values.

Reference values of self-diffusion are largely based on measurements by Kestin

et al. [53] and Winn [70]. Diffusion coefficients for all of the noble gases, with

the exception of He, are taken from Kestin et al. [53]. Reference values of self-

diffusion coefficient for He are instead taken from more recent ab-initio calculations

by Hurly and Moldover. [76] Self-diffusion measurements made by Winn [70] are used

as reference values for O2, and N2 while measurements by Bendt [71] are used for H2.

Many of the same sources for viscosity also provide experimental or ab-initio

calculations of thermal conductivity. Reference values of He thermal conductivity are

taken from ab-initio calculations by Cencek et al. [73]; which are within 0.15% of the

previous ab-initio calculations of Hurly and Moldover. [76] and are within 0.6% of

measurements made by Bich et al. [69] These results are also in good agreement with

measurements made by Wakeham et al. [96] and Kestin et al. [53]

Ab-initio calculations of Ne thermal conductivity by Bich et al. [75] are in good

agreement with the most accurate experimental data using the transient hot-wire

technique [97,103] at ambient temperatures and are therefore used as reference values.

The reference values of thermal conductivity for O2 and N2 are taken from recent

correlations provided by Lemmon and Jacobsen [68]; which are based on comparisons

to a large set of experimental data. Uncertainties for the dilute gas limit relative

are typically within ±2% for N2, but are ±5% O2. Recent ab-initio calculations
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by Hellmann [90] are in good agreement with thermal conductivity correlations by

Lemmon and Jacobsen [68] below 500 K, but are 10% higher at 2000 K. This is a

discrepancy between theoretical calculations and experimental measurements. The

correlation of Lemmon and Jacobsen [68] is used with the knowledge that significantly

larger uncertainties are present at higher temperatures.

Thermal conductivity correlations made by Bich et al. [69] are used as reference

values for Kr and Xe. Bich et al. [69] values for Kr are in good agreement with a

previous correlation made by Kestin et al. [53] up to 2200 K, and are within ±1%

of measurements made by Haarman [99] near ambient temperatures. The correlation

for Xe [69] is in good agreement with the most accurate experimental data using

the transient hot-wire technique [103] and is within 1.5 % of both measurements by

Springer and Wingeier [102] and a previous correlation by Kestin et al. [53].

H2 data is the most unreliable, with few thermal conductivity measurements made

after Blais and Mann [72] in 1960. Stated uncertainties in Blais and Mann measure-

ments [72] are 4%, but may be around 10% near ambient temperatures based on

previous measurements by Johnston and Grilly [94]. At higher temperatures, this

uncertainty may be larger.

The model parameters are tabulated in tables 4.9 and 4.10 for eight common

gases using both the VSS and L-J models. Reported temperature ranges indicate the

ranges for which the model parameters have been optimized, and the least square

error relative to the reference values are provided in the last column.

4.3.1 Lighter Gases Including: H2, He, and Ne

Agreement between computed and measured viscosities is most improved for the

VSS model applied to the lighter gases. This is due to the shallow well depth of the

lighter gases; leading to accurate representation of viscosity and self-diffusion coeffi-

cient dependency on temperature with a purely repulsive potential. Figures 4.6- 4.8
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show the errors in viscosity and self-diffusion coefficient calculations relative to exper-

imental measurements for the H2–H2, He–He, and Ne–Ne interactions, respectively.

Agreement with the H2 viscosity correlation of Maitland and Smith [52] may be

observed from Fig. 4.6. The VSS model using the recommended parameters in ta-

ble 4.9 is in excellent agreement, except at temperatures below 100 K where the use

of classical mechanics to describe the collisions is invalid. Use of the recommended

L-J parameters in table 4.10 results in better agreement near ambient temperature.

Viscosities calculated using the recommended L-J parameters are within the measure-

ment error of ± 1.5% between 150 K and 1000 K, but the deviations increase with

increasing temperature. Again, due to the increased importance of quantum effects

at lower temperatures, the agreement with self-diffusion measurements of Bendt [71]

is worst below 100 K.

The viscosities for the He–He interaction are again much better modeled using the

recommended parameters for the VSS model rather than those from literature [1]. The

estimated measurement uncertainty is only ± 0.01%, but neither model is capable of

such close agreement over the temperature range considered. However, the VSS model

with the recommended parameters in table 4.9 deviates by no more than 1% between

300 K and 2000 K. The least square error, as defined in Eq. (4.17) and reported in

the last column of tables 4.9 and 4.10, is reduced by a factor of four with use of

the recommended L-J parameters. Fewer experiments are available for self-diffusion

coefficient, and the deviation between them is rather large. The deviation between

Hurly and Moldover [76] and experiments [71,104,105] is between -7% and 6%. Only

the VSS and L-J models with the parameters recommended in this work are within

this measurement uncertainty at higher temperatures.

Both L-J and VSS model parameters from literature [1, 30, 106] are mostly out-

side of the estimated uncertainty of the viscosity calculations for Ne gas, but the

agreement is significantly improved through the use of the recommended parameters

in table 4.10. The viscosity error for the VSS model is nearly -2% from 400 K and

higher when using the model parameters from literature [1]. With the recommended
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model parameters, the least square error is reduced by more than a factor of five,

and excellent agreement may be observed in Fig. 4.8 Large errors at the lower tem-

peratures are observable for the L-J model when using the recommended parameters

in table 4.10 because the parameters are chosen to increase the range of validity

relative to viscosity and self-diffusion measurements. More accurate ab-initio poten-

tials for Ne have potential well depths on the order of 42 K, such as reported by

Bich et al. [75] Thus, the recommended value of 72.614 K exaggerates the dominat-

ing attractive forces at lower temperatures. The resulting exaggeration in attractive

forces causes the collision cross-section to be larger and conversely the viscosity to be

smaller. Between 300 K and 1300 K, the L-J model using the recommended parame-

ters in table 4.10 deviates by no more than 1% from the ab-initio calculations of Bich

et al. [75]

Figure 4.8 shows that the L-J model, even with the recommended parameters, is

not within the self-diffusion coefficient measurement uncertainty. The VSS model, on

the other hand, is in good agreement above 200 K.

Thermal conductivities of H2 and He are shown in Figure 4.14. It is clear that the-

oretical values follow a different trend from the measurements of Blais and Mann [72]

for H2 gas. All models are within the relatively large measurement error until 600 K

where they continue to diverge from the measured values. Unfortunately, few mea-

surements exist for H2 gas to confirm this behavior. However, Saxena, Saksena, and

Gambhir [107] have also reported similar disagreements and attributed it to errors in

the thermal conductivity data.

Agreement between theoretical and measured thermal conductivity for He gas is

similar to that of viscosity. Figure 4.14 shows that the VSS model is in best agreement

with ab-initio calculations of Cencek et al. [73] over most of the temperature range

considered.

Errors in the calculations of thermal conductivity of a Ne gas using VSS and L-

J models relative to ab-initio calculations are shown in Figure 4.15. The use of the

recommended parameters listed in table 4.9 improves the VSS model agreement with
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Bich et al. [75] to be within 1% above 300 K. The L-J model follows a similar trend for

thermal conductivity as for viscosity and deviates by more than 5% at temperatures

below 250 K and above 1450 K.

4.3.2 Heavier Gases Including: N2, O2, Ar, Kr, and Xe

Attractive forces are more important over a wider temperature range for heavier

gases owing to their deeper potential well, and therefore agreement between L-J model

predictions and reference values of viscosity, self-diffusion coefficient, and thermal

conductivity is better. Errors in viscosity and self-diffusion coefficient measurements

relative to experimental measurements are illustrated in Fig. 4.9- 4.13 for the N2–N2,

O2–O2, Ar–Ar, Kr–Kr, Xe–Xe, interactions, respectively.

The VSS model using recommended parameter values in table 4.9 greatly im-

proves agreement with the viscosity correlation by Lemmon and Jacobsen [68] at

higher temperatures. Both the L-J and VSS models with the recommended model

parameters in tables 4.10 and 4.9, respectively, remain within the estimated mea-

surement uncertainty above 300 K. Using the recommended parameters for the VSS

model also improves its agreement with self-diffusion coefficient measurements, as

shown in Fig. 4.9. The recommended parameters in table 4.10 for the L-J model re-

sult in self-diffusion coefficients which deviate slightly more from measurements than

those corresponding to either of the two sets of parameters in literature. [30,106]

Agreement with viscosity and self-diffusion coefficient measurements of the O2–O2

interaction is noticeably better with the recommended parameters for both VSS and

L-J models. The VSS model, even with the recommended parameters in table 4.9,

deviates more rapidly at higher temperatures than the L-J model, but remains within

the estimated measurement uncertainty of Lemmon and Jacobsen. [68]

Also shown in Figure 4.9 are the self-diffusion calculations for the VSS model using

parameters from Stephani et al. [63] The parameter values from Stephani et al. [63]

result in viscosities and thermal conductivities which are in error by more than a factor
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of two, and are therefore not shown in the plots for O2 and N2. This error is due

to the significantly higher reference temperature of 2880 K on which the parameters

are based. Both VSS and L-J models using the recommended values in tables 4.9

and 4.10, respectively, agree well with the self-diffusion coefficient measurements of

Winn. [70]

For the Ar–Ar interaction, the ranges of validity for the L-J model are only slightly

increased relative to the values provided by Hirschfelder et al. [30], improving agree-

ment at ambient temperatures. Figure 4.11 shows that the viscosities computed

using the L-J model and parameters from Mourits and Rummens [106] are in the

worst agreement with viscosity measurements over most of the considered tempera-

ture range. Agreement between the VSS model using the recommended parameters

in table 4.9 and ab-initio calculations of Vogel et al. [74] are generally better than

1%, except at temperatures below 400 K where the VSS model begins to deviate

significantly.

In regards to the self-diffusion coefficient for Ar gas, the VSS model is somewhat

improved at higher temperatures using the recommended parameters. The L-J model

is observed in Fig. 4.11 to be in reasonable agreement with measurements over a

wider temperature range using the recommended parameters, and is within 2% of

measurements between 250 K and 1000 K.

The recommended L-J parameters in table 4.10 for the Kr–Kr interaction are

close to the values reported by Hirschfelder et al. [30], and therefore only slight dif-

ferences may be observed in viscosity and self-diffusion coefficient calculations shown

in Fig. 4.12. Deviations of the L-J model with the recommended parameters from

viscosity measurements by Bich et al. [69] are within the estimated measurement un-

certainty over the entire temperature range considered. The VSS model using the

recommended parameters in table 4.9 has a larger least square error than that of the

VSS model with parameters from Bird [1], and this is due to the more rapid deviations

from viscosity measurements at temperatures below 500 K. At ambient temperatures,

the VSS model using the recommended parameters are in error by more than 5%.
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Both the recommended L-J parameters in table 4.10 and parameters by Hirschfelder

et al. [30] result in good agreement with self-diffusion coefficient measurements of

Kestin et al. [82] The trends observed in Fig. 4.12 for the VSS models are similar

to that of the viscosity calculations. Self-diffusion coefficient calculations using the

recommended VSS parameters in table 4.9 are in best agreement near the reference

temperature of 473.15 K, and deviate rapidly as the temperature decreases.

The agreement with viscosity measurements of Xe is markedly better for the L-

J model than the VSS model at lower temperatures. The VSS model using the

recommended parameters in table 4.9 compares the best at temperatures above 600

K, where the deviations from viscosity measurements of Bich et al. [69] are within

the measurement error of ± 1%. The L-J model using the recommended parameters

in table 4.10 is within 2% of the viscosity measurements of Bich et al. [69] above 300

K, and is within the measurement error between 350 K and 1500 K. The least square

error is drastically reduced between the viscosity calculations and the experimental

measurements when the recommended L-J parameters in table 4.10 are used.

Agreement with self-diffusion coefficient measurements is improved in the region

near the reference temperature of 723.15 K when the recommended VSS model pa-

rameters in table 4.9 are used. However, the VSS viscosity using the recommended

parameters is observed in Fig. 4.13 to significantly deviate from the self-diffusion co-

efficient measurements of Kestin et al. [82] as the temperature decreases. Values of

self-diffusion coefficients using the recommended L-J parameters are generally within

2% of the measured values, except for temperatures below 300 K. Agreement be-

tween both sets of L-J model parameters from literature [30, 106] and self-diffusion

coefficient measurements is best at ambient temperatures and deviates increasingly

as temperature increases.

Figure 4.15 shows the errors in thermal conductivities computed from VSS and

L-J models relative to the experimental fit of Lemmon and Jacobsen. [68] The VSS

model is observed to diverge more slowly with the recommended parameters and

is within the measurement error beyond 1100 K. Thermal conductivity calculations
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using the L-J parameters from Hirschfelder et al. [30] are in the best agreement

with measured values at higher temperatures. All models agree reasonably well near

room temperature. Caution should be placed on these comparisons above 500 K,

however, since recent ab-initio calculations of Hellmann [90] show that the correlation

of Lemmon and Jacobsen [68] deviates increasingly as the temperature increases. At

2000 K, the calculations of Hellmann [90] are approximately 10% higher than the

measurement-based correlations of Lemmon and Jacobsen. [68]

All models are within the ± 5% thermal conductivity measurement error for O2

over most of the temperature range considered. More noticeable difference is present

in Figure 4.16 between the VSS models using parameters from literature and from

the recommendations in this work.

The L-J model is observed in Figure 4.16 to be in excellent agreement with ther-

mal conductivity measurements of Ar over the majority of the temperature range

considered. Only the L-J model using parameters from Mourits and Rummens [106]

and the VSS model using parameters from Bird [1] are outside of the measurement

error above 1300 K.

Figure 4.17 shows thermal conductivity calculation errors for the Kr–Kr and Xe–

Xe interactions. Both the L-J models using the recommended parameters in table 4.10

and those from Hirschfelder et al. [30] are in good agreement with thermal conduc-

tivity measurements by Bich et al. [69] Above 1300 K, both L-J models then continue

to deviate from the reference values of Bich et al. [69] and lie outside of the estimated

measurement uncertainty. The agreement between the VSS model with the recom-

mended parameters in table 4.9 and the thermal conductivity measurements is within

the estimated measurement uncertainty for all temperatures above 400 K.

The L-J model using the recommended parameters in table 4.10 is in best agree-

ment with thermal conductivity measurements of Xe gas overall. The error is slightly

more than 3% at room temperature for the present L-J but is within the measure-

ment error between 400 K and 1600 K. Agreement between the present VSS model

and experimental measurements is best near room temperature; with errors rapidly
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increasing at temperatures both below 100 K and above 700 K. At 1600 K, errors in

the theoretical calculations of the present VSS model are as much as 16%.

Table 4.10.: L-J Model Parameters for 8 Common Gases

in Temperature Range 20-2200 K

Interaction
T Range

(K)
Reference ϵ/k(K) σ(Å) ε (%)

H2–H2

— [30] 33.3 2.968 0.23

20–1000 Present 58.66 2.8415 0.34

He–He
— [30] 10.22 2.576 0.60

140–1000 Present 4.8083 2.6536 0.15

Ne–Ne
— [30] 35.7 2.789 0.08

— [106] 32.0 2.822 0.11

80–2200 Present 72.614 2.6484 0.05

N2–N2

— [30] 91.5 3.681 0.02

— [106] 82 3.738 0.02

50–2200 Present 88.5859 3.7273 0.02

O2–O2

— [30] 113.0 3.433 0.03

— [106] 102.6 3.480 0.02

50–2000 Present 116.612 3.450 8.8×10−3

Ar–Ar
— [30] 124.0 3.418 0.02

— [106] 113.5 3.465 0.06

90–2200 Present 152.56 3.351 0.02

Kr–Kr
— [30] 190 3.610 0.02

— [106] 178.0 3.662 0.06

140–2000 Present 187.83 3.612 0.02

Continued on next page
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Table 4.10 – Continued from previous page

Interaction
T Range

(K)
Reference ϵ/k(K) σ(Å) ε (%)

Xe–Xe
— [30] 229.0 4.055 0.09

— [106] 230.2 4.050 0.08

180–1500 Present 273.99 3.932 0.01
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Figure 4.6.. VSS and L-J model (a) viscosity errors for H2 gas relative to
experimental fit of Maitland and Smith [52] and (b) self-diffusion errors
for H2 gas relative to experimental measurements of Bendt [71]. Shaded
region indicates the estimated uncertainty of the experimental measure-
ments.
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Figure 4.7.. VSS and L-J model (a) viscosity errors for He gas relative
to ab-initio calculations of Cencek et al. [73] and (b) self-diffusion errors
for He gas relative to ab-initio calculations of Cencek et al. [73] Shaded
region indicates the estimated uncertainty of the ab-initio calculations.
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Figure 4.8.. VSS and L-J model (a) viscosity errors for Ne gas relative
to ab-initio calculations of Bich et al. [75] and (b) self-diffusion errors for
Ne gas relative to experimental measurements of Kestin et al. [53] Shaded
region indicates the estimated uncertainty of the ab-initio calculations and
experimental measurements.
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Figure 4.9.. VSS and L-J model (a) viscosity errors for N2 gas relative
to experimental fit of Lemmon and Jacobsen [68] and (b) self-diffusion
errors for N2 gas relative to experimental measurements of Winn. [70]
Shaded region indicates the estimated uncertainty of the experimental
measurements.
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Figure 4.10.. VSS and L-J model (a) viscosity errors for O2 gas relative
to experimental fit of Lemmon and Jacobsen [68] and (b) self-diffusion
errors for O2 gas relative to experimental measurements of Winn. [70]
Shaded region indicates the estimated uncertainty of the experimental
measurements.
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Figure 4.11.. VSS and L-J model (a) viscosity errors for Ar gas relative
to ab-initio calculations of Vogel et al. [74] and (b) self-diffusion errors for
Ar gas relative to experimental measurements of Kestin et al. [53] Shaded
region indicates the estimated uncertainty of the ab-initio calculations and
experimental measurements.
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Figure 4.12.. VSS and L-J model (a) viscosity errors for Kr gas relative to
experimental fit of Bich et al. [69] and (b) self-diffusion errors for Kr gas
relative to experimental measurements of Kestin et al. [53] Shaded region
indicates the estimated uncertainty of the experimental measurements.
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Figure 4.13.. VSS and L-J model (a) viscosity errors for Xe gas relative to
experimental fit of Bich et al. [69] and (b) self-diffusion errors for Xe gas
relative to experimental measurements of Kestin et al. [53] Shaded region
indicates the estimated uncertainty of the experimental measurements.
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Figure 4.14.. VSS and L-J model thermal conductivity errors for (a) H2

gas relative to experimental measurements of Blais and Mann [72] and (b)
He gas relative to ab-initio calculations of Cencek et al. [73] Shaded region
indicates the estimated uncertainty of the experimental measurements and
ab-initio calculations.
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Figure 4.15.. VSS and L-J model thermal conductivity errors for (a)
Ne gas relative to ab-initio calculations of Bich et al. [75] and (b) N2

gas relative to experimental fit of Lemmon and Jacobsen. [68] Shaded
region indicates the estimated uncertainty of the ab-initio calculations
and experimental measurements.
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Figure 4.16.. VSS and L-J model (a) thermal conductivity errors for O2

gas relative to experimental fit of Lemmon and Jacobsen [68] and (b)
Ar gas relative to ab-initio calculations of Vogel et al. [74] Shaded region
indicates the estimated uncertainty of the experimental measurements and
ab-initio calculations.
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Figure 4.17.. VSS and L-J model (a) thermal conductivity errors for Kr
gas relative to experimental fit of Bich et al. [69] and (b) Xe gas relative to
experimental fit of Bich et al. [69] Shaded region indicates the estimated
uncertainty of the experimental measurements.

4.4 Binary Scattering for Ground State Atomic Oxygen Collisions

Significant effort has been placed on accurately computing transport collision inte-

grals [108–112]; with more recent focus on ab-initio potentials [20,21,24,25]. Accurate
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transport collision integrals are useful in a variety of research areas including hyper-

sonics [111, 113] astrophysics [114, 115], and thermal plasmas [116] and have thus

benefited. One area which has yet to make significant use of any realistic potential

beyond the L-J (12-6) potential is rarefied gas dynamics.

Of particular importance in gas dynamics is matching observed transport proper-

ties, and this is the key to the success of phenomenological models such as the variable

hard sphere [1] (VHS) and variable soft sphere [9] (VSS) models. These are both sim-

ple models, possessing only repulsive forces as with the hard sphere (HS) model, but

modified to better match viscosity and self-diffusion measurements. Such models have

been shown to work well over a wide temperature range for lighter gases possessing

a shallow potential well, but less so for gases with a deeper potential well [117].

Transport properties are macroscopic properties which are naturally obtained from

the microscopic interactions specified by the potential. Rather than defining a model

which matches observed macroscopic properties the idea here is to use a model based

on first principles. In the case where experimental measurements are limited, what

do you do to obtain model parameters for such phenomenological models? One could

use the models based on ab-initio potentials to compute the required transport prop-

erties and thereby determine the optimal parameters. However, for some gases, such

as those with significant attractive forces, this may be insufficient over a wide tem-

perature range [117].

Atomic oxygen is one such gas which possesses a deep potential well and is a

prevalent species formed during reentry of hypersonic vehicles. It is also one of the

main constituents of the upper atmosphere known as the Thermosphere. [118] In the

Thermosphere, which encompasses altitudes between approximately 85 and 500 km,

the temperatures range from 170 to more than 1,000 K. [118] At these altitudes, the

densities are six orders of magnitude lower than at sea level and therefore modeling

the transport under these conditions requires kinetic theory based methods such as

DSMC [1].
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Previous studies [112, 119] have reviewed collision integrals using various poten-

tials, but were focused on implementation into continuum fluid dynamics. That is,

only the viscosity and mass-diffusion type collision integrals were investigated. A re-

cent publication by Bruno, Frezzotti, and Ghiroldi [120] demonstrated the accuracy

of a coupled DSMC-classical trajectory (DSMC-CT) method using an accurate po-

tential energy surface for molecular oxygen interactions. Their focus was also on the

computation of transport properties. However, the DSMC method [1] is a particle-

based method which requires more fundamental properties such as scattering angles

and total collision cross-sections.

The ground state O-O interaction is investigated in regards to scattering angles,

total cross-sections, and collision integrals using: (1) VSS model, (2) L-J model, (3)

Morse potential based on spectroscopic constants [121], (4) Morse potential based

on ab-initio potentials [109], and (5) ab-initio potential of Varandas and Pais [20].

Optimal VSS parameters are determined based on viscosity calculations using Varan-

das and Pais potential and compared in terms of computational cost and accuracy of

transport properties.

The only potential considered in this section which has not already been discussed

in Chapter 2 is the potential by Varandas and Pais [20]. Therefore, a few comments

will be made here.

Varandas and Pais [20] had generated a potential energy surface for ground state

ozone, O3, using a combination of ab-initio calculations and experimental data from

spectroscopic, incomplete total scattering cross-section, and kinetic thermal rate mea-

surements. The three-body potential may be represented as a summation of an

extended-Hartree-Fock type (EHF) energy and the dynamical correlation energy,

ϕ(r) = ϕEHF (r) + ϕcorr(r) . (4.18)

The potential for the EHF energies contains the exponential repulsive terms while

the potential for the dynamical correlation energy contains the dispersion terms. In-

termolecular separation distances must be specified between each of the three oxygen
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atoms, and therefore a bold-face notation is used for the array of separation dis-

tances, r. Since the analysis in this work is only focused on the two-body interaction,

the remaining oxygen atom is specified a large distance away (∼1000 Å) such that

the potential reduces to a two-body potential. For details on the potential and cor-

responding parameter values, the reader is referred to the article by Varandas and

Pais. [20] The behavior of the potential of Varandas and Pais [20] is shown in Fig. 4.18

relative to VSS, L-J, and Morse potentials for ground-state O-O.
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Figure 4.18.. Comparison of VSS, L-J, Morse, and Varandas potentials
for ground state O-O

4.4.1 Verification of Collision Integral Calculations

Verification of the program used to compute the transport collision integrals has

been performed by comparing to accepted values for Morse potentials tabulated in

literature [122,123]. Smith and Munn [122] had calculated the diffusion and viscosity

type collision integrals for the Morse potential using several values of the parameter,

C. This parameter is related to the scaling parameter, α, defined in Section 2.7 as
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α = C/σ. The values obtained using the present program described in Section 2.8

are compared to those of Smith and Munn [122] in table 4.11.

Table 4.11.. Verification of collision integral calculations for Morse poten-
tial

Ω∗(1,1) Ω∗(2,2)

T ∗ Present Smith and Munn [122] Error (%) Present Smith and Munn [122] Error (%)

C = 2.0

0.004 21.3039 21.3303 -0.12 21.6525 21.6425 0.05

0.010 18.5246 18.5383 -0.07 17.7215 17.7060 0.09

0.020 16.3234 16.3252 -0.01 15.0360 14.9869 0.33

0.040 13.9444 13.9429 0.01 12.5565 12.5350 0.17

0.100 10.6493 10.6486 0.01 9.7042 9.7379 -0.35

0.200 7.6446 7.6296 0.20 7.8079 7.8154 -0.10

0.400 4.4328 4.4535 -0.46 5.0462 5.0400 0.12

1.000 1.8106 1.8140 -0.19 2.1444 2.1403 0.19

2.000 0.9764 0.9790 -0.27 1.1815 1.1794 0.18

4.000 0.5837 0.5830 0.12 0.7366 0.7362 0.05

C = 4.0

0.004 7.0149 7.0039 0.16 7.9047 7.9153 -0.13

0.010 6.0869 6.0782 0.14 6.7212 6.7197 0.02

0.020 5.4461 5.4385 0.14 5.8887 5.8879 0.01

0.040 4.8395 4.8363 0.07 5.1130 5.1122 0.02

0.100 4.0428 4.0509 -0.20 4.1731 4.1757 -0.06

0.200 3.3738 3.3969 -0.68 3.5418 3.5466 -0.14

0.400 2.5277 2.543 -0.60 2.8178 2.8232 -0.19

1.000 1.4814 1.4859 -0.30 1.6866 1.6903 -0.22

2.000 1.0315 1.0321 -0.06 1.1712 1.1708 0.04

4.000 0.7883 0.7889 -0.07 0.9092 0.9084 0.09

There is good agreement between the two sets of collision integrals, with a maxi-

mum deviation of -0.68% occurring at a reduced temperature of 0.2. Otherwise, the

deviations are typically better than 0.2%.
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4.4.2 Scattering Angles and Total Collision Cross-Sections

Scattering angles and total collision cross-sections, σT , are computed for the: VSS

model based on Varandas and Pais potential [20], (12-6) L-J potential, Morse (K-

H) potential [121], Morse (C-F) potential [109], and the potential by Varandas and

Pais [20]. All model parameters, with the exception of the potential by Varandas and

Pais, are listed in table 4.12.

Table 4.12.. Intermolecular potential model parameters

Potential Parameters

VSS
ω α Tref (K) dref (Å) µref (µPa · s)

0.7376 1.29 300 3.4886 18.2307

L-J
σ(Å) ϵ(eV )

1.07579 5.2133

Morse (K-H) [121]
re(Å) De(eV ) α σ(Å)

1.207 5.2133 2.7766 0.958

Morse (C-F) [109]
re(Å) De(eV ) α σ(Å)

1.30 3.81 3.1068 1.077

At low collision energies there exists orbiting collisions, wherein the scattering

angles become infinite. This is a result of the attractive component of the potential,

and therefore the purely repulsive VSS model does not exhibit this behavior. At higher

collision energies such as those shown in figure 4.19 for a temperature of 100,000K, the

forces are predominantly repulsive. The scattering for the Morse (K-H) potential [121]

is in best agreement with that of the potential of Varandas and Pais [20].

Figure 4.20 shows the dependence of the total collision cross-section on temper-

ature for the various potentials considered in this work. It may be observed that

the L-J potential has the largest total collision cross-section; while the VSS model is

significantly smaller than all other potentials. In regards to computational efficiency
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Figure 4.19.. Scattering angles as a function of impact parameter at (a)
40 K and (b) 100,000 K for VSS, L-J, Morse, and Varandas potentials

in the DSMC method, this implies that the VSS model is optimal since fewer collision

events are occur. The total collision cross section for the potential of Varandas and

Pais [20] is more comparable to the Morse (K-H) and Morse (C-F) potentials.

Figure 4.20.. Total collision cross-sections as a function of temperature
for VSS, L-J, Morse, and Varandas potentials
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Convenient expressions for computing the maximum reduced impact parameter as

a function of reduced collision energy are also provided for the Morse and Varandas

and Pais potentials. Logarithmic functions of the form,

b∗max(ϵ
∗) = (log(ϵ∗)−B) /A , (4.19)

and exponential functions of the form,

b∗max(ϵ
∗) = exp [(log(ϵ∗)−B) /A] , (4.20)

may be used with the A and B parameters provided in table 4.13 to obtain the

reduced impact parameters as a function of reduced collision energy. The use of these

parameters neglects scattering angles less than 0.1 radians.

Table 4.13.. Parameters in collision cross-section expressions for Morse
and Varandas and Pais potentials

Potential A B Expression

Morse (K-H) -2.37408099365 7.00079740986 b∗max(ϵ
∗) = (log(ϵ∗)−B) /A

Morse (C-F) -2.82074462832 7.29710727228 b∗max(ϵ
∗) = (log(ϵ∗)−B) /A

Varandas and Pais -8.36980407022 8.45885632883 b∗max(ϵ
∗) = exp [(log(ϵ∗)−B) /A]

The computational cost for calculating scattering angles scales with the complexity

of the potential. Therefore, the ab-initio potential of Varandas and Pais [20] requires

the most time of those considered in this work. On a personal laptop with a Intel Core

2.00 GHz i7-3537U CPU the computational cost of the Varandas and Pais potential is

4 seconds per scattering angle, while for the Morse (K-H) and Morse (C-F) potentials

this cost is 0.2 seconds per scattering angle. The cost of using the L-J potential is half

that at 0.1 seconds per scattering angle, and the VSS model is by far the most efficient

with a cost of 2 microseconds per scattering angle. For implementation in particle-

based methods such as DSMC, there are alternatives to directly calculating on-the-fly

such as a polynomial approximation [37], or interpolating from pre-computed tables.
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4.4.3 Collision Integrals and Transport Properties

The diffusion and viscosity-type collision integrals contributing to the first-approximation

of the transport properties are compared for each intermolecular potential. The values

of Ω∗(1,1) and Ω∗(2,2) are reported in tables 4.14 and 4.15 for each potential, and the

deviations are reported relative to the ab-initio potential of Varandas and Pais [20].

Table 4.14.. Self-diffusion type collision integrals Ω(1,1) for L-J, Morse,
and Varandas and Pais potentials

L-J Morse (K-H) Morse (C-F) Varandas

T (K) Ω(1,1)(Å2) Dev. (%) Ω(1,1)(Å2) Dev. (%) Ω(1,1)(Å2) Dev. (%) Ω(1,1)(Å2)

150 16.04 43.19 12.81 14.39 10.79 -3.68 11.20

300 12.72 35.21 11.56 22.92 9.70 3.12 9.41

500 10.72 28.50 10.69 28.26 8.95 7.34 8.34

1,000 8.50 17.52 9.55 32.05 7.98 10.38 7.23

2,000 6.74 6.10 8.39 32.07 7.03 10.70 6.35

4,000 5.34 -3.22 7.16 29.72 6.04 9.48 5.52

5,000 4.95 -6.14 6.75 27.93 5.70 8.19 5.27

6,000 4.65 -8.44 6.40 26.11 5.42 6.73 5.08

8,000 4.21 -11.59 5.84 22.71 4.94 3.76 4.76

10,000 3.89 -13.23 5.36 19.75 4.52 1.04 4.48

15,000 3.32 -13.47 4.38 14.12 3.69 -3.82 3.84

20,000 2.93 -11.26 3.65 10.41 3.10 -6.29 3.30

Collision integrals computed from the Morse (C-F) model are in best agreement

with those from the potential of Varandas and Pais [20]. The root mean square devi-

ation in the collision integrals are nearly 7%, whereas those computed from the Morse

(K-H) model are on the order of 20%. This is despite the much better agreement of

the intermolecular potential and scattering angles for the Morse (K-H) model. The

L-J model, while possessing the same potential well depth as that of the Varandas and
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Table 4.15.. Viscosity type collision integrals Ω(2,2) for L-J, Morse, and
Varandas and Pais potentials

L-J Morse (K-H) Morse (C-F) Varandas

T (K) Ω(2,2)(Å2) Dev. (%) Ω(2,2)(Å2) Dev. (%) Ω(2,2)(Å2) Dev. (%) Ω(2,2)(Å2)

150 16.23 32.42 14.04 14.53 12.02 -1.97 12.26

300 12.90 26.73 12.31 20.93 10.58 3.96 10.18

500 10.89 21.58 11.11 24.00 9.59 7.04 8.96

1,000 8.65 13.47 9.56 25.46 8.31 9.06 7.62

2,000 6.87 6.58 8.13 26.10 7.13 10.56 6.44

4,000 5.46 0.14 6.81 24.97 6.02 10.57 5.45

5,000 5.07 -2.64 6.41 23.27 5.70 9.45 5.20

6,000 4.77 -5.00 6.11 21.74 5.44 8.42 5.02

8,000 4.33 -8.71 5.67 19.39 5.06 6.55 4.75

10,000 4.03 -11.33 5.34 17.49 4.75 4.51 4.54

15,000 3.53 -14.01 4.64 13.29 4.07 -0.75 4.10

20,000 3.17 -13.27 4.03 9.99 3.50 -4.48 3.66

Pais potential, the root mean square of the deviation is also nearly 20%. However, the

maximum deviation is significantly larger for the L-J model in comparison to Morse

(K-H) model. This occurs at relatively low collision energies where the differences in

attractive forces have a more significant effect on scattering angles.

Self-diffusion coefficient and viscosity of ground-state oxygen shown in figure 4.21

follow similar trends as for the collision integrals. Remarkable agreement between

the VSS model and Varandas and Pais [20] is observable, especially for viscosity.

The maximum difference in viscosity is only 3% for the VSS model, while for the

Morse (C-F) model this difference is 10%. These viscosity calculations are also in

reasonably good agreement with those made by Banks and Kockarts [124] using a

power law similar to the VHS model. The differences in self-diffusion coefficients

relative to Varandas and Pais are comparable between Morse (C-F) and VSS models.
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This demonstrates the success of the VSS model for its ability to match observed

macroscopic properties of certain chemical species. Again, the Morse (C-F) model is

in better agreement overall for both self-diffusion and viscosity calculations relative

to the Morse (K-H) model, and the L-J model is in worst agreement.

Figure 4.21.. (a) Self-diffusion and (b) viscosity variation with tempera-
ture for VSS, L-J, Morse, and Varandas potentials
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5. INELASTIC COLLISION MODELING

Low-density, microscale, and hypersonic environments are each prone to experienc-

ing non-equilibrium effects; which may significantly influence the design of systems

operating in such environments. Non-equilibrium is a classification which may be

described as any instance the characteristic time of the process of energy transfer is

on the order of the transit time of the gas particles. Due to the scarcity of particles

to collide with in low-density environments, insufficient number of transitions occur

to allow for the energy modes to equilibrate. As for both microscale and hypersonic

environments the transit time of the gas particles is short relative to the size of the

body being studied and therefore leads to significant non-equilibrium effects. Ac-

counting for these non-equilibrium effects is important for a variety of applications

including the prediction of accurate heating rates on a re-entry vehicle [125] as well as

flow structures and performances of supersonic microreactors/microthrusters. [126]

The need for accurate energy transfer rates amongst the internal modes of gas

species has lead to the development of first-order perturbative, [127–129] empirical, [4,

130] forced harmonic oscillator [6, 131] (FHO) and FHO with free-rotations [132]

(FHO-FR), quasi-classical multi-dimensional scattering theory, [133] close-coupled

quantum-mechanical, [134–137] and quasi-classical trajectory [138] (QCT) methods.

Each of these methods has increased complexity, and in the past quantifying the

energy transfer rate in direct simulation Monte Carlo (DSMC) has been typically

achieved using the empirically-based model of Larsen-Borgnakke (L-B). [4]

The L-B model uses inelastic collision numbers representing the number of colli-

sions for relaxation based on experimental data, typically shock-tube studies. In addi-

tion, the total energy in any inelastic binary collision is redistributed amongst the two

molecules so as to equilibrate them both immediately. Doing so during a relaxation

process results in a progression of Boltzmann distributions at increasing/decreasing
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temperatures as reported by Boyd and Josyula. [5] In this same paper, Boyd and

Josyula [5] make a comparison of L-B to a FHO model developed by Adamovich et

al. [6, 7] by presenting vibrational transition rates and non-Boltzmann distributions

during a non-equilibrium, relaxation process. As with any model there are limitations

and, for a numerical scheme, optimal implementations.

In this chapter, the practical limitations of the FHOmodel proposed by Adamovich

et al. [6] will be clearly addressed as well as the challenges of implementing this model

into a DSMC solver. This encompasses microscopic reversibility and the method em-

ployed to satisfy detailed balance, numerical round-off errors for high-energy colli-

sions, limitation of second-order anharmonic oscillator model, reducing the number

of quantum jumps possible, and a computational resource comparison between the

L-B and FHO model implementations in DSMC. [139] Furthermore, a consistent

elastic/inelastic collision model utilizing the FHO model is presented.

5.1 Theory of Larsen-Borgnakke (L-B) Energy Redistribution

The L-B model is described in detail by Bird [1] and is reiterated here for complete-

ness. First, the collision energy, Ec, may be defined as the sum of relative translational

and internal energies of the colliding molecules, Ec = Et+Ei. The probability density

for a combination of internal and translational energy may be written as a product

per Eq. (5.1),

f(Et, Ei) = E
3/2−ω
t Eζ−1

i exp [− (Et + Ei) / (kT )] , (5.1)

where ζ is the number of degrees of freedom for the internal energy mode. Recalling

that the collision energy is Et +Ei, this may be substituted into the above equation,

and the exponential term is a constant since the temperature is defined by the collision

energy.

A specific internal energy mode may also be represented similar to Eq. (5.1) by

replacing the internal energy term with the mode of interest. In this case, the distri-
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bution function for vibrational energy is used; where the Dirac delta function allows

for the discretization of the vibrational energy. The probability density may then be

written as shown in Eq. (5.2).

f(Et, Ev) = (Ec − Ev)
3/2−ω12 δ (Ev − ikΘv) exp [−Ec/ (kT )] (5.2)

The use of ikΘv in Eq. (5.2) implies a harmonic potential approximation for the vi-

brational levels, however a more accurate, anharmonic potential may be used instead.

A vibrational transition then occurs in the L-B model according to a probability given

by Eq. (5.3).

Pi→f =

(
1− fkΘv

Ec

)3/2−ω12

(5.3)

This probability is a ratio of the probability of a particular level to the maximum

probability.

Since the L-B model only redistributes the relative collision energies of collisions

deemed to be inelastic, it is important to now discuss which collisions are inelastic.

Collisions are considered to be inelastic according to collision numbers which result

in the experimentally determined relaxation times. Thus, for vibrational relaxation

times, Millikan and White’s [1] expression may be written as τ = Zv/ν, where ν is

the mean collision frequency and Zv is the collision number defined in Eq. (5.4).

Zv = (C1/T
ω) exp

(
C2T

−1/3
)
. (5.4)

The constants C1 and C2 are different for each molecular species, and the relaxation

times are expressed with a temperature dependence.

The L-B model may be implemented serially such that each energy mode is treated

one after the other. [1] The vibrational mode, as described above, is treated differently

from the rotational mode owing to the relatively large spacing between energy levels.
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When considering redistribution of energy to a single energy mode with two degrees

of freedom, it can be shown that its inverse cumulative distribution function is [1]

Ea

Ea + Eb

= 1−R
1/Ξb

f . (5.5)

The acceptance-rejection method [1] may be applied to Eq. (5.5) to determine the

post-collision rotational energy, Ea, based on the sum of the remaining energies in

the redistribution, Eb, the sum of the remaining average degrees of freedom, Ξb, and

a uniformly sampled number, Rf . Thus, if the L-B model is applied serially, then

only two energy modes are redistributed at a time.

A analytic expression for the sum of the remaining average degrees of freedom

exists for the VSS model [1], but not for most others. For example, when consider-

ing redistribution of energy between the rotational and translational modes, Ξb will

refer to the translational mode. This parameter is related to the average relative

translational energy in collisions. This average is in regards to equilibrium conditions

such that the average relative translational energy may be expressed in terms of the

Boltzmann distribution as follows. [1]

Et =
1

2
mrc2r =

1
2

∞∫
0

mrc
2
r σT c

3
r exp [−mrc

2
r/(2kT )] dcr

∞∫
0

σT c3r exp [−mrc2r/(2kT )] dcr

(5.6)

For the VSS model, the evaluation of the Eq. (5.6) for the average relative transla-

tional energy reduces to the form,

Et =

(
5

2
− ω

)
kT . (5.7)

The average degrees of freedom, Ξb, is then equal to the factor,
(
5
2
− ω

)
. When

considering other potentials such as the Born-Mayer potential, Eq. (5.6) must be

evaluated numerically in order to determine the average degrees of freedom. It is

then possible, as will be discussed in Section 5.4.2, to fit a polynomial to the average

degrees of freedom as a function of collision energy.
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5.2 Theory of Forced Harmonic Oscillator (FHO) Model for V-V-T Tran-

sitions

The vibrational energy transfer for the FHO model, on the other hand, is based

on the semi-classical formulation for collinear diatom-diatom interactions of Zelechow

et al. [131]. For completeness, the formulation for the FHO model between an atom

and a diatom is provided in Appendix B. It is a semi-classical formulation be-

cause it treats the translational mode classically but the vibrational mode quantum

mechanically. Essentially, the FHO model represents the initial vibrational wave-

functions as stationary harmonic oscillators and perturbs them through some force

according to the intermolecular model (assumed to be exponential repulsive here) to

a final, stationary harmonic oscillator wavefunction. The probability of a vibrational-

vibrational-translational energy transition is given by Eq. (5.8), where the subscripts

i1, i2 and f1, f2 refer to initial and final states of molecules 1 and 2, respectively.

Pi1,i2→f1,f2(v̄) =

∣∣∣∣∣
q∑

r=0

(−1)i1+i2−r C(i1+i2)
r+1,i2+1 C

(f1+f2)
r+1,f2+1 ϵ

(i1+i2+f1+f2)/2−r e−ϵ/2 (5.8)

×
√

(i1 + i2 − r)!(f1 + f2 − r)! e−i(f1+f2−r)ρ

×
q−r∑
p=0

(−1)p

(i1 + i2 − r − p)!(f1 + f2 − r − p)!p!ϵp

∣∣∣∣2
In the previous expression for the V-V-T transition probability, ϵ is the total energy

of an oscillator at rest subjected to the transient force of the interaction,

ϵ = SV T
8π3ωm2

rγ
2

α2hµ
sinh−2

(πω
αv̄

)
. (5.9)

The parameter, ρ, is defined as

ρ =

(
SV V

α2v̄2

ω1ω2

)1/2

(5.10)

and the coefficients C(n)
ij denote the transformation matrix, [131]

C(n)
ij = 2−n/2

(
n

k − 1

)1/2(
n

j − 1

)−1/2 j−1∑
ν=0

(−1)n−1−ν

(
n− k + 1

j − ν − 1

)(
k − 1

ν

)
. (5.11)
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The summations in Eq. (5.8) include q and q − r terms, where q is the minimum

of (i1 + i2, f1 + f2). SV T and SV V are steric factors accounting for non-collinear

effects [6, 7], and i without a subscript is
√
−1.

In Eq. (5.9) and (5.10)mr is the collision-reduced mass between molecules AB and

CDmr = mABmBA/(mAB+mBA), µ is the oscillator-reduced mass µ = mAmB/(mA+

mB), γ = mB/(mA+mB), and v̄ is the symmetrized collision velocity, v̄ = (vi+vf )/2

discussed more in Section 5.3.1.

5.3 Forced Harmonic Oscillator (FHO) Model Implementation in DSMC

5.3.1 Detailed Balance and Microscopic Reversibility

Microscopic reversibility is a more fundamental principle which leads to detailed

balance under equilibrium conditions. Reif [140] describes microscopic reversibility

as a process which is invariant under the reversal of the time from t to -t. In terms

of transition probabilities, the relation in Eq. (5.12) states that the probability of a

forward transition is equal to the reverse transition.

Pi→f (Ei) = Pf→i(Ef ) (5.12)

In the previous equation Ei refers to the initial energy involved in the transition, Ef

is the final energy as a result of the transition, and i and f are the initial and final

states, respectively.

Detailed balance may be observed for a system of molecules if the rate of molecules

transitioning from state i to f is equal to the rate of the molecules transitioning from

state f to i. Thus, detailed balance will be satisfied if the product of the population

of molecules in state i and the transition rate from state i to f is equal to the product

of the population of molecules in state f and the transition rate from state f to i,

e−Ei/kT Ki→f (T ) = e−Ef/kT Kf→i(T ) . (5.13)
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Since detailed balance refers to an equilibrium conditions, the transition rate K(T )

is an integration over the Boltzmann distribution,

e−Ei/kT Ki→f (T ) = e−Ei/kT 4π
( µ

2πkT

)3/2 ∫ ∞

0

v3i exp

[
−µv2i
2kT

]
Pi→f (vi)σT (vi) dvi .

(5.14)

Thus, a velocity symmetrization [6], v̄, is introduced so that detailed balance and

microscopic reversibility may be satisfied. This is an arithmetic average of the initial

and final velocities so that Eq. (5.12) may be rewritten as

Pi→f (v̄) = Pf→i(v̄), v̄ =
vi + vf

2
(5.15)

The right hand side of Eq. (5.13) may be subtracted from the left hand side and

final velocity substituted as a function of initial velocity shown in Eq. (5.16).

vf =
√

v2i + 2(Ei − Ef )/µ (5.16)

With this substitution, the integrations are with respect to the same variable and

the integrand must be equal to zero for the detailed balance to be satisfied. After

simplification, the ratio of total cross-sections is found to be inversely proportional

to the velocities.

v2i
v2f

=
σT (vf )

σT (vi)
(5.17)

Satisfying both microscopic reversibility and detailed balance simultaneously puts

a severe limitation on the form of the intermolecular potential used. Instead, an

arbitrary intermolecular potential such as VHS may be used and detailed balance

ensured by multiplying the de-excitation probability by a factor which would satisfy

Eq. (5.17). To express this explicitly, refer to Eq. (5.18) below.

Pi→f (v̄) =
v2i σT (vi)

v2fσT (vf )
Pf→i(v̄) (5.18)
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5.3.2 Reduction in Round-Off Errors

Round-off errors become significant at higher energies where the instantaneous

total energy parameter, ϵ, is large. High values of ϵ, as defined in Eq. (5.9), cause the

ϵ(i1+i2+f1+f2)/2 and ϵp terms to be large. The inner summation of Eq. (5.8) contains

ϵp in the denominator and hence each term of the summation is small; while the

(−1)p factor further reduces the summed value through alternating signs. These are

two areas in which round-off errors in the calculation of transition probabilities are

significant.

The round-off error induced by the first term containing the sum of the initial and

final states in the exponent, ϵ(i1+i2+f1+f2)/2, may be dealt with by applying a cut-off

value beyond which a more reasonable probability is set. This is simple to implement

as all that is required is a conditional statement as shown in listing 1.

! Check if 1
2
(i1 + i2 + f1 + f2) lnϵ > 128

!

If (0.5*(i1+i2+f1+f2)*log(epsil) .GT. 128.0) Then

Prob = 1.0e-4 ! Pi1,i2 → f1,f2(v̄) = 10−4

End If

Listing 1: Pseudo-code for limiting round-off errors originating from large values of

ϵ(i1+i2+f1+f2)/2

The cut-off value of 128 and set value of 10−4 have been found to reduce the round-off

errors, and hence are included in the above conditional statement for clarity.

The inner summation of Eq. (5.8) causes round-off errors due to the differences

of small values and may therefore be reduced by checking the minimum value in the

summation. If this minimum value is less than another specified cut-off value; while

simultaneously the condition in listing 1 is true, then again assign a more reasonable

value for the probability. A snippet of pseudo-code is provided in listing 2.
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! Sum = Sum +
(−1)p ϵ(i1+i2+f1+f2)/2−r−p

p!(i1+i2−r−p)!(f1+f2−r−p)!

!

If (abs(Sum) .LT. abs(Min)) Then

Min = Sum

End If

!
...

! After exiting both summation loops...

If ((log(abs(Min) .LT. -42.0) .AND.

& 0.5*(i1+i2+f1+f2)*log(epsil) .GT. 128.0) Then

Prob = 1.0e-4 ! Pi1,i2 → f1,f2(v̄) = 10−4

End If

Listing 2: Pseudo-code for limiting round-off errors originating from inner summation

To illustrate the effects of the round-off errors, comparisons are made to both cal-

culations involving higher-precision arithmetic and the algorithms stated in listings 1

and 2. Diatomic molecules which have higher dissociation energies such as N2 are

expected to induce larger round-off errors in the transition probability computations,

but these errors were studied for both N2 and O2. Figure 5.1(a) compares double

precision with quadruple precision computations for the (18, 18 → 17, 18) transition

while figure 5.1(b) is for the (20, 20 → 18, 20) transition during N2-N2 collisions.

While quadruple precision eliminates the errors observed from double precision

calculations, it only delays the round-off errors to slightly higher energies. This is

an inevitable problem which causes high-energy transitions to occur with absolute

certainty, but a cut-off may be set to circumvent the issue. It may be observed from

figures 5.1(a) and 5.1(b) that the probabilities at the higher energies indicated by

the solid blue lines are small - on the order of 10−4.

Oxygen molecules have lower dissociation energies and have been observed to have

only about a 4 km/s region in which the round-off errors are significantly high, and
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Figure 5.1.. Round-off errors for high-energy N2–N2 V-V-T transfers using
double and quadruple precision

beyond this region double precision is acceptable. Both conditions as expressed in

listing 2 must be satisfied simultaneously to validate setting the probability to 10−4,

but near pre-collisional velocities of 13 km/s for the (20, 20 → 18, 20) transition the

errors originating from the inner summation loop drastically reduce. This trend is

shown for the (18, 18 → 17, 18) and (20, 20 → 18, 20) transitions in figures 5.2(a)

and 5.2(b), respectively.

The accuracy of using the prescribed limits on the transition probabilities is il-

lustrated in figures 5.3(a)- 5.4(b). Relative to the double precision cases without

limiters, the use of limiters clearly reduces the errors such that the probabilities are

at least the same order of magnitude.
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Figure 5.3.. Region for use of limiters for high-energy N2–N2 V-V-T trans-
fers using double and quadruple precision

5.4 Consistent Elastic/Inelastic Collision Model Using the Forced Har-

monic Oscillator (FHO)

It was mentioned in Section 5.2 that the FHO model is based on the Born-Mayer

exponential repulsive potential. Therefore, the scattering angles and total collision
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cross-sections should also be based on the same Born-Mayer exponential repulsive

potential in order to be consistent. Although this may seem the most logical path,

often times computational burdens prevents such paths to be taken. To help under-

stand why, recall the scattering angle calculations in Chapter 2. When no analytic

expressions exist, the numerical evaluation of Eq. (2.6) must be used instead. This is

the case for the Born-Mayer potential. Thus, one alternative to circumvent additional

computations within DSMC is to use the VSS model.

With the current state of computer technology, it is possible to either pre-compute

scattering angles and store in memory or to directly evaluate the scattering angles.

One could even follow the work of Norman et al. [66] and use GPUs to accelerate the

scattering angle calculations. The focus of this section is on the assessment of the

consistent elastic/inelastic collision model relative to the more commonly used VSS

model combined with the FHO model.
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5.4.1 Equilibrium Vibrational Transition Rate Coefficients

Both the FHO and L-B models have parameters which may be adjusted to fit

measured or more accurate vibrational transition rate coefficients. For the FHO

model, the parameters are SV T and SV V in Eq. (5.9) and (5.10), respectively, to

account for 3-D effects. For the L-B model, the parameters are C1 and C2 in Eq. (5.4)

to define the vibrational collision number. If the Born-Mayer potential is to also

be used for the elastic collisions, then the pre-exponential factor, A, must also be

specified. This section details the choice in the FHO and L-B parameters based on

comparisons to the 3-D quantum classical calculations of Billing and Fisher. [134]

Adamovich et al. [6] had determined a value of 4.4 Å−1 for the Born-Mayer inter-

action range parameter, α, best fits the N2 transition rate coefficient data of Billing

and Fisher [134] The pre-exponential factor, A, which best fits the viscosity data of

Lemmon and Jacobsen [68] is determined to be 2× 10−14 J . Using these parameters,

the numerical procedure detailed in Section 2.8 is used to compute the transport prop-

erties of molecular nitrogen with the Born-Mayer potential. Agreements between the

Born-Mayer potential using the proposed model parameters and the VSS model using

the recommended parameters in Table 4.9 with viscosity measurements of Lemmon

and Jacobsen [68] are illustrated in Figure 5.5.

The VSS model is observed to be in better agreement with viscosity measure-

ments than the Born-Mayer potential at temperatures less than 1,000 K but begins

to deviate at higher temperatures. Molecular nitrogen has a characteristic vibrational

temperature of more than 3,000 K, and therefore agreement at higher temperatures

will be important for the relaxation process. Unfortunately, no viscosity measure-

ments were found for molecular nitrogen beyond 2,200 K, but theoretical results

presented by Stallcop et al. [23] agree well with viscosities computed from the Born-

Mayer potential.

It is worthwhile to mention that a new set of VSS parameters may be obtained for

temperatures greater than 1,000 K in a similar manner as outlined in Section 4.2. In
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Figure 5.5.. Molecular nitrogen viscosities using Born-Mayer and VSS
potentials

doing so, better agreement with viscosity measurements and theoretical calculations

at higher temperatures is achieved. The higher temperature VSS parameters are:

ω = 0.654, α = 1.33, Tref = 1035K, and µref = 42.48µPa · s.

Once the Born-Mayer potential parameters are specified, the next step is to de-

termine the FHO parameters, SV T and SV V , for both the Born-Mayer-FHO and

VSS-FHO models. This is accomplished through comparisons of the de-excitation

rate coefficient from states (1,0) to (0,0) for SV T and from states (1,0) to (0,1) for

SV V . In addition, a comparison is made to L-B rate coefficients using C1 and C2

parameters recommended by Bird [1] and those suggested presently to better match

computations of Billing and Fisher. [134] The spectroscopic constants, ωe and ωeχe,

used by the FHO model [6] are as reported by Laurendeau [31] to be 2358.57 cm−1

and 14.324 cm−1, respectively.

Figure 5.6(a) shows that every model is in excellent agreement with the computa-

tions of Billing and Fisher [134], with the exception of L-B with Bird’s [1] parameters.

It may be observed from Figure 5.6(b) that neither L-B model compares well with

computations of Billing and Fisher, but both Born-Mayer-FHO and VSS-FHO are
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in good agreement. Only a slight improvement is noticeable at lower temperatures

with the use of the Born-Mayer-FHO model. No discernible differences between the

two VSS-FHO models are present in Figures 5.6(a)- 5.7(b), and therefore only the

VSS-FHO model with model parameters recommended in Table 4.9 are shown.
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Figure 5.6.. V-V-T transitions for N2 using L-B model with Bird’s [1]
parameters: C1 = 9.1, C2 = 220, L-B model with present parameters:
C1 = 5, C2 = 210, VSS-FHO, and Born-Mayer-FHO models

De-excitation rate coefficients for higher vibrational levels are also compared in

Figures 5.7(a) and 5.7(b). In both cases, the Born-Mayer-FHO and VSS-FHO models

agree well with each other until approximately 2,000 K where the Born-Mayer-FHO

model begins to predict higher rate coefficients. Neither L-B model compares well

with computations of Billing and Fisher [134] for either case. For the transition from

states (10,5) to (9,5), the lower rate coefficient computed with the VSS-FHO model is

in better agreement with computations of Billing and Fisher [134]. The computations

of Billing and Fisher [134] lie in between the Born-Mayer-FHO and VSS-FHO models

beyond 4,000 K for the transition from states (20,10) to (19,10). These trends are

somewhat reversed for the multi-quantum jump from states (10,5) to (8,5).
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Figure 5.7.. V-V-T transitions for N2 using L-B model with Bird’s [1]
parameters: C1 = 9.1, C2 = 220, L-B model with present parameters:
C1 = 5, C2 = 210, VSS-FHO, and Born-Mayer-FHO models

Figure 5.8 shows the VSS-FHO model to predict higher transition rate coeffi-

cients over much of the 200–10,000 temperature range than the Born-Mayer-FHO

model. Moreover, the VSS-FHO model is also in better agreement with the more

accurate quantum-classical calculations of Billing and Fisher [134] at these tempera-

tures. There are no observable differences between the two L-B models for this tran-

sition and tend to underpredict the transition rates beyond about 1,500 K. These

differences in transition rate coefficients will be important for the 1-D normal shock

wave calculations in the later section.

5.4.2 Vibrational Relaxation in 0-D Heat Bath

One simple analysis to study the vibrational relaxation processes in DSMC is the

0-D heat bath analysis. This is a zero bulk velocity flow where the translational and

rotational temperatures are set at an initial temperature, Tt,0, and the vibrational
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Figure 5.8.. V-V-T (10,5 - 8,5) transition for N2 using L-B model with
Bird’s [1] parameters: C1 = 9.1, C2 = 220, L-B model with present pa-
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temperature set to an initial temperature, Tv,0. The molecules system will tend to

relax towards an equilibrium state where each energy mode may be represented by

the same temperature, T . This relaxation process occurs as a result of the molecular

collisions, which are modeled in DSMC with the Born-Mayer-FHO and VSS-FHO

models.

The FHO model accounts only for V-V-T transitions, and therefore the serial

implementation of the L-B model is still used to redistribute the energy to the rota-

tional mode. Thus, as mentioned in Section 5.1, the use of a Born-Mayer potential

with the L-B model requires the numerical evaluation of Eq. (5.6) to determine the

average degrees of freedom, Ξb. This integration has been performed with a similar,

adaptive quadrature technique as that used in the transport property calculations

of Section 2.8. The integration was based on a specified tolerance of 10−14 and a

fourth-order polynomial fit,

Ξb =
Et

kT
=

a

k
T 3 +

b

k
T 2 +

c

k
T +

d

k
+

e

k
T−1 . (5.19)
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The coefficients in Eq. (5.19) correspond to the N2 − N2 interaction with the Born-

Mayer potential and are: a = −1.3434045425× 10−38, b = 7.32629672251× 10−34, c =

−1.75679134942× 10−29, d = 2.63077087383× 10−23, and e = 4.9293203878× 10−23.

This particular fit was determined using the Born-Mayer potential parameters listed

in Table 5.1.

Table 5.1.. Physical and numerical parameters for 0-D heat bath analysis

Parameter Value

Tt 8,000 K

Tr 8,000 K

Tv 0 K

n 1018 m−3

∆x 0.25 m

∆t 68 µs

Number of molecules 100,000

Born-Mayer α 4.4 Å−1

A 2× 10−14 J

ω 0.70

VSS α 1.37

(Born-Mayer, VSS) SV T (1/25, 1/7)

(Born-Mayer, VSS) SV V (1/110, 1/40)

Figure 5.9 shows that the relaxation process for a stationary gas is nearly the same

whether the VSS or Born-Mayer models are used with the FHO model. Only slight

differences are observable later in the relaxation process. However, the vibrational

mode for the VSS-LB model using values of C1 = 9.1 and C2 = 220 relax much more

slowly than the other two models. This result is consistent with previous studies

regarding the VSS-FHO model. [5, 141]
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Figure 5.9.. 0-D N2 heat bath comparing Born-Mayer-FHO, VSS-FHO,
and VSS-LB models

5.4.3 Vibrational Relaxation Across a 1-D Normal Shock Wave

The consistent elastic/inelastic collision model is investigated in this section for

its effect on 1-D normal shock wave density and temperature profiles. Two Mach

numbers, three and ten, are studied to test a range of collision energies. At Mach 3

the energies are substantially less than the characteristic vibrational temperature of

3,393 K for ground-state molecular nitrogen. Therefore, only the translational and

rotational modes are equilibrating within this short distance.

The conditions for the Mach 3 flow are as follows. The upstream number density

and temperatures are n = 1020 m−3 and Tt = Tr = Tv = 293K, respectively. An

upstream velocity of 1,047 m/s corresponding to Mach 3 flow of molecular nitrogen

at 293 K is specified. A number of real to simulated molecules ratio of 5 × 1015 is

set with a total number of 300 sampling cells and 1800 collision cells. A time step

of 0.1 µs is used for each model based on approximately 1% of the molecule transit

time across a cell and the mean collision frequency. The collision cell width is 167 µm

and corresponds to roughly 5% of the mean free path, λ. Unless otherwise stated,
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the rotational numbers are assumed equal to a constant value of 5, as reported by

Bird. [1]

Figures 5.10(a) and 5.10(b) show the density and temperature profiles across a

Mach 3 shock wave. First, note that both sets of VSS parameters result in negligible

differences in both number density and temperature profiles, and therefore the results

are shown for the recommended parameters in table 4.9. It may also be observed that

the VSS-FHO and VSS-LB models are in excellent agreement with each other. This

is expected since the L-B method is used in both models for redistribution to the

rotational mode. The notable difference is the Born-Mayer-FHO model (labeled B-M

for short); which relaxes much more quickly than the rest. Since the effective degrees

of freedom, Eq. (5.19), has changed the rotational collision number, Zr, should also

change. Therefore, a constant rotational collision number of 13 is found to agree well

with both density and temperature calculations across the shock.
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Figure 5.10.. Density and temperature profiles across a Mach 3 normal
shock wave using Born-Mayer-FHO, VSS-FHO, and VSS-LB models
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At Mach 10 the translational temperatures across the shock jump to about 6,000

K, and therefore both rotational and vibrational modes may be observed to relax

behind the shock. The conditions for the Mach 10 flow are as follows. The upstream

number density and temperatures are the same as for the Mach 3 flow: n = 1020 m−3

and Tt = Tr = Tv = 293K, respectively. An upstream velocity of 3,489.9 m/s

corresponding to Mach 10 flow of molecular nitrogen at 293 K is specified. The

number of real to simulated molecules ratio is increased from the Mach 3 flow to

5 × 1016, and a total number of 2,000 sampling cells and 10,000 collision cells are

used. A time step of 32 ns is used for each model based on approximately 1% of the

molecule transit time across a cell and the mean collision frequency. The collision cell

width is 800 µm and corresponds to roughly 5% of the mean free path.

Figures 5.11(a) and 5.11(b) show the density and temperature profiles for molec-

ular nitrogen across a Mach 10 shock wave. With these larger temperature varia-

tions, more significant differences may be observed between the models. The density

increases the slowest for the VSS-FHO model using the high temperature VSS pa-

rameters because the equilibration between the translational and rotational modes

is the slowest for this model. The Born-Mayer-FHO model is shown to equilibrate

the rotational mode the quickest, such that a higher rotational collision number may

be preferred for higher energy flows. This is in agreement with a similar conclusion

recently made by Adamovich. [142]

Deviations in vibrational temperature between both the VSS-FHO models and the

Born-Mayer-FHO model increase with distance downstream of the shock. The reason

for the slower vibrational relaxation of the Born-Mayer-FHOmodel may point towards

the much lower excitation rates for the multi-quantum jumps, as shown in Fig. 5.8.

Since both models use the FHO model, then the difference in multi-quantum transi-

tion rates originates from the collision cross-section. As may be observed in Fig. 5.5,

the Born-Mayer potential predicts higher viscosities at relatively low temperatures

(below 1000 K). This indicates the cross-section of the Born-Mayer potential is too

small, and therefore the smaller cross-section at lower temperatures reduces decreases
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Figure 5.11.. Density and temperature profiles across a Mach 10 normal
shock wave using Born-Mayer-FHO and VSS-FHO models. VSS refers to
the recommended model parameters in Table 4.9, VSS (HT) is with the
high-temperature parameters: ω = 0.654, α = 1.33

the number of transitions causing multi-quantum jumps. Vibrational level popula-

tions at two locations, x/λ = 296.3 and x/λ = 518.5, are shown in Fig. 5.12(a), and

confirm that higher vibrational levels are more heavily populated for the VSS-FHO

model.

Translational, rotational, and vibrational temperatures are shown in Fig. 5.12(b)

for Mach 10 flow across a shock using Born-Mayer-FHO and VSS-LB models. The

use of the VSS-LB model with C1 and C2 constants calibrated to match Billing

and Fisher [134] data clearly results in a much faster relaxation time. Using the

vibrational collision number constants, C1 and C2, as recommended by Bird [1] results

in a slightly slower relaxation of the vibrational mode, as is consistently found in

literature. [5, 141] Therefore, the vibrational collision number constants determined

through comparisons to Billing and Fisher [134] give poor agreement with both the
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Born-Mayer-FHO and VSS-FHO models and the parameters from Bird [1] should be

used instead.
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Figure 5.12.. (a) Vibrational level populations using triangles : Born-
Mayer-FHO, squares : VSS-FHO (HT) (b) temperature profiles across a
Mach 10 normal shock wave using Born-Mayer-FHO and VSS-LB models.
VSS-LB (Bird) uses C1 = 9.1, C2 = 220, and VSS-LB model uses C1 =
5, C2 = 210
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6. SUMMARY

Advances in computer technology over the decades has allowed for more complex

physics to be modeled in the DSMC method. Beginning with the first paper on

DSMC in 1963, 30,000 collision events per hour were simulated using a simple hard

sphere model. Today, more than 10 billion collision events can be simulated per hour

for the same problem. Many new and more physically realistic collision models such

as the Lennard-Jones potential and the forced harmonic oscillator model have been

introduced into DSMC. The fact that computer resources are more readily available

and higher-fidelity models have been developed should not necessitate their usage. It

is important to understand how such high-fidelity models affect the output quantities

of interest in engineering applications. The effect of elastic and inelastic collision mod-

els on compressible Couette flow, ground-state atomic oxygen transport properties,

and normal shock waves have therefore been investigated.

Effects of intermolecular interaction models are evaluated in DSMC through the

analysis of compressible Couette flow in the slip and transitional regimes. Flows

in the continuum and slip regimes involving wide temperature ranges are expected

to be most affected by the choice of molecular models. This includes flows with

moderate to strong shock waves, in-space propulsion and vacuum technology. The

theory of polynomial approximations was used to represent the scattering angle for

the LJ potential using a two-variable polynomial of degree 7. The formulation for

the scattering angle was first verified via equilibrium collision frequency calculations

for argon. The agreement for viscosity between the two models is within 5% at a

temperature of 273 K. On the other hand, at a temperature of 40 K the higher

viscosity of the VHS model leads to a shear stress that is about 28% higher than the

LJPA shear stress due to the importance of the attractive component of the force

between molecules. At 1,000 K the VHS model predicts a 12% higher shear stress
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than the LJPA model, and again over-predicts the viscosity relative to experimental

measurements. The DSMC simulations performed using the LJPA model were shown

to reproduce the theoretical LJ potential viscosity of all three cases to within 3.5%.

The large difference in shear stress between the VHS and LJ models observed for

the low-temperature Couette flow diminishes as the Knudsen number is increased.

Only a 7% difference is observed for a Knudsen number of 1, and this trend is in

agreement with what is expected as the flow approaches the free-molecular limit.

Comparisons of 2-D velocity distribution functions relative to the equilibrium distri-

bution function for the VHS and LJ models also indicate more significant differences

at lower Knudsen numbers. A larger skewness in the velocity distribution function

for the VHS model provides more evidence that the VHS model experiences a higher

degree of nonequilibrium at the lower Knudsen numbers. In the free-molecular limit,

there are no molecular collisions and hence the intermolecular potential plays no role

in the velocity distribution functions.

The LJPA model has a computational cost that is comparable to the VHS and

GSS models with an increase largely attributed to the higher number of collisions

due to long-range nature of the LJ potential. The polynomial expansion approach

enhances the fidelity of DSMC simulations and may be applied to other complex

intermolecular potentials.

Effects of VSS and L-J model parameters on transport property calculations have

been investigated and new parameters are recommended for 8 common gases. Ap-

propriate choice of model parameters drastically improves the accuracy of viscosity,

self-diffusion coefficient, and thermal conductivity predictions over a wide tempera-

ture range of 20–2200 K. L-J and VSS model parameters based on a compilation of

correlations and ab-initio calculations for shear viscosity, thermal conductivity, and

self-diffusion have thus been recommended.

Viscosities, thermal conductivities, and self-diffusion coefficients are more accu-

rately predicted by the VSS model for lighter gases such as H2, and He. For such

light gases, the range of influence for the attractive forces would be minimal. Ranges
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of validity are increased to cover temperatures up to 2200 K. In contrast, the heav-

ier gases such as Ar and Xe have deeper potential wells and therefore the attractive

forces are more important over a wider temperature range. The agreement between

the L-J model and measured viscosity and self-diffusion for heavier gases support this

statement.

In general, agreement between transport properties computed using the VSS

model and accurate experimental measurements and ab-initio calculations is improved

for heavier gases if higher reference temperatures are used. Doing so improves the

agreement at higher temperatures at the expense of lower temperatures, including

ambient temperatures.

With the technological advancement of computers in the past few decades, it has

become possible to implement more complex intermolecular potentials in methods

involving the transport of gas species, such as DSMC. As a step to incorporate more

complex potentials in either state-to-state kinetic models or DSMC, a kinetic theory

code has been developed to compute collision cross-sections, binary scattering angles,

transport collision integrals, and transport properties from arbitrary potentials. An

accurate ab-initio potential from Varandas and Pais [20] has been compared to both

empirically and ab-initio based Morse potentials, (12-6) L-J potential, and VSS model

for ground-state oxygen.

Curve fits for the total collision cross-section are provided for both the Morse (K-

H) and Morse (C-F) potentials as well as for the Varandas and Pais potential. These

fits neglect scattering angles less than 0.1 radians, and are therefore more suitable for

DSMC simulations with respect to computational efficiency. Model parameters for

the VSS model based on viscosity calculations from the Varandas and Pais potential

are also provided.

At both low collision energies typical of a 40 K gas and high collision energies

of a 100,000 K gas the Morse (K-H) model is in best agreement with the ab-initio

potential of Varandas and Pais. Despite this fact, the Morse (C-F) model is in better

agreement for the transport collision integrals and transport properties. Viscosity and
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self-diffusion calculations using the VSS model are also in surprisingly good agreement

(within 3%) with those using the Varandas and Pais potential.

Directly computing the scattering angles for the Varandas and Pais potential re-

quires a factor of twenty more time than for the L-J potential; while the Morse

potentials require only two times more. The VSS model is nearly 10,000 times faster

than the L-J potential. Thus, the VSS model may be used to a reasonable accuracy

while significantly reducing the computational cost. Alternatively, one may interpo-

late between tabulated scattering angles as a function of collision energy and impact

parameter to reduce the cost of any potential at the expense of system memory.

When considering inelastic collision models in DSMC, the most popular is the

Larsen-Borgnakke (L-B) model. This is an efficient method which satisfies detailed

balance, but is a purely phenomenological model. The forced harmonic oscillator

(FHO) model is a semi-classical formulation which has more ties to the quantum

physics describing such collisions. However, it requires significantly more computa-

tional resources within DSMC and extra steps to satisfy detailed balance.

The FHO model is based on the Born-Mayer potential, but is often times imple-

mented in DSMC with a VSS model for the elastic collisions. The effect of using

a VSS-FHO model relative to a consistent Born-Mayer-FHO model is investigated

through comparisons of a 0-D heat bath 1-D normal shock waves.

Born-Mayer potentials are more valid at higher collision energies, and at the lower

temperatures the cross-section is too small resulting in lower multi-quantum transition

rates. This is the likely cause for the slower relaxation of the Born-Mayer-FHO

model relative to the VSS-FHO model in the Mach 10 shock wave. Comparisons with

the VSS-LB model indicate vibrational collision number constants obtained through

calibration with Billing and Fisher [134] rates cause unreasonably fast relaxation of

the vibrational mode. The constants from Bird [1] result in better agreement, albeit

slower relaxation than Born-Mayer-FHO, and are recommended instead.
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A. Reduced Collision Integrals for the LJPA model

Table A.1.: Reduced Collision Integrals for the LJPA model based

on (12-6) L-J potential and neglecting scattering angles less than

0.1 radians

T ∗ Ω∗(1,1) Ω∗(1,2) Ω∗(2,2) Ω∗(2,3) Ω∗(2,4) Ω∗(2,5) Ω∗(2,6) Ω∗(4,4)

0.10 3.945957 3.500814 4.080144 3.741300 3.497027 3.312427 3.168215 3.752721

0.15 3.431486 3.026402 3.575068 3.290126 3.085649 2.925075 2.787177 3.299986

0.20 3.087775 2.694126 3.262964 3.001659 2.800466 2.627065 2.467891 2.993720

0.25 2.825225 2.434116 3.031267 2.770913 2.557225 2.367848 2.197137 2.746523

0.30 2.611942 2.223666 2.838839 2.570691 2.345630 2.149612 1.980000 2.538056

0.35 2.433581 2.051193 2.670990 2.394864 2.164625 1.970405 1.808775 2.360267

0.40 2.282065 1.908647 2.522068 2.241070 2.011454 1.824046 1.672938 2.207620

0.45 2.152011 1.789830 2.389262 2.107042 1.882109 1.703878 1.563664 2.075741

0.50 2.039464 1.689889 2.270622 1.990315 1.772523 1.604277 1.474462 1.961148

0.55 1.941365 1.605032 2.164497 1.888473 1.679132 1.520878 1.400703 1.861069

0.60 1.855290 1.532308 2.069408 1.799322 1.599009 1.450377 1.339052 1.773276

0.65 1.779293 1.469423 1.984021 1.720963 1.529806 1.390273 1.287041 1.695957

0.70 1.711801 1.414587 1.907156 1.651789 1.469655 1.338643 1.242799 1.627618

0.75 1.651531 1.366400 1.837775 1.590459 1.417065 1.293987 1.204872 1.567011

0.80 1.597432 1.323755 1.774974 1.535853 1.370833 1.255116 1.172116 1.513084

0.85 1.548640 1.285773 1.717972 1.487038 1.329984 1.221077 1.143623 1.464945

0.90 1.504438 1.251748 1.666090 1.443231 1.293717 1.191099 1.118666 1.421836

0.95 1.464229 1.221106 1.618742 1.403774 1.261372 1.164552 1.096662 1.383107

1.00 1.427510 1.193380 1.575420 1.368112 1.232401 1.140920 1.077143 1.348204

1.05 1.393860 1.168183 1.535682 1.335773 1.206344 1.119780 1.059729 1.316650

1.10 1.362921 1.145194 1.499144 1.306355 1.182818 1.100780 1.044116 1.288038

1.15 1.334386 1.124142 1.465472 1.279514 1.161497 1.083632 1.030054 1.262017

1.20 1.307994 1.104799 1.434372 1.254952 1.142109 1.068095 1.017343 1.238285

Continued on next page
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Table A.1 – Continued from previous page

T ∗ Ω∗(1,1) Ω∗(1,2) Ω∗(2,2) Ω∗(2,3) Ω∗(2,4) Ω∗(2,5) Ω∗(2,6) Ω∗(4,4)

1.25 1.283517 1.086970 1.405586 1.232416 1.124419 1.053966 1.005815 1.216583

1.30 1.260762 1.070490 1.378887 1.211685 1.108230 1.041078 0.995332 1.196686

1.35 1.239556 1.055215 1.354076 1.192567 1.093374 1.029290 0.985778 1.178402

1.40 1.219750 1.041020 1.330977 1.174895 1.079704 1.018480 0.977055 1.161561

1.45 1.201215 1.027799 1.309432 1.158525 1.067096 1.008546 0.969078 1.146018

1.50 1.183835 1.015456 1.289304 1.143328 1.055443 0.999399 0.961772 1.131647

1.55 1.167508 1.003909 1.270467 1.129195 1.044650 0.990962 0.955072 1.118335

1.60 1.152142 0.993086 1.252811 1.116025 1.034635 0.983169 0.948919 1.105985

1.65 1.137659 0.982922 1.236239 1.103733 1.025327 0.975959 0.943259 1.094510

1.70 1.123986 0.973360 1.220661 1.092242 1.016663 0.969280 0.938044 1.083833

1.75 1.111058 0.964349 1.205998 1.081483 1.008586 0.963083 0.933230 1.073886

1.80 1.098817 0.955845 1.192178 1.071395 1.001046 0.957325 0.928774 1.064608

1.85 1.087213 0.947808 1.179137 1.061924 0.993998 0.951967 0.924640 1.055943

1.90 1.076196 0.940200 1.166816 1.053021 0.987402 0.946973 0.920792 1.047841

1.95 1.065726 0.932990 1.155163 1.044642 0.981220 0.942311 0.917199 1.040257

2.00 1.055763 0.926148 1.144130 1.036746 0.975419 0.937949 0.913832 1.033149

2.05 1.046273 0.919648 1.133672 1.029298 0.969969 0.933861 0.910665 1.026481

2.10 1.037223 0.913465 1.123751 1.022265 0.964842 0.930020 0.907672 1.020217

2.15 1.028584 0.907578 1.114330 1.015617 0.960012 0.926404 0.904833 1.014325

2.20 1.020330 0.901967 1.105375 1.009325 0.955455 0.922991 0.902128 1.008777

2.25 1.012436 0.896613 1.096857 1.003365 0.951151 0.919760 0.899538 1.003545

2.30 1.004879 0.891500 1.088746 0.997714 0.947078 0.916694 0.897049 0.998604

2.35 0.997640 0.886613 1.081017 0.992351 0.943218 0.913776 0.894646 0.993932

2.40 0.990699 0.881937 1.073646 0.987255 0.939555 0.910991 0.892317 0.989508

2.45 0.984039 0.877459 1.066611 0.982407 0.936072 0.908325 0.890052 0.985311

2.50 0.977644 0.873168 1.059892 0.977793 0.932755 0.905766 0.887840 0.981323

2.55 0.971498 0.869053 1.053469 0.973395 0.929590 0.903302 0.885674 0.977529

2.60 0.965587 0.865102 1.047326 0.969199 0.926566 0.900923 0.883547 0.973912

2.65 0.959899 0.861307 1.041445 0.965192 0.923669 0.898621 0.881452 0.970458

2.70 0.954422 0.857659 1.035811 0.961361 0.920891 0.896386 0.879384 0.967155

2.75 0.949144 0.854148 1.030410 0.957694 0.918221 0.894211 0.877340 0.963989

Continued on next page
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Table A.1 – Continued from previous page

T ∗ Ω∗(1,1) Ω∗(1,2) Ω∗(2,2) Ω∗(2,3) Ω∗(2,4) Ω∗(2,5) Ω∗(2,6) Ω∗(4,4)

2.80 0.944055 0.850769 1.025230 0.954180 0.915650 0.892089 0.875315 0.960950

2.85 0.939146 0.847513 1.020256 0.950810 0.913169 0.890015 0.873307 0.958028

2.90 0.934407 0.844373 1.015479 0.947574 0.910773 0.887984 0.871313 0.955213

2.95 0.929829 0.841344 1.010887 0.944462 0.908452 0.885990 0.869331 0.952496

3.00 0.925406 0.838419 1.006469 0.941468 0.906202 0.884030 0.867360 0.949870

3.05 0.921128 0.835593 1.002217 0.938582 0.904016 0.882099 0.865399 0.947327

3.10 0.916990 0.832861 0.998121 0.935799 0.901889 0.880196 0.863446 0.944861

3.15 0.912984 0.830217 0.994172 0.933111 0.899816 0.878316 0.861502 0.942465

3.20 0.909105 0.827657 0.990364 0.930512 0.897792 0.876459 0.859565 0.940133

3.25 0.905347 0.825177 0.986688 0.927996 0.895814 0.874620 0.857636 0.937862

3.30 0.901703 0.822773 0.983138 0.925559 0.893878 0.872800 0.855715 0.935645

3.35 0.898170 0.820441 0.979707 0.923195 0.891981 0.870996 0.853801 0.933480

3.40 0.894741 0.818176 0.976388 0.920899 0.890119 0.869206 0.851895 0.931361

3.45 0.891413 0.815977 0.973177 0.918667 0.888290 0.867431 0.849997 0.929285

3.50 0.888180 0.813839 0.970067 0.916495 0.886490 0.865669 0.848108 0.927249

3.55 0.885039 0.811760 0.967053 0.914379 0.884719 0.863919 0.846228 0.925251

3.60 0.881986 0.809736 0.964130 0.912316 0.882974 0.862180 0.844357 0.923287

3.65 0.879017 0.807765 0.961294 0.910303 0.881253 0.860453 0.842496 0.921356

3.70 0.876128 0.805845 0.958541 0.908336 0.879555 0.858737 0.840645 0.919454

3.75 0.873317 0.803973 0.955865 0.906413 0.877877 0.857030 0.838805 0.917580

3.80 0.870580 0.802146 0.953264 0.904530 0.876219 0.855334 0.836976 0.915733

3.85 0.867914 0.800363 0.950734 0.902687 0.874579 0.853648 0.835158 0.913910

3.90 0.865315 0.798622 0.948271 0.900879 0.872956 0.851972 0.833352 0.912110

3.95 0.862782 0.796920 0.945873 0.899106 0.871350 0.850306 0.831559 0.910332

4.00 0.860312 0.795256 0.943535 0.897365 0.869760 0.848650 0.829778 0.908575

4.05 0.857902 0.793628 0.941255 0.895655 0.868184 0.847004 0.828011 0.906838

4.10 0.855550 0.792034 0.939030 0.893973 0.866622 0.845367 0.826257 0.905119

4.15 0.853254 0.790473 0.936858 0.892319 0.865073 0.843741 0.824516 0.903417

4.20 0.851011 0.788944 0.934736 0.890690 0.863537 0.842125 0.822790 0.901733

4.25 0.848820 0.787445 0.932662 0.889086 0.862014 0.840519 0.821078 0.900065

4.30 0.846678 0.785974 0.930634 0.887505 0.860502 0.838923 0.819380 0.898413

Continued on next page
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Table A.1 – Continued from previous page

T ∗ Ω∗(1,1) Ω∗(1,2) Ω∗(2,2) Ω∗(2,3) Ω∗(2,4) Ω∗(2,5) Ω∗(2,6) Ω∗(4,4)

4.35 0.844584 0.784531 0.928650 0.885946 0.859003 0.837337 0.817697 0.896776

4.40 0.842536 0.783115 0.926707 0.884408 0.857514 0.835762 0.816029 0.895153

4.45 0.840532 0.781723 0.924804 0.882889 0.856036 0.834198 0.814376 0.893545

4.50 0.838571 0.780356 0.922939 0.881390 0.854569 0.832644 0.812738 0.891950

4.55 0.836651 0.779012 0.921110 0.879909 0.853113 0.831102 0.811116 0.890369

4.60 0.834770 0.777690 0.919316 0.878445 0.851667 0.829570 0.809509 0.888801

4.65 0.832928 0.776389 0.917555 0.876998 0.850231 0.828049 0.807918 0.887245

4.70 0.831122 0.775110 0.915827 0.875567 0.848805 0.826539 0.806342 0.885703

4.75 0.829352 0.773849 0.914129 0.874151 0.847388 0.825041 0.804782 0.884172

4.80 0.827616 0.772608 0.912460 0.872749 0.845982 0.823554 0.803237 0.882654

4.85 0.825914 0.771385 0.910819 0.871362 0.844585 0.822078 0.801709 0.881147

4.90 0.824243 0.770179 0.909205 0.869989 0.843197 0.820614 0.800196 0.879652

4.95 0.822603 0.768990 0.907617 0.868628 0.841819 0.819161 0.798698 0.878169

5.00 0.820993 0.767818 0.906054 0.867281 0.840451 0.817720 0.797217 0.876698

6.00 0.793795 0.747059 0.878829 0.842532 0.815006 0.791366 0.770775 0.849540

7.00 0.773053 0.729830 0.856704 0.821106 0.793108 0.769542 0.749822 0.826418

8.00 0.756160 0.714908 0.837760 0.802409 0.774497 0.751715 0.733380 0.806914

9.00 0.741805 0.701739 0.821168 0.786121 0.758801 0.737242 0.720519 0.790562

10.00 0.729273 0.690015 0.806496 0.771966 0.745614 0.725503 0.710411 0.776887

11.00 0.718141 0.679532 0.793466 0.759684 0.734539 0.715937 0.702349 0.765441

12.00 0.708140 0.670130 0.781865 0.749026 0.725206 0.708060 0.695762 0.755820

13.00 0.699084 0.661677 0.771519 0.739760 0.717292 0.701469 0.690212 0.747673

14.00 0.690836 0.654055 0.762273 0.731676 0.710515 0.695842 0.685375 0.740702

15.00 0.683289 0.647161 0.753992 0.724587 0.704644 0.690929 0.681020 0.734660

16.00 0.676359 0.640903 0.746552 0.718330 0.699486 0.686539 0.676987 0.729345

17.00 0.669971 0.635197 0.739847 0.712767 0.694888 0.682531 0.673169 0.724600

18.00 0.664066 0.629972 0.733779 0.707778 0.690727 0.678800 0.669494 0.720296

19.00 0.658590 0.625163 0.728264 0.703264 0.686908 0.675272 0.665920 0.716337

20.00 0.653496 0.620716 0.723229 0.699144 0.683356 0.671894 0.662418 0.712646

21.00 0.648743 0.616581 0.718610 0.695350 0.680014 0.668628 0.658973 0.709167

22.00 0.644296 0.612719 0.714351 0.691825 0.676838 0.665450 0.655580 0.705853

Continued on next page
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Table A.1 – Continued from previous page

T ∗ Ω∗(1,1) Ω∗(1,2) Ω∗(2,2) Ω∗(2,3) Ω∗(2,4) Ω∗(2,5) Ω∗(2,6) Ω∗(4,4)

23.00 0.640121 0.609092 0.710404 0.688524 0.673793 0.662343 0.652235 0.702674

24.00 0.636192 0.605670 0.706728 0.685409 0.670856 0.659295 0.648937 0.699603

25.00 0.632483 0.602428 0.703287 0.682451 0.668007 0.656299 0.645691 0.696623

26.00 0.628972 0.599343 0.700051 0.679624 0.665232 0.653353 0.642497 0.693721

27.00 0.625640 0.596397 0.696994 0.676910 0.662521 0.650454 0.639359 0.690886

28.00 0.622468 0.593572 0.694093 0.674291 0.659867 0.647600 0.636280 0.688111

29.00 0.619443 0.590856 0.691330 0.671754 0.657263 0.644793 0.633260 0.685391

30.00 0.616549 0.588237 0.688688 0.669290 0.654706 0.642033 0.630303 0.682723

31.00 0.613776 0.585705 0.686153 0.666890 0.652193 0.639320 0.627409 0.680104

32.00 0.611113 0.583252 0.683713 0.664547 0.649722 0.636654 0.624578 0.677532

33.00 0.608550 0.580870 0.681358 0.662256 0.647292 0.634036 0.621811 0.675006

34.00 0.606078 0.578554 0.679080 0.660011 0.644902 0.631467 0.619107 0.672525

35.00 0.603690 0.576299 0.676869 0.657811 0.642550 0.628947 0.616465 0.670088

36.00 0.601380 0.574099 0.674721 0.655651 0.640237 0.626475 0.613886 0.667695

37.00 0.599141 0.571951 0.672630 0.653528 0.637962 0.624051 0.611367 0.665345

38.00 0.596969 0.569852 0.670590 0.651443 0.635725 0.621675 0.608908 0.663037

39.00 0.594858 0.567799 0.668597 0.649392 0.633526 0.619347 0.606505 0.660771

40.00 0.592805 0.565789 0.666649 0.647374 0.631363 0.617065 0.604159 0.658545

41.00 0.590805 0.563821 0.664741 0.645389 0.629236 0.614830 0.601867 0.656361

42.00 0.588855 0.561893 0.662872 0.643434 0.627146 0.612639 0.599628 0.654216

43.00 0.586952 0.560002 0.661038 0.641510 0.625091 0.610493 0.597440 0.652111

44.00 0.585093 0.558147 0.659238 0.639616 0.623072 0.608389 0.595300 0.650043

45.00 0.583277 0.556327 0.657470 0.637750 0.621087 0.606328 0.593208 0.648013

46.00 0.581499 0.554541 0.655732 0.635913 0.619136 0.604308 0.591162 0.646020

47.00 0.579760 0.552787 0.654023 0.634103 0.617219 0.602327 0.589159 0.644063

48.00 0.578056 0.551065 0.652341 0.632320 0.615334 0.600386 0.587198 0.642141

49.00 0.576385 0.549374 0.650686 0.630564 0.613482 0.598482 0.585278 0.640253

50.00 0.574748 0.547713 0.649056 0.628834 0.611661 0.596614 0.583397 0.638398

60.00 0.559888 0.532578 0.633978 0.612861 0.595038 0.579717 0.566417 0.621484

70.00 0.547212 0.519719 0.620755 0.598998 0.580848 0.565408 0.551973 0.607010

80.00 0.536188 0.508659 0.609027 0.586855 0.568540 0.552996 0.539345 0.594371

Continued on next page
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Table A.1 – Continued from previous page

T ∗ Ω∗(1,1) Ω∗(1,2) Ω∗(2,2) Ω∗(2,3) Ω∗(2,4) Ω∗(2,5) Ω∗(2,6) Ω∗(4,4)

90.00 0.526474 0.499013 0.598541 0.576118 0.557714 0.542066 0.528232 0.583163

100.00 0.517821 0.490478 0.589105 0.566543 0.548100 0.532394 0.518539 0.573130

200.00 0.462122 0.435076 0.529247 0.508112 0.492013 0.479749 0.470400 0.513402

300.00 0.430446 0.404088 0.498489 0.479593 0.465699 0.454905 0.445864 0.485378

400.00 0.408995 0.384168 0.478201 0.460461 0.447101 0.436185 0.426719 0.465824

500.00 0.393262 0.369944 0.462849 0.445607 0.432292 0.421212 0.411634 0.450341
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B. Formulation of Forced Harmonic Oscillator Model

Kerner [143] had published in 1958 a solution to the time-dependent Schrödinger wave

(TDSW) equation for a single oscillator subjected to an external force, F (t). Thus,

this solution is applicable to a atom-diatom interaction. This was obtained through a

coordinate transformation such that the wave function moved with the collision, and

then using separation of variables. This solution proceeds as follows.

First, the TDSW equation is written for a harmonic oscillator as

− ℏ2

2m

∂2Ψ

∂x2
+

V (x, t)︷ ︸︸ ︷[
1

2
kx2 − xF (t)

]
Ψ = ıℏ

∂Ψ

∂t
(B.1)

where kx2/2 is the potential energy for the harmonic oscillator and the potential from

the external force is given by xF (t). Use the transformations,

Ψ = χ exp (xg(t)) , χ = ϕ (x− u(t), t) = ϕ (ξ, t) , (B.2)

and define the derivatives as follows.

∂Ψ

∂x
=

∂Ψ

∂ξ

=
∂χ

∂ϕ

∂ϕ

∂ξ
exp [(ξ + u(t)) g(t)] +

∂ (ξ + u(t)) g(t)

∂ξ
exp [(ξ + u(t)) g(t)]

=
∂ϕ

∂ξ
exp [(ξ + u(t)) g(t)] + g(t)ϕ(ξ, t) exp [(ξ + u(t)) g(t)] (B.3)

The second order spatial derivative which appears in the TDSW equation is then

∂2Ψ

∂x2
=

∂Ψ

∂ξ2

=
∂

∂ξ

(
∂Ψ

∂ξ

)
= exp [(ξ + u(t)) g(t)]

{
∂2Φ

∂ξ2
+ g(t)

∂ϕ

∂ξ
+

∂ϕ

∂ξ
g(t) + g2(t)ϕ(ξ, t)

}
(B.4)
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The time derivative is similarly obtained.

∂Ψ

∂t
=

∂χ

∂ϕ

(
∂ϕ

∂t
+

∂ϕ

∂ξ

∂ξ

∂t

)
exp [(ξ + u(t)) g(t)] + (ξ + u(t))

∂g

∂t
ϕ(ξ, t) exp [(ξ + u(t)) g(t)]

= exp [(ξ + u(t)) g(t)]

{
∂ϕ

∂t
− ∂ϕ

∂ξ

∂u(t)

∂t
+ ϕ(ξ, t) (ξ + u(t))

∂g

∂t

}
(B.5)

Substitute these definitions for the derivatives into the TDSW equation, Eq. (B.1),

and cancel out the exponential term.

− ℏ2

2m

[
∂2ϕ

∂ξ2
+ 2g

∂ϕ

∂ξ
+ g2ϕ

]
+

[
1

2
k (ξ + u)2 − (ξ + u)F (t)

]
ϕ = ıℏ

[
∂ϕ

∂t
− ∂ϕ

∂ξ
u̇+ ġϕ

]
(B.6)

Rearrange the common terms.

− ℏ2

2m

∂2ϕ

∂ξ2
+

[
ıℏu̇− ℏ2g

m

]
∂ϕ

∂ξ

+


1

2
kξ2 + ξ (ku− F (t)− ıℏġ) +

(
1

2
ku2 − uF (t)− ıℏuġ − ℏ2

2m

)
︸ ︷︷ ︸

δ(t)

ϕ = ıℏ
∂ϕ

∂t

(B.7)

For an undamped system we need to eliminate the ∂ϕ/∂ξ and ξϕ terms. The variables

g and u are arbitrary and may be used to reduce the coefficients of these terms to

zero.

ıℏu̇− ℏ2g
m

= 0, ku− F (t)− ıℏġ = 0 (B.8)

Taking the derivative of the ∂ϕ/∂ξ coefficient with respect to time enables the

substitution into the second equation containing F (t).

ℏ
m
ġ = ıü → mü = −ıℏġ (B.9)

F = ku− ıℏġ

= ku+mü (B.10)
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This reduces the partial differential equation (PDE) to

− ℏ2

2m

∂2ϕ

∂ξ2
+

[
1

2
kξ2 + δ(t)

]
ϕ = ıℏ

∂ϕ

∂t
(B.11)

Now use separation of variables to solve the PDE. Start by writing the wavefunc-

tion, ϕ(ξ, t), as

ϕ(ξ, t) = F (ξ)G(t), (B.12)

and then substituting this into the PDE as expressed in Eq. (B.11).

− ℏ2

2m
F ′′G+

(
1

2
kξ2 + δ(t)

)
FG = ıℏFĠ (B.13)

Divide both sides by the product, FG, and separate ξ and t terms into two groups.

− ℏ2

2m

F ′′

F
+

1

2
kξ2 = ıℏ

Ġ

G
− δ(t) (B.14)

Since the variables have been separated then each side of the equation must be equal

to a constant, C. We may also relate the spring constant, k, for a harmonic oscillator

to the oscillation angular frequency, ω.

ω =

√
k

m
→ k = mω2, α2 =

mk

ℏ2
=

m2ω2

ℏ2
(B.15)

F ′′ − α2ξ2F +
2m

ℏ2
CF = 0 (B.16)

At this point, the ODE for the variable ξ looks very much like that of the unper-

turbed, stationary, harmonic oscillator. The solution from here may be carried out in

a manner consistent with the harmonic oscillator solution as provided by Levine [22].

Start by introducing a new function, h(ξ), which depends on F (ξ).

h(ξ) = e−αξ2/2 F (ξ) → F (ξ) = h(ξ) e−αξ2/2 (B.17)

In order to substitute this representation for F (ξ), expand the second-order deriva-

tive.

∂2F

∂ξ2
=

∂

∂ξ

[
−αξ e−αξ2/2h(ξ) + h′ e−αξ2/2

]
= −α e−αξ2/2h(ξ) + α2ξ2 e−αξ2/2h(ξ)− αξ e−αξ2/2h′(ξ) + h′′(ξ) e−αξ2/2 − αξh′(ξ) e−αξ2/2

(B.18)
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Now, the ODE becomes

h′′(ξ) + h′(ξ) (−2αξ) + h(ξ)

(
−α2ξ2 + α2ξ2 − α+

2m

ℏ2
C

)
= 0 (B.19)

The α2ξ2 terms thus cancel out and we are left with

h′′(ξ) + h′(ξ) (−2αξ) + h(ξ)

(
2m

ℏ2
C − α

)
= 0 (B.20)

Proceed by representing the function, h(ξ), as a polynomial expansion (power series

method).

h(ξ) =
∑
n

anξ
n (B.21)

Substituting this polynomial expansion into the ODE of Eq. (B.20) results in a series.

∞∑
n=2

n (n− 1) anξ
n−2 − 2αξ

∞∑
n=1

nanξ
n−1 +

(
2mC

ℏ2
− α

) ∞∑
n=0

anξ
n (B.22)

The ξ multiplying the summation in the second term may be moved inside the sum-

mation. A substitution, k = n − 2 may be made for the first term in order to both

start the summation at zero and have the proportionality of ξn rather than ξn−1. The

second term may be set to start at n = 0 since this term is already zero at n = 0 due

to the factor, n.

∞∑
k=0

(k + 2) (k + 1) ak+2ξ
k − 2α

∞∑
n=0

nanξ
n +

(
2mC

ℏ2
− α

) ∞∑
n=0

anξ
n = 0

=
∞∑
n=0

[
(n+ 2) (n+ 1) an+2 − 2αnan +

(
2mC

ℏ2
− α

)
an

]
ξn (B.23)

In order for this equation to be zero everywhere, the coefficients of ξn must be

zero. Equating this to zero results in the following recursive formula.

an+2 =
α + 2αn− 2mCℏ−2

(n+ 1) (n+ 2)
an (B.24)

There is another stipulation that the wavefunction should be quadratically integrable.

As it is now, the wavefunction would be

F (ξ) = A e−αξ2/2

∞∑
n=0

a2nξ
2n +B e−αξ2/2

∞∑
n=0

a2n+1ξ
2n+1 (B.25)
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and therefore we must make the coefficients of an zero in order to make the series go

to zero as ξ → ∞. Thus,

α + 2αn− 2mC

ℏ2
= 0 (B.26)

We can substitute back the relation for α, α = mω/ℏ, in order to obtain the expected

harmonic oscillator energy.

2πνm

ℏ
(1 + 2n) =

2mC

ℏ2
→ C = hν

(
1

2
+ n

)
(B.27)

Note that we should set n = v since C is a constant for this given v. When we

substitute this back into the recursive formula for an+2 we thus have a dependence

on v and n.

an+2 =
2α (n− v)

(n+ 1) (n+ 2)
an (B.28)

F (ξ) = h(ξ) e−αξ2/2

=

 e−αξ2/2 (a0 + a2ξ
2 + . . .+ avξ

v) for v even

e−αξ2/2 (a1ξ + a3ξ
3 + . . .+ avξ

v) for v odd
(B.29)

Normalize the wavefunction such that:∫ ∞

−∞
ϕ∗
vϕv dξ = 1 (B.30)

For v = 0:

1 =

∫ ∞

−∞
|a0|2 e−αξ2/2 dξ (B.31)

Now begin with the other ODE for time, t.

Ġ+ ıδ(t)
G

ℏ
+

ıGC

ℏ
= 0 (B.32)

Ġ+

(
ıδ(t)

ℏ
+

ıC

ℏ

)
G = 0 (B.33)

The characteristic equation is then

r +

∫ t

0

(
ıδ(t)

ℏ
+

ıC

ℏ

)
dt = 0 (B.34)
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r = − ı

ℏ

∫ t

0

(δ(t) + C) dt (B.35)

The function, G(t), is for a single root

G(t) = A exp

[
− ı

ℏ

∫ t

0

(δ(t) + Ev) dt

]
(B.36)

where the substitution for the constant, C, has been made. Ev refers to the harmonic

oscillator energy as discussed earlier.
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C. Formulation of Exponential Repulsive Interaction with a

Harmonic Oscillator

If the masses of the colliding diatoms are similar then the assumption that the vibra-

tional amplitude is small in comparison to the interaction range is reasonable. This

allows for the simplification from an exponential potential depending on center-of-

mass distance, X, and diatomic distance from vibrational equilibrium, Y ,

V (X,Y ) = E0 exp (−X/L) exp {[mC/ (mB +mC)] Y/L}

≈ E0 exp (−X/L)

{
1−

(
mC

mB +mC

)
Y

L

}
, for small Y/L (C.1)

to a potential which only depends on X,

V (X) ≈ E0 exp (−X/L) (C.2)

This potential is used to construct the classical trajectory and compute the amount

of energy transferred from the translational mode into the vibration of the two di-

atoms. For any potential which only depends on X we may write

v =
dX

dt
=

√
2

m̃
(E0 − V (X)) (C.3)

The goal here is to replace the potential’s dependence on X with a dependence

on time, t. Start by collecting variables depending on X on the left and variables

depending on t on the right. Then integrate.

∫ X

X0

dX√
2
m̃
(E0 − V (X))

= t− t0, X = 0 at t = 0, E0 =
1

2
m̃v20 (C.4)

Thus, after subsitution for the potential V (X)
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t =

∫ X

0

dX√
v20 (1− exp (−X/L))

=
1

v0

∫ X

0

dX√
1− exp (−X/L)

(C.5)

This integral is equal to

v0t = 2 exp (X/2L) exp (−X/2L)L ln
(
exp (X/2L) +

√
exp (X/L)− 1

)
= 2L ln

(
exp (X/2L) +

√
exp (X/L)− 1

)
(C.6)

Taking the exponential of both sides to eliminate the natural logarithm simplifies

the expression to

exp (v0t/2L)− exp (X/2L) =
√

exp (X/L)− 1 (C.7)

Now square both sides and eliminate the like terms, exp (X/L).

exp (v0t/L)− 2 exp [(v0t+X) /2L] = −1 (C.8)

Multiply both sides by exp (−X/2L) and divide both sides by 1 + exp (v0t/L).

exp (−X/2L) =
2 exp (v0t/2L)

1 + exp (v0t/L)
(C.9)

After squaring both sides we have obtained an expression for the potential in

terms of time, t.

exp (−X/L) =

(
2 exp (v0t/2L)

1 + exp (v0t/L)

)2

= sech2 (v0t/2L) (C.10)

Therefore, we may substitute this expression replacing the dependence on X with

t into the potential V (X,Y ) shown in Eq. (C.1). For two diatoms, this is equal to

V (t, Y1, Y2) = E0 sech
2

(
v0t

2L

)
exp

[γ
L
(Y1 + Y2)

]
(C.11)
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The forcing function, F (t), is computed as it normally is from a potential. That

is,

F (t) = −∇V (t, Y1, Y2) = −∂V

∂Yi

=

(
γ

L
E0 sech

2

(
v0t

2L

)
exp

[γ
L
(Y1 + Y2)

]
,
γ

L
E0 sech

2

(
v0t

2L

)
exp

[γ
L
(Y1 + Y2)

])
(C.12)

One of the parameters in the VVT model from Zelechow et al. [131] is ϵ. This is

defined mathematically as

ϵ =
∆Evib

ℏω
(C.13)

The change in vibrational energy, Evib, may be written as [cite Rapp 1960]

∆Evib =
1

2
µω2

(
|Y (∞)|2 − |Y (−∞)|2

)
(C.14)

where, using Green’s method,

Y (t′)− Y (−∞) =

∫ t′

−∞

F (t)

µω
eiωt dt (C.15)
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