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ABSTRACT

Samayoa, Jorge Ph.D., Purdue University, May 2015. Calculus for Decision Systems.
Major Professor: Abhijit V. Deshmukh.

The conceptualization of the term “system” has become highly dependent on the

application domain. What a physicist means by the term system might be different

than what a sociologist means by the same term. In 1956, Bertalanffy [1] defined

a system as ” a set of units with relationships among them”. This and many other

definitions of system share the idea of a system as a black box that has parts or

elements interacting between each other. This means that at some level of abstraction

all systems are similar, what eventually differentiates one system from another is the

set of underlining equations which describe how these parts interact within the system.

In this dissertation we develop a framework that allows us to characterize systems

from an interaction level, i.e., a framework that gives us the capability to capture

how/when the elements of the system interact. This framework is a process algebra

called Calculus for Decision Systems (CDS). This calculus provides means to create

mathematical expressions that capture how the systems interact and react to dif-

ferent stimuli. It also provides the ability to formulate procedures to analyze these

interactions and to further derive other interesting insights of the system.

After defining the syntax and reduction rules of the CDS, we develop a notion

of behavioral equivalence for decision systems. This equivalence, called bisimulation,

allows us to compare decision systems from the behavioral standpoint. We apply

our results to games in extensive form, some physical systems, and cyber-physical

systems.

Using the CDS for the study of games in extensive form we were able to define

the concept of subgame perfect equilibrium for a two-person game with perfect in-



xii

formation. Then, we investigate the behavior of two games played in parallel by one

of the players. We also explore different couplings between games, and compare –

using bisimulation – the behavior of two games that are the result of two different

couplings. The results showed that, with some probability, the behavior of playing a

game as first player, or second player, could be irrelevant.

Decision systems can be comprised by multiple decision makers. We show that in

the case where two decision makers interact, we can use extensive games to represent

the conflict resolution. For the case where there are more than two decision makers,

we presented how to characterize the interactions between elements within an orga-

nizational structure. Organizational structures can be perceived as multiple players

interacting in a game. In the context of organizational structures, we use the CDS

as an information sharing mechanism to transfer the inputs and outputs from one

extensive game to another. We show the suitability of our calculus for the analysis

of organizational structures, and point out some potential research extensions for the

analysis of organizational structures.

The other general area we investigate using the CDS is cyber-physical systems.

Cyber-physical systems or CPS is a class of systems that are characterized by a tight

relationship between systems (or processes) in the areas of computing, communication

and physics. We use the CDS to describe the interaction between elements in some

simple mechanical system, as well as a particular case of the generalized railroad

crossing (GRC) problem, which is a typical case of CPS. We show two approaches to

the solution of the GRC problem.

This dissertation does not intend to develop new methods to solve game theoretical

problems or equations of motion of a physical system, it aims to be a seminal work

towards the creation of a general framework to study systems and equivalence of

systems from a formal standpoint, and to increase the applications of formal methods

to real-world problems.
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1. INTRODUCTION

1.1 Motivation

What is the fundamental difference between any two arbitrary systems? Is there

any framework that allows us to describe the interactions between elements of a sys-

tems regardless of the domain these systems belong to? These are some the questions

that motivate this work. Throughout the years different definitions of a system have

appeared in the literature. According to Bertalanffy [1] in 1956, ”A system is a set of

units with relationships among them”. Van Gigch [2] in 1991 defined a system as ”an

assembly or set of related elements”. A minimalist abstract definition consistent with

most of those in the literature is that a system is “a set of interconnected elements

forming an integrated whole”. Even though we can convey all the different definitions

in a single sentence, the real conceptualization and behavioral analysis of a particular

system will depend on the domain this system belongs to. For example, consider

two systems, an electrical transformer and a vending machine. On the one hand, the

transformer will change its state according to the voltage/current introduced to it. On

the other hand, the vending machine changes its state when a token is inserted. Note

that at some level of abstraction, both of these systems are simply interconnected

elements with inputs and outputs, forming an integrated whole; i.e., these systems,

at this are pretty similar. However, when it comes to analyze their behavior, the

underlining equations and logics describing the interactions between their elements

may be completely different. This motivates us to investigate the creation of a frame-

work that allows us to study systems as interacting elements sharing information, but

with the capability of including details pertinent to the domain these systems belong

to. Also, since systems will be studied at a level of abstraction where they seem to

be almost the same system, this framework should provide us with a mechanism for

comparing these systems at this level.
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This framework is the first step towards the creation of a general theory that will

allow us to relate principles, algorithms and methods between two or more different

domains that – from a theoretical standpoint – are currently disconnected. We aim

to provide the language and a comparison mechanism that will allow us to describe

systems that may have similar behavior but currently may not have a theoretical and

practical relationship. Finding similarities between systems that belong to two differ-

ent domains could suggest new approaches and extensions for current methodologies

developed in one domain into another domain.

1.2 Research Approach

If we want to reason about properties and behavior of systems which interact

independently and via information sharing, it is inevitable to come across a process

algebra (also called, process calculus, see [3, 4]). Informally, a process algebra is a

mathematical structure concerned with the properties and relationships of the behav-

ior of a system, satisfying the axioms given for the defined operators of the algebra.

Process algebras have been widely use for the specification of a variety of systems in

different domains. A process algebra is mainly comprised by a syntax and an oper-

ational semantics. Informally, the syntax defines the symbols allowed in the algebra

(the alphabet), and the operators that define how these symbols may be related to

each other. The operational semantics defines how the elements of the alphabet and

operators react under different conditions (the interaction rules).

In this dissertation, we present a process algebra, called Calculus for Decision Sys-

tems, that allows us to reason about systems at the interaction level. This calculus

provides a mean to create mathematical expressions which capture how the systems

interact and react to different stimuli. Also it gives us the ability to formulate pro-

cedures to analyze these interactions, and to further derive other interesting insights

of the system.
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The calculus for decision systems, or simply CDS, is a framework for the analysis

of the interactions and behavior of – what we defined as – decision systems. A decision

systems, informally speaking, is a set of interconnected elements called decision mak-

ers that make judgments (or decisions) based on the available (internal and external)

information. These systems are classified according to the number of decision makers

involved in the system, and the interaction of the system with its environment. The

latter case only differentiates systems which interact with their environment (open

systems), or only interact using information produced and modified within the sys-

tem (closed system). In the former we study some of the theoretical tools that have

been developed for the analysis of their behavior of systems where sub-systems have

a conflict of interests, and we use the CDS to reason about the interactions between

their elements.

Having decision systems and the CDS well defined, we create an action semantics

that relates the reactions rules defined in the operational semantics, with an action

that triggers the reactions. This mechanism allows us to define a Labelled Transition

Systems for decision systems. A labelled transition systems (or LTS), in loose words,

is an automaton without an initial or final state. This automaton-like system gives

us the flexibility to model systems that can start in any state and may finish in any

other state. Using the LTS, we are able to define a notion of equivalence between

decision systems.

The equivalence between systems may depend on their response (functional equiv-

alence), their structure (structural equivalence), or their behavior (behavioral equiva-

lence). Using the CDS we are able to study structural congruence between processes,

but also behavioral equivalence. The concept of behavioral equivalence was originally

developed by Park in [5], and it is considered the hallmark of process algebras. Infor-

mally, two processes are considered to be behaviorally equivalent when their externally

observed behavior appear to be the same. This concept is referred as bisimulation.

The concept of behavioral equivalence allows us to study equivalences between

decision systems. In the case where there are more than one decision maker, the



4

conflicts of interests are resolved via game theory. There are three forms of math-

ematical abstractions of a game: the extensive, the normal and the characteristic

function forms. The main difference not only relays on the form the information is

presented, but in the amount of information captured by of the different forms. In

this dissertation we are mainly dealing with the first form of a game, the extensive

form. Using the CDS, we explore games in extensive form and are able to study (1)

subgame perfect equilibrium, (2) couplings between extensive games, and (3) equiv-

alence between coupled games. Furthermore, we present how the CDS allows us to

describe structures comprised by multiple extensive games; i.e., organizational struc-

tures, where the output of each element of the structure may be the resolution of a

conflict between players of such element.

Another application of the CDS we explored in this dissertation is the specifica-

tion of cyber-physical systems. Cyber-physical systems or CPS is a class of systems

that are characterized by a tight relationship between systems (or processes) in the

areas of computing, communication and physics. We described how we deal with

time in the context of the CDS, and show how to describe some simple physical

systems. A typical cyber-physical system used in the literature for exemplifying the

specification of a CPS, and various specification and validations methodologies is the

Generalized Railroad Crossing Problem (GRC) problem; see [6–10]. We use the CDS

to describe the interactions between the elements of the GRC problem. We provide

two approaches to the problem, and argue that using some of the theoretical benefits

of the CDS simplifies the formulation of the solution.

This dissertation does not intend to develop new methods to solve game theoretical

problems or equations of motion of a physical system. As mentioned before, it aims

to be a seminal work towards the creation of a general framework to study systems

and equivalence of systems from a formal standpoint, and to increase the applications

of formal methods to real-world problems.
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1.3 Research Outline

As stated, the purpose of this dissertation is to develop a framework that allows

us to characterize decision systems. To this end, it is necessary to study the roots

of process algebras in order to understand the dynamics and insights of this type of

algebras. Also, we need to examine the different approaches that been have utilized to

investigate the areas that are related to the work presented here. This is accomplished

in Chapter 2.

In Chapter 3, the calculus for decision systems is presented. In order to develop

a proper process algebra we present the syntax of the language as well as the opera-

tional semantics of it. We start with a minimal process algebra for decision systems

(MPADS) and build up our calculus from it. After having the CDS well defined

we use it to describe an aircraft acquisition problem. We finish this chapter with a

comparison of the CDS with other calculi in the context of decision systems.

Chapter 4 is devoted to the formalization of the notion of bisimulation. This

chapter provides the formal insights that relate a labelled transition system to the

operational semantics of the CDS. We start by defining an action semantics for our

calculus, and then we define the concept of a LTS. Moreover, using these concepts,

we formally define bisimulation in the context of the CDS. Furthermore, we defined

the notion of bisimulation up to ∼, which will allow us to use some of the properties

of ∼ to our advantage, when studying bisimulation.

Chapter 5 is devoted to the study of extensive games using the CDS. We introduce

the key concepts of game theory for the study of games in extensive form. Then, we

present our characterization of an extensive game using the CDS, and the concept

of subgame perfect equilibrium. Furthermore, we study couplings between extensive

games. Using the CDS, we were able to describe the interactions between players

playing two games concurrently. Also, we use the notion of bisimulation to compare

when two games are behaviorally equivalent.
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In Chapter 6, we study cyber-physical systems in the context of the CDS. We

mention some of the efforts made in the area of formal methods for the specification

of CPS. Moreover, we show the work done in the area of process algebras for the

study of CPS. Also, we present how we deal with time in the CDS and exemplify our

concepts by describing the interactions between elements in a mechanical system. We

discuss the specification of a CPS, the GRC problem, using the CDS.

Chapter 7 presents the main conclusions of this dissertation, and future research

directions.
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2. PROCESS CALCULI AND DECISION SYSTEMS

This chapter provides the necessary background for the understanding of the role of

process calculi in decision systems. There are four main goals of this chapter: (1)

present a formal definition of a decision system, (2) provide the relationship between

decision systems and game theory, (3) present an overview of the relationship between

game theory and the area of formal methods, and (4) provide a motivation of the

utilization of Process Calculi for the description and analysis of decision systems. In

this chapter we identify the initial requirements for this dissertation and use them as

a driving force for the work presented in the following chapters.

2.1 Decision Systems

In this section we formalize the definition of a Decision System (DS). According

to [11] a decision is ”the act or process of deciding”. A minimalist definition of the

word decision consistent with those in the literature is that a decision is the process

of conveying information in order to make a judgment or draw a conclusion. On the

other hand, many definitions of the word system can be encountered in the literature.

According to Bertalanffy [1] in 1956, ”A system is a set of units with relationships

among them”. Van Gigch [2] in 1991 defined a system as ”an assembly or set of related

elements”. We can therefore conceive a systems as a set of interconnected elements

forming an integrated whole. If we combine – in some sense – these two definitions

we can state the following informal definition of a decision system.

Definition 2.1.1 (Decision System - Informal). A Decision System is a set of

interconnected elements – called decision makers – that make judgments (or decisions)

based on the available (internal and external) information. �
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The schematic of a decision system is depicted in Figure 2.1. Indisputably, infor-

mation plays an important role in a decision. In fact, J. E. Russo et al, [12] showed

how distortions of the available information affect decisions and how current infor-

mation may lead to the distortion of new information. In our context we make the

distinction between current and new information by differentiating between internal

and external information. With this and Definition 2.1.1 in mind, we can now state

a formal definition of a decision system.

External In-

formation
Decision Process

Internal In-

formation

Decision

Figure 2.1. Pictorial representation of a Decision System.

Definition 2.1.2 (Decision System). A Decision System (DS), is a triple (I,O,N ),

where

• I=Int t Ext is the set of input information, where

– Int= Internal Information set, and

– Ext= External Information set.

• O is the output information (Decision).

• N is a set of interacting decision makers, were every d ∈ N is a function

d : I → O, and 0 < N <∞1. �

1N denotes the cardinality of the set N .
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The intuitive interpretation of Definition 2.1.2 is as follows: The input information

set I=InttExt is comprised by two subsets of information. The set Int is the infor-

mation proprietary of the decision maker (decision thresholds, internal bureaucracy,

structure of the organization, etc.). The subset Ext is the information transmitted

from the environment or other decision system to the decision system (stock price,

natural disasters, decisions made by others, etc.). The set N of interacting decision

makers is the set of entities or elements that have control over the decision (when to

buy, what to respond to a specific input, etc.). Lastly, the set O is the output of the

decision system, i.e., the decision made by the decision maker to a specific input.

Figure 2.2 shows different examples of decision systems. Figure 2.2(a) is a decision

system with a single decision maker (i.e., N = 1), where the external information

is given by the Stock Market, the internal information is the pre-defined threshold

of increment/decrement of the NASDAQ that defines the structure of the decision,

and the output information is the decision itself; it can be either Sell or Buy. Figure

2.2(b) is similar than the former case with the difference that N = 2, and that the

decision of Company 1 is an element of the external information of Company 2, i.e.,

the decision of Company 1 affects Company 2. The decision system depicted in Figure

2.2(c) illustrates the interpretation of an electrical transformer as a decision system.

In this case, the external information is given by the input voltage, Vin, and the

internal information is given by the ratio n1 : n2. There is only one decision maker

(i.e., N = 1) which makes decision according to

Vout = Vin
n2

n1

(2.1)

2.1.1 Classification of Decision Systems

There is a great variety of systems that fit into the definition of a decision system.

We classify decision systems according to their interaction with their environment,

i.e., Open Decision Systems and Closed Decision Systems. Within this classification

we identify a natural sub-classification of decision systems – similar to that suggested
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(a) Decision system with a single decision maker.

(b) Decision system with a two decision makers.

External 
Information

Decision

AC Voltmeter

𝑉𝑖𝑛 𝑉𝑜𝑢𝑡

𝑛1: 𝑛2

Decision 
Maker

Internal Information

(c) Electrical transformer interpreted as a decision system.

Figure 2.2. Examples of different decision systems.
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by Luce and Raiffa [13] – based on the number of decision makers involved in the

system, i.e., N = 1 (single decision maker) or 1 < N < ∞ (two or more decision

makers).

Open Decision Systems: In systems theory, an open system is characterized by

having a continuous interaction with its environment. Similarly, an open decision

system (O-DS) is a system that fits into Definition 2.1.2 having a non-empty set

of external information (Ext 6= ∅). i.e., the environment does provide information

that is taken into account by the decision maker in order to make a decision. An

open decision system interacts with its sub-systems by sharing information such as

objective functions, values or other type of decision involved in the decision process.

Closed Decision Systems: A decision system is said to be closed when the set of

external information is empty (Ext = ∅). This means that the decision will be made

only based upon the internal information of the system. In a closed decision system

the decision maker has all the information necessary to make a decision. A complex

decision system is a decision system comprised by multiple decision sub-systems.

Note that a complex decision system may be closed, whereas all its sub-systems are

open decision systems; sharing information such as objective functions, values, etc.

Decision Systems when N = 1: These decision systems have only one decision

maker. There are multiple systems that fit into the definition of a decision system

for this particular case. In fact, any system whose output depends solely on the

perturbations to the input introduced by the criteria of a single entity (e.g. Nature,

a human, etc.) can be perceived as a decision system with only one decision maker.

For example, consider the simple electrical system depicted in figure 2.2(c). This is

a closed electrical circuit. From the decision systems perspective, however, this is an

open decision system where the power source provides the external information to

the decision maker (the transformer) and the winding ratio the internal information.



12

In this example the decision is ruled out by the laws of electromagnetic induction not

by a human.

The most important feature of a decision system with a single decision maker is

that all decisions are not affected by any sort of conflict between multiple entities.

Meaning that all decisions are ruled out by the effect of the input information on

a particular utility function, physical law, optimization principle/criteria, etc. The

decision is the response of the system to a particular input. In Chapter 6 we provide

a deeper understanding of this type of decision systems.

Decision Systems when 1 < N <∞: A decision system with more than one

decision maker is affected by the different interests of each decision maker. This means

that the decision (the output of the system) will be a conflict resolution between the

two (or more) decision makers. Unlike decision systems with a single decision makers,

the tools available for analyzing conflict resolution between entities is not vast. In

fact, game theory is a trivial choice for this task.

We have shown that the classification of decision systems depends on two aspects:

(1) the interrelation between the system and its environment, and (2) the number

of decision makers involved in the system. In Chapter 6 we elaborate more about

decision systems with a single decision maker. In the case of multiple decision makers

within a decision system we argued that the appropriate tool for the analysis of the

behavior of these systems is game theory. In the following sub-section we present some

of the formal tools available in the literature to analyze conflict resolution between

players.
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2.2 Formal Methods and Game Theory

2.2.1 Formal Methods

Before studying the intersection between formal methods and game theory, a brief

introduction to formal methods is presented. The area of formal methods began in the

1930’s as an intersection between computer science, mathematics and linguistics [14].

According to [15], formal methods are “the application of mathematical synthesis and

analysis techniques to the development of computer controlled systems.” This area

includes a variety of subjects such as predicate logic, automata theory, and formal

languages. Formal methods can be viewed as the formal way to describe a problem

or model a system [14, 16]. Figure 2.3 shows a basic problem solving framework,

presented in [14], which encompasses formal and informal domains.

Problem Solution

Representation Output

solve

represent interpret

compute

Informal

Formal

Figure 2.3. Problem solving framework

Even though formal methods have been around for so many years, their popularity

in areas outside of software and hardware systems started to increase in the last

twenty five years. This effect is the result of the use of intelligent systems to manage

complex systems in different industries [17, 18]. We now focus our attention to three

main subjects encompassed in the area of formal methods: predicate logic, automata

theory and formal languages.



14

Table 2.1
First order predicate calculus: Symbols and Meanings.

Symbol Meaning

∨ or

∧ and

¬ not

⇒ logically implies

⇔ logically equivalent

∀ for all

∃ there exists

Table 2.2
First order calculus: Rules

p q p ∨ q p ∧ q ¬p p⇒ q p⇔ q

T T T T F T T

T F T F F F F

F T T F T T F

F F F F T T T

Predicate Logic

Predicate logic is essential to understand the fundamentals of formal methods.

Logic and propositional calculus are based on statements or propositions, called sen-

tences, which are either true (T) or false (F). This calculus (also called first-order

logic) is equipped with a countable set of letters A,B,C, . . . , a set of symbols (see

Table 2.1) and rules (see Table 2.2) that allow us to assess the truth value of com-

pound statements depending on the veracity of its primitives, e.g., it allows us to

assert about the value of p ∨ q depending on the values of p and q.
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Note that this calculus contains quantifications. A quantification is a non-logical

constant that include names and entities. For example: ∀X.dots(X) ⇒ red(X),

means that all dots are red. The sentence ∃X.blue(X) means that, among all dots,

there exists at least one blue. H. Pospesel [19] provides a more comprehensive intro-

duction to propositional calculus.

Automata Theory

The theory of automata provides a basis for a tremendously useful branch of mod-

eling and analysis: that of computational complexity. Automata theory describes the

ability of abstract machines to evaluate mathematical problems given a set of inputs.

Such machines surround us in the modern world; from traffic lights at intersections to

test stand controllers for aerospace applications, various forms of automata observe,

react to, and control the environment around us.

Automata theory possesses a noble history which spans several branches of math-

ematics and science. The mathematician Alan Turing developed a logical theory in

Princeton in 1936, describing a machine which consisted of: [20].

“...an infinite memory capacity obtained in the form of an infinite tape

marked out into squares, on each of which a symbol could be printed. At

any moment there is one symbol in the machine... called the scanned sym-

bol. The machine can alter the scanned symbol and its behavior is in part

determined by that symbol, but the symbols on the tape elsewhere do not

affect the behavior of the machine. However, the tape can be moved back

and forth through the machine, this being one of the elementary opera-

tions of the machine. Any symbol on the tape may therefore eventually

have an innings.”

This theory is an example of the most abstract and capable automaton, the usefulness

of which was not realized until much later. Two other men widely regarded as pioneers

in this area were Warren McCulloch and Walter Pitts, a pair of neurophysiologists
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from the Massachusetts Institute of Technology. Their seminal 1943 paper, “A Logical

Calculus of the Ideas Immanent in Nervous Activity” [21], was the first to present

a description of finite automata, making significant contributions to neural network

theory. This theory was later broadened to include other types of automata by Bell

Labs researchers George Mealy [22] and Edward Moore [23].

An automaton is an abstract object which recognizes or accepts, in discrete time

steps, a string of characters from a particular set (Σ∗), where Σ ⊃ Σ∗ is a finite

alphabet. Given that the elements accepted by the automaton are a subset of Σ∗,

we say that these elements, called words, form a language. Therefore, an automaton,

M , recognizes or accepts a language, L(M), contained in Σ∗. Definition 2.2.1 is the

formal definition of an automaton, similar to that presented by Jiŕı Adámek and Vera

Trnková [24].

Definition 2.2.1 (Automaton). An automaton is a quintuple M = (Q,Σ, δ, q0, F ),

where

Q is a set, called the set of states ;

Σ is a non-empty set, called the input alphabet ;

δ : Q× Σ→ Q is the transition function;

q0 ∈ Q is the initial state;

F ⊆ Q is the set of accept states.

�

There are several different types of automata, varying in their types of transitions,

the number of states which they contain, the type of inputs they require, and the type

of acceptance conditions they allow. Here, we present a few which are considered

crucial types in the study of automata theory.
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Deterministic finite automata (DFA): The main difference between the defini-

tion outlined above and the formal definition of a deterministic finite automata is

that the cardinality of Q is finite, and the transition function δ is one-to-one, i.e., for

each input symbol, the machine’s next state may be one, and only one, of its other

states. The formal definition of a DFA is given in Definition 2.2.2.

Definition 2.2.2 (DFA). A deterministic finite automaton M is a quintuple M =

(Q,Σ, δ, q0, F ), where Q is a finite set of states; Σ is a non-empty finite set, called the

input alphabet; δ : Q× Σ→ Q is the transition function; q0 ∈ Q is the initial state;

F ⊆ Q is the set of accept states. �

The input of δ is a letter of Σ and a state belonging to Q. The output is a state

of Q (possibly the same one). If the automaton is in state q and reads the letter r,

then (q, r) is the input for δ and δ(q, r) is the next state. Given a non-empty string

in Σ∗ ⊂ Σ = {a, b} the automaton reads the string or word as follows:

1. It begins in the initial state q0, and reads the first letter in the string. If the

first letter is a ∈ Σ, then it moves to state s1 = δ(q0, a).

2. The automaton reads the the second letter of the string. If the second letter is

b, then the automaton moves to state s2 = δ(s1, b).

3. As the automaton continues to read the given string of letters from the alphabet,

it moves from one state to another. Eventually, the automaton reads every letter

in the string and then stops.

4. After reading the last letter of the string, if the current state belongs to the

set of acceptance states, then the automaton accepts the string. Otherwise, it

rejects it.

Definition 2.2.3 (Regular Language). A language L is defined to be regular if there

is a DFA, D, such that L = L(D), i.e., L is recognized by D. �
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Table 2.3
Example of a DFA.

a b

s1 s2 s1

s2 s1 s2

Example 2.2.1. Let M = (Q,Σ, δ, q0, F ), where Q = {s1, s2}, Σ = {a, b}, q0 = s1,

F = {s2}, and δ is defined by Table 2.3.

Figure 2.4 shows the state diagram of the DFA. Note that we identify q0 with

an arrow, and the elements of F with a double circle.

Some of the strings recognized by this automaton are a, ab, aaabb, bbaaa, baaab,

bbbabb and baababb. In general, the language recognized by this automaton is a

regular language (see Definition 2.2.3) given by b∗a(ab∗ab∗)∗b∗, where ∗ is the Kleene

star (see [25] for a formal definition of the Kleene star. Informally, a∗ denotes any

non-negative number (including zero) of symbols a). N

Non-deterministic Finite Automata (NFA): A non-deterministic finite au-

tomaton is a finite state machine very similar to a DFA. The main difference is that

the transition function δ is not one-to-one, i.e., for each input symbol, its next state

may be any one of several possible states. Thus, the next state is an element of 2S,

where S is the number of states. With this in mind, the formal definition of a NFA

is as follows:

s1 s2

b

a

a

b

Figure 2.4. State diagram of a DFA.
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Definition 2.2.4. Let λ be the empty string. A Deterministic Finite Automaton M

is a quintuple M = (Q,Σ,∆, q0, F ), where Q is a finite set of states; Σ is a non-empty

finite set, called the input alphabet; ∆ : Q×(Σ∪{λ})→ 2Q is the transition function;

q0 ∈ Q is the initial state; F ⊆ Q is the set of accept states. �

NFAs and DFAs work in a similar fashion, with the following main differences:

• The number of possible candidate states to which a move can occur after each

step can be greater than one.

• The automaton can move from one state to another using the empty string.

• The automaton accepts a string if the machines stops in any accept state, or

can move to another accept state by the empty string λ.

In fact, the automatonM accepts the string (word) if a sequence of states, r0, r1,. . . , rn

exists in Q with the following conditions [26]:

r0 = q0

ri+1 ∈ ∆(ri, ai+1), for i = 0, . . . , n− 1

rn ∈ F.
These conditions are suggesting that the automaton has to start in q0. Transitions

are ruled by the transition relation ∆, and the automaton will accept a string w if the

last input of w causes the machine to stop in one of the accepting states. Otherwise,

the string is rejected by the automaton.

Example 2.2.2. Let M = ({s0, s1, s2, s3, s4}, {0, 1},∆, s0, {s1, s3}), where the tran-

sition relation is given in Table 2.4. Figure 2.5 is the state diagram of this automaton.

Some of the strings recognized by this automaton are λ,11,000,1010,0101 and

001100. In general, the language recognized by this automaton is a regular language

given by (1∗(01∗01∗)∗) ∪ (0∗(10∗10∗)∗). N

Example 2.2.3. The state diagram of a non-deterministic automata can be repre-

sented in a more compact way. Figure 2.6 shows an example of an automaton that

recognizes the language (a ∨ b)∗a(a ∨ b)∗a(a ∨ b)∗. N
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Table 2.4
Example of a Non-deterministic Finite Automaton.

0 1 λ

s0 {} {} {s1, s3}

s1 {s2} {s1} {}

s2 {s1} {s2} {}

s3 {s3} {s4} {}

s4 {s4} {s3} {}

s0

s1 s2

s3 s4

λ

λ

1

0

0

1

0

1

1

0

Figure 2.5. State diagram of a Non-deterministic Finite Automaton.

Turing Machine A Turing Machine, named after the mathematician Alan Turing,

is an abstract machine capable of recognizing and manipulating a language. In the

context of Turing Machines, we assume that the input strings are on a strip of tape,

and the machine can erase, print and re-print symbols on the strip [27].
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s0 s1 s2

a, b

a

a, b

a

a, b

Figure 2.6. Compact state diagram representation of an NFA.

Definition 2.2.5. A Deterministic Turing Machine is a quintuple (Q,Σ,Γ, δ, s0, h),

where where Q is the set of states, Σ is a finite set of tape symbols, which includes the

alphabet and #, Γ is a finite, non-empty set of the type symbols, s0 is the starting

state, h is the halt state, and δ is a function from Q × Γ to Q × Γ × N where N

consists of either L, which indicates a movement on the tape one position to the left,

R, which indicates a movement on the tape one position to the right, or #, which

indicates that no movement takes place. �

Example 2.2.4. An example of a rule is (s1, a, s2, b, L), which means that if the

machine is in state s1 and reads the letter a, it is to change to state s2, print the

letter b in place of the letter a and move one square to the left. N

Example 2.2.5. The rule (s1, a, s2,#, R) means that if the machine is in state s1

and reads the letter a, it changes to state s2 , erases the a and moves one square to

the right. N

Example 2.2.6. The rule (s1,#, h,#,#) means that if the machine is in state s1 and

reads a blank then it halts, and thus does not print anything or move the position

on the tape. N

Turing Machines play an important role in theory of computing and formal lan-

guages. In general, automata theory has been applied to a great variety of areas [28],

in particular in the area of verification and model checking [29].
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Formal Languages

In general, languages are divided in two classes: formal languages and natural

languages. A formal language is comprised by a set of symbols (or syntax) and

rules of formation (or semantics) by which these symbols can be combined into objects

called sentences [30]. Natural languages [31], also known as ordinary languages, are

those languages used by humans to communicate such as English, Spanish, etc. The

study of natural languages has had a great impact in the area of formal languages.

One of the great contributors to the area of natural languages was Noam Chomsky

with his work, among others, on formal grammars for describing fragments of natural

languages in 1959 [32, 33]. That same year, John Backus [34] introduced the well-

known Backus Normal Form (or Backus-Naur Form, or simply BNF) to give a formal

description of the context-free syntax of the programming language Algol 60 [35].

Informally, a Context-free Grammar (or CFG) is a grammar whose production

rules can be applied to a non-terminal symbol, regardless of the surrounding symbols.

The formal definition of a CFG is given in Definition 2.2.6.

Definition 2.2.6 (Context-free Grammar). A grammar G = (V, T, S, P ) is said to

be context-free if all productions in P have the form

A→ x

Where A ∈ V and x ∈ (V ∪ T )∗. Where V is the set of non-terminal symbols, T

the set of terminal symbols, S ∈ V is the start symbol, and P is the set of rules (or

productions).

A language L is said to be context-free if and only if there is a context-free grammar

G such that L = L(G), see [30]. �

One of the most common forms of expressing grammars on programming languages

and formal languages in general is by their BNF. In this notation, variables are

enclosed in triangular brackets, terminal symbols are written without any special

marking, and it utilizes symbols such as |,+ or ∗ to express operations between the

expressions or terms. Figure 2.7 is an example of a BNF grammar.
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< expression >::=< term > | < term > + < expression >

< term >::=< factor > | < term > ∗ < factor >

Figure 2.7. Example of a BNF grammar.

There is a vast number of formal languages in the literature. In this section we

present some of the languages that are somehow related with this dissertation. For a

more comprehensive list of formal languages we refer to [36]. We focalize our attention

to three formal languages: Abstract State Machines (ASM), Petri Nets and Process

Calculi. Since Process Calculi is tightly related to this research we will present a more

comprehensive overview in posterior sections and present a brief introduction to the

first two languages (ASM and Petri Nets) in this section.

Abstract State Machines: An abstract state machine (ASM), is a formal lan-

guage for specification and verification originally developed by Yuri Gurevich in the

1980’s. It is mostly known as the ASM method. From [37], the ASM method is char-

acterized by providing a framework that allows the system engineer to (a) system-

atically separate multiple concerns, concepts and techniques of systems development

activities, and (b) freely choose for each task an appropriate combination of concepts

and techniques at the given level of abstraction and precision where the task occurs.

Egon Brger, in [38] states the following mayor activities of the typical software

life cycle that are linked via the ASM method:

• Requirements capture by constructing satisfactory ground models, i.e., accurate

high-level system blueprints, serving as precise contract and formulated in a

language which is understood by all stakeholders,

• Detailed design by stepwise refinement, bridging the gap between specification

and code design by piecemeal, systematically documented detailing of abstract

models down to executable code,
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• Validation of models by their simulation, based upon the notion of ASM run

and supported by numerous tools to execute ASMs and others,

• Verification of model properties by proof techniques, also tools supported,

• Documentation for inspection, reuse and maintenance by providing, through

the intermediate models and their analysis, explicit descriptions of the software

structure and of the major design decisions.

The book [39], E. Brger and R. F. Strk present some real-life case studies and

industrial applications analyzed using the ASM method.

Petri Nets: A Petri Net is a graphical and mathematical modeling tool for sys-

tems that are characterized as being concurrent, asynchronous, distributed and/or

non-deterministic. This tool was created by Carl Adam Petri in 1962 in his disser-

tation at the Technische Universität Darmstadt, Germany [40, 41]. Petri nets can

be used as visual communication aid similar than flow charts, block diagrams, etc.

To simulate the dynamic and concurrent behavior of a system, Petri nets utilize to-

kens that are passed along the nodes of the network. These nets can be used by

both practitioners and theoreticians, making this approach a powerful medium of

communication between them [42].

A Petri net is comprised by a graph N which is directed, weighted and bipartite

having two kinds of nodes, called places (drawn as circles) and transitions (drawn as

bars or boxes). The graph N has an initial state, called initial marking, M0. The

arcs can go either from a place to a transition or vice versa. The weights of the

arc are positive integers, where a k-weighted arc can be interpreted as the set of k

parallel arcs; unitary weights are usually omitted. Definition 2.2.7 presents the formal

definition of a Petri Net, from [42].
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Definition 2.2.7 (Petri Net). A Petri net is a tuple, PN = (P, T, F,W,M0) where:

P = {p1, p2, . . . , pm} is a finite set of places,

T = {t1, t2, . . . , tn} is a finite set of transitions,

F ⊆ (P × T ) ∪ (T × P ) is a set of arcs,

W : F → {1, 2, 3, . . . } is a weight function,

M0 : P → {0, 1, 2, 3, . . . } is the initial marking,

P ∩ T = ∅ and P ∪ T 6= ∅.

A Petri net structure N = (P, T, F,W ) without any specific initial marking is denoted

by N . A Petri net with the given initial marking is denoted by (N,M0). �

The transitions of a Petri net change according to the following (firing) rule [43]:

1. Tokens are moved by the firing of the transitions of the net.

2. A transition must be enabled in order to fire. (A transition is enabled when all

of its input places have a token in them.)

3. The transition fires by removing the enabling tokens from their input places and

generating new tokens which are deposited in the output places of the transition.

Note that a source transition (one without any inputs) is unconditionally enabled,

and the firing of a sink transition (one without any output place) consumes tokens,

but does not produce any. Example 2.2.7 taken from [42] exemplifies the firing rule.

Example 2.2.7. In this example, the well-known chemical reaction: 2H2 + O2 →

2H2O is presented. Two tokens in each input place. Fig. 2.8(a) shows that two

units of H2 and O2 are available, and the transition t is enabled. After firing t, the

marking will change to the one shown in Fig. 2.8(b), where the transition t is no

longer enabled. N
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O2H2

t
2

H2O

2

(a) Marking before firing

the enabled transition t.

O2H2

t
2

H2O

2

(b) Marking after firing t,

where t is disabled.

Figure 2.8. Example of a transition rule in Petri Nets.

Applications of Petri Nets: Petri nets have a wide range of applications. In the

area of formal languages Petri nets are used to model the flow of information and

control of actions in a system (see [44, 45]). According to [43] a Petri net properly

models a system if every sequence of actions in the modeled system is possible in

the Petri net and every sequence of actions in the Petri net represents a possible

sequence in the modeled system. Petri nets have been applied to failure analysis [46],

performance analysis [47], Manufacturing systems [48], workflow management [49],

and other dynamic systems [50]. For a more comprehensive introduction to Petri

nets we refer the reader to [42,51].

Applicability of Formal Methods

Formal Methods have a wide range of applications. According to [52] Formal

Methods, in particular Formal Languages, are used in most of the engineering ap-

plications to reduce the time and efforts required to communicate and manage the

underlining system or process. The accurate and precise definitions of the underlining

system in a formal language can be used to validate the system and also to use it

as a base for computer-aided solutions. Woodcock et al, [53] presented an extensive
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survey about the state of the art of formal methods emphasizing their applicability

in engineering and software specification. Hall [54], identified the following seven

“myths” of formal methods:

1. Formal Methods can guarantee that software is perfect. “The fact is that no

method can guarantee perfection.” Fortunately, the usefulness of these methods

does not depend on this utter perfection.

2. Formal Methods are all about program proving. Formal methods are more

about (formal) specifications a precise definition of what the software is in-

tended to do. “Program verification is only one aspect of formal methods.”

3. Formal Methods are only useful for safety-critical systems. ”The fact is that

formal specifications help with any system.” Formal methods has been imple-

mented in non-critical systems (see [54], p.13).

4. Formal methods require highly trained mathematicians. “The fact is that math-

ematics for specifications is easy.” A much higher level of mathematical skills

is needed if formal methods are being implemented for safety-critical projects.

“The main difficulty is making the right connections between the real world and

the mathematical formalism.”

5. Formal Methods increase the cost of development. “The fact is that writing

a formal specification decreases the cost of development.” According to [55] -

Rolls-Royce and Associates - the use of formal methods “did not give rise to

an increase in cost or timescale of software development. They did, however,

require a far larger specification effort than had been seen in previous projects,

representing 7% of the total project cost.”

6. Formal Methods are unacceptable to users. “The fact is that formal specifi-

cations help users understand what they are getting.” The specification of a

system captures what the user wants before it is built.
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7. Formal Methods are not used on real, large-scale software. “The fact is that

formal methods are used daily on industrial projects.” This has been shown

above.

Advantages and Disadvantages of the use of Formal Methods: This list of

advantages and disadvantages of using formal methods for the specification and de-

velopment of software (or systems) is mostly taken from [56].

Advantages

1. Developing a formal specification in detail will require a deep and detailed

understanding of the system requirements. Even if the specification is

not used in a formal development process, the detection of errors in the

requirements is a potent argument for developing a formal specification

[54]. Early discovery of requirements problems are usually much cheaper

to correct than if they are found at later stages in the development process.

2. As the specification is expressed in a language with formally defined se-

mantics, you can analyze it automatically to discover inconsistencies and

incompleteness.

3. Using methods such as the B-method [57], the formal specification of the

system can be transformed into a program through a sequence transfor-

mations so that the specification is met.

4. Program testing costs may be reduced because the program is verified

against its specification.

Disadvantages

1. Domain experts may not understand a formal specification so they cannot

check that it accurately represents their requirements. On the other hand,

software engineers, who understand the formal specification, may not un-

derstand the application domain so they may not be sure that the formal

specification is an accurate reflection of the system requirements.
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2. Quantifying the costs of creating a formal specification may be easy, but

estimating the possible cost savings that will result from its use is more

difficult. As a result, managers may be reluctant to take the risk of imple-

menting this approach.

3. Software engineers may not have training on the use formal specification

languages. Hence, they may be reluctant to propose their use in develop-

ment processes.

4. Scaling current approaches to formal specification up to a very large sys-

tems is difficult. Formal specification has been mostly used for specifying

critical kernel software rather than complete systems.

In this dissertation we are mostly concerned about the relationship between formal

methods and decision systems. As we have stated above, game theory plays an im-

portant role in the analysis of decision systems. Therefore we now turn our attention

specifically on the applications of formal methods to game theory.

2.2.2 Games and Logic

Games and logic have a long history. Using game theoretical ideas to express

quantifications goes back to Pierce in the early 1800’s [58]. On the other hand, more

modern connections between game theory and logic have been developed in the other

direction using modal logic (to be discussed later in this section) to study game

theoretical problems. Game theory has provided a set of new ideas for describing

interactions which may involve a conflict of interest between two or more parties.

Even though currently there have been efforts to enrich the utilization of logic to

different situations presented in game theory (e.g. cooperative games and imperfect

information) the logic community has focused its attention to mainly studying two-

player extensive games of perfect information which are strictly competitive [59].

In this section we present some of the most relevant areas that have either used

the concepts of game theory applied to formal methods or the concepts of formal
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methods applied to game theory. We are interested in the latter, however we first

provide literature review of the area that makes use of game theoretical concepts to

perform semantical evaluations of statements; this area is known as game semantics.

Game Semantics

One of the first people to use the concepts of a two-player game to perform seman-

tical evaluation of assertions made with respect to some give situation was Jaakko

Hintikka [60]. He developed what is known as the Game-Theoretical Semantics (or

GTS), [61]. Around the same time Paul Lorenzen first introduced the concept of

game semantics for logic [62], where he used the concepts of game theory in argumen-

tation between a defender and critic of a claim. In game semantics the word “game”,

“debate” and “dialogue” are used synonymously, and analyzes, for example, proofs

from the perspective of a two-person game. For example, the winner of the debate

(or game) is P (the proponent) or O (the opponent) according to whether the proof

is correct or not. Note that in this case the opponent O has actions to perform (i.e.,

no possible strategies to pick from); these are known as proof-base semantics, which

is a special case of game semantics.

In programming languages, a type determines the kind of computation that may

take place, in this case types will be modelled as games; a program of type A deter-

mines how the systems behaves, so programs will be represented as strategies for P,

that is, predetermined responses to the moves O may make.

The concepts of game semantics have been applied to different types of logics,

such as linear logic [63] and affine logic [64], and several variations of it have been

proposed, such as probabilistic game semantics [65], algorithmic game semantics [66]

and games for true concurrency [67]. Hyland and Ong [68] proposed a semantical

analysis of sequential functional languages using polyadic π-calculus, reading input

π-actions as opponents moves, and output π-actions as proponents moves. Currently

there is not a book in this area, but there is popular introduction made by Abramsky

and McCusker [69, 70].
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Formal Methods applied to Game Theoretical problems

Currently there are three main approaches that use logic to study properties of

games: modal logic (or modal languages) [71], temporal logic [72], and propositional

dynamic Logic [73]. The main objective of these approaches is to study the struc-

tural properties of games in extensive form (we introduce games in extensive form

on Chapter 5) , all from either a verification standpoint or from the perspective of

model-checking. Therefore most of the different languages based on these logics do

not take into account the payoffs of the players in the game, but only the structure

of the game tree. We show this fact more in detail next.

Modal Logic: P. Blackburn et al, [74] begin their book with the following state-

ment:

”Ask three modal logicians what modal logic is, and you are likely to get

al least three different answers.”

In this section we provide a short introduction and literature review of the applications

of modal logic to game theory. We will not attempt to present a clear definition of

modal logic, but the reader will have a flavor of what this type of logic is about,

and what the advantages and disadvantages of modal logic are when it comes to

characterize game theoretical problems. There are a few concepts and terminology

that will be used throughout this section that presumes a previous knowledge on

game theory. For a short introduction to these concepts we refer to Chapter 5.

Before introducing modal logic we give an intuition of what is called a “modality”.

Modalities indicate the mode in which certain statement is said to be true. For

example, consider the statement “it is a sunny day”. We can think of different ways

in which we might interpret its truth or falsity. Is it necessary a sunny day? It is

known that it is a sunny day? Is it believed that it is a sunny day? Is it a sunny

day now, or will it be a sunny day in the future? All of these modifications of the

original statement are called modalities. These type of modifications of an assertion
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Table 2.5
Syntax of modal logic.

A,B,C, . . . A countable, infinite set of letters

∨, ∧, and ⇒ A set of binary operators

�, ♦, and ¬ A set of unitary operators

(, and ) Brackets

are, obviously, not easily handle by the classical propositional and predicate logic.

Therefore, logicians developed a logic that can handle this type of assertions, the

modal logic.

Modal logic extends the classical propositional calculus to modal operators [71].

For example, ”player A chooses to go up” might be qualified by saying ”player A

possibly chooses to go up”. In modal logic the assertion is represented as an operator

’possibly ’, attached to the assertion ”player A will go up”. Now we provide a more

tangible syntax for modal logic.

Table 2.5 presents the (classical) syntax of modal logic [75, 76]. Most of this

symbols and operators were already defined in section 2.2.1. The new operators are

the ‘box’ operator, �, denoting “necessity”, and the diamond operator, ♦, denoting

possibility. For example, if P is true, then the equation �P means ’P is necessarily

true’. Similarly, if P is true, then the equation ♦P means that ’P is possibly true’.

van Benthem has vastly studied games from a modal logic perspective, [59, 77].

He analyzes extensive games as interactive process models, using modal logic and

notions of bisimulation2 [78]. Pauly [79–81] created a modal logic for reasoning about

what groups of agents can bring about by collective action, i.e. coalitional games.

Pauly and Wooldridge [82] use modal logic for representing and reasoning about the

properties of game theoretic mechanisms.

2The concept of bisimulation is briefly discussed in Section 2.2.3. In Chapter 4 we explain in depth
the role of bisimulation in the context of process algebras and decision systems.
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One natural extension of modal logic is the epistemic modal logic. Epistemic

modal logic is concerned with reasoning about knowledge and belief [83], which has

its roots in modal logic [71]. Stalnaker [84] studied the concept of rationality and

backward induction using an epistemic approach, without making any connections to

modal logic. Lorini and Moisan [85] proposed a modal epistemic logic that allows to

characterize the concept of rationality and backward induction as defined by Aumann

[86–88]; they provide a syntactic proof of Aumanns theorem. In [89] J. van Benthem

uses an epistemic logic to investigate the question when are two games equal? by

means of bisimulation between epistemic models. The latter work together with the

work of [90] show the applicability of modal logic to extensive games and present a

characterization of backward induction and the notion Nash equilibrium. Neither of

them provide a clear instantiation of a game where its subgame perfect equilibrium is

found using their characterization of backward induction. For further reading on the

role of knowledge and beliefs in game theory refer to [91]. In Chapter 3 of [92], Hoek

and Pauly present other formalisms that use modal logic to express game forms. For

a more comprehensive introduction to modal logic we refer to [71,75,93] and [94].

Temporal Logic Temporal logic is an special type of modal logic that provides

a formal framework for describing and reasoning about how the truth values of as-

sertions change over time [94]. Two new temporal operators are incorporated in a

temporal logic:

• ’Sometimes P ’ operator, which is true now, if there is a future moment at which

P becomes true, and

• ’Always Q’ operator, which is true now, if Q is true at all future moments.

There are three mayor varieties of temporal logic: linear-time temporal logic (LTL),

branching-time temporal logic (BTL), and alternating-time temporal logic (ATL).

The main difference between the three of them is the way they quantify paths. Both

LTL [95] and BTL [96,97] are focused on the specification and verification of computer
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programs, while ATL was introduced as a logic that offers a selective quantification

over those paths that are possible outcomes of games [72].

The syntax of ATL is defined with respect to a finite set Π of prepositions and

a finite set Σ = {1, . . . , k} of players, with formulas as either one of the following

(from [72]):

1. p, for propositions p ∈ Π.

2. ¬ϕ or ϕ1 ∨ ϕ2, where ϕ, ϕ1 and ϕ2 are ATL formulas.

3. 〈〈A〉〉©ϕ, 〈〈A〉〉�ϕ, or 〈〈A〉〉ϕ1Uϕ2, where A ⊆ Σ is a set of players, and ϕ, ϕ1,

and ϕ2 are ATL formulas.

The operator 〈〈 〉〉 is a ’path finder ’, and © (”next”), � (”always”), and U (”until”)

are temporal operators.

van der Hoek et al, [98] present an extension of ATL, called CATL, which supports

reasoning about the abilities of agents and their coalitions in games. This extension

was done by adding a ‘commitment ’ operator, Ci(σ, ϕ), read “if it were the case that

agent i committed to strategy σ, then ϕ”. This operator adds the ability to reason

about possible different choices by the players in a game allowing CATL to express

Nash equilibrium and Pareto optimality [99]. Some of the contributions provided by

CATL are (from [98] p.157-158):

• According to the authors, CATL is the first logic which combines reasoning

about strategic ability with counterfactual reasoning.

• The combination of ability operators and the strategic counterfactual operator

enables to express characteristics of games much more elegantly and intuitively

than the previously proposed.

• CATL extends ATL by introducing strategies as first-class components of the

language.

Unlike [72] in their work on ATL, [98] presents instantiations of a prototype game

characterized with CATL where Nash equilibrium and Pareto optimality are satisfied.
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In CATL utility functions of players are defined as ûi : ĴÂg → R. This function assigns

a real-value utility to each combination of players strategies. Even though [98] is able

to characterize Nash equilibrium, this abstract characterization of utility does not

allow them to find the expected utility of a game at equilibrium.

Propositional Dynamic Logic Propositional dynamic logic (or PDL) is another

mayor approach to characterize properties of games. This logic was introduced by

Fischer and Ladner [100] in 1979, based on Pratts dynamic logic [101]. The main

idea provided by DL that triggered the creation of PDL was the idea of associating a

modality [α] to each computer program α of a programming language. For example,

the formula [α]φ is read whenever program α terminates, it must do so in a state sat-

isfying formula φ. This logic was first applied to games by Parikh [102]. As previously

mentioned, applications to coalitions of players were developed later by Pauly [79].

Ramanujam and Simon [103] use propositional dynamic logic to characterize situa-

tions where a player’s strategy may depend on properties of the opponent’s strategy.

This logic is designed to represent and reason about propositional properties of pro-

grams (in our case, games). The syntax presented in [104] is based upon two sets

of symbols: a countable set Φ0 of atomic formulas and a countable set Π0 of atomic

programs. These formulas and programs over such base are defined as follows:

• Every atomic formula is a formula.

• 0 (false) is a formula.

• If A is a formula then ¬A (not A) is a formula.

• If A and B are formulas then (A ∨B) (A or B) is a formula.

• If α is a program and A is a formula then [α]A (every execution of α from the

present state leads to a state where A is true) is a formula.

• Every atomic program is a program.
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• If α and β are programs then (α; β) (do α followed by β) is a program.

• If α and β are programs then (α ∪ β) (do α or β, non-deterministically) is a

program.

• If α is a program then α∗ (repeat α a finite, but non-deterministically deter-

mined, number of times) is a program.

• If A is a formula then A? (proceed if A is true, else fail) is a program.

Syntactically, propositional dynamic logic is a modal logic that provides an algebraic

structure to the set of modalities. This approach has been mostly used for concur-

rent games. Even though van Benthem et al, argued in [89] that no “exotic new

formalisms” were needed to study extensive games, six years later, in [105], they de-

veloped developed a dynamic logic to reason about (simultaneous) extensive games

in terms of a parallel operator. Gosh et al, [106] also developed a dynamic logic to

study the behavior of concurrent games. The latter presented a sound and complete

axiomatization of the logic (an extension of the standard PDL) and showed that the

satisfiability problem for the logic is decidable. In this section we have shown the

main connections between logic and game theory. Some authors such as [89, 106]

mentioned the potential relationships between process algebras and game theory. In

fact, some authors such as Ghosh et al, [106] literary state the evident applicability of

process algebras to reason about games (see Section 2.3). As mentioned in Chapter

1, one of the main goals of this dissertation is to study the applicability of process

algebras to decision systems, and game theory is an important tool for analyzing such

systems. Therefore, we now turn our attention to process algebras and show their

connections with game theory and decision systems.
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2.2.3 Overview of Process Calculi

2.2.3.1 Introduction

To introduce the term ’process algebra’ let us consider the meaning of the word

process and algebra separately. According to [107], the word process refers to behavior

of a system. According to [11], the word algebra refers to “the field of mathematics

concerned with the properties and relationships of abstract entities manipulated in

symbolic form under operations often analogous to those of arithmetic”. A process

algebra is then a mathematical structure concerned with the properties and relation-

ships of the behavior of a system, satisfying the axioms given for the defined operators

of the algebra. In this context, a process is an element of the universe of a process

algebra. Using these axioms and operators, calculations can be performed with pro-

cesses. This calculations are often referred to as equational reasoning. Therefore, a

process algebra is also known as process calculus (plural: process calculi).

One of the simplest models for computation since the beginning of the twentieth

century is the automaton. We already introduced automata and showed some of the

benefits of automata theory (see Section 2.2.1. Even though automata provide a rich

theory for describing the behavior of certain types of systems, the theory was found

to be lacking of expressiveness for systems that interact with another systems, i.e.,

automata theory lacks the notion of interaction. This notion is needed in order to

describe parallel (concurrent) or distributed systems, or so-called reactive systems

(see [108, p. 479]). The theory of interacting, parallel and distributed systems is

called concurrent theory. A process algebra is one of the approaches to concurrent

theory. Therefore, most of the process algebras include a parallel operator as one of

the basic operators of the algebra [109].

In the context of process algebras, automata are called transition systems, and,

unlike automata, the notion of equivalence is based on the behavior of the transition

system instead of the language it is generated by the transition system (as it is the

case in automata theory). This notion of behavioral equivalence is called bisimula-
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tion, which considers two transition systems equal if and only if they can mimic the

behavior of each other in any reachable state.

In this section we provide a short introduction to process algebras starting with

some historical remarks, continuing with important definitions pertinent to the area.

We also present some of the most popular applications of process algebras. We

dedicate a great portion of this section to one of the most popular process algebras:

The π-calculus. Most of the topics discussed here are paramount for this dissertation,

especially some of the characteristics discussed about π-calculus.

2.2.3.2 Historical Remarks

In the 1920’s scientists started wondering about the necessity of a formal frame-

work to study computation from the logic standpoint. It was not until the 1930s

when Alonzo Church created the so-called λ-calculus [110,111] as a simple semantics

for computation, enabling computation to be study formally. This calculus expresses

computation based on function abstraction and application using variable binding

and substitution. Churchs contribution lead to the creation of several mayor con-

tributions such as the Turing Machines and the area known as formal methods (see

Section 2.2.1). For a comprehensive introduction to λ-calculus we refer to [112–116].

Also we refer to [113, 116] for better understanding of some of the languages derived

from λ-calculus such as the STLC. Cardone and Hindley provide a detailed history

of λ-calculus in [117].

In the early 1960’s, computer scientists like Carl Petri and Carl Hewitt started

studying computation in concurrent systems [40, 118]. The actor model [119] and

Petri nets [42] (see Section 2.2.1) where the two most popular tools for the study of

this type of systems. Bekic̃ with his studies of semantics of parallel programs [120]

moved the study of concurrent systems a step forward by providing a more rigorous

and formal approach to analyze concurrent systems. It was until the period from 1973

to 1980 where the concept of process algebra was well defined with the creation of
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the calculus for communicating systems (CCS) by Milner [121,122] and the language

CSP (Communicating Sequential Processes) by Hoare [123, 124]. Even though the

concept of a Process Algebra was well conceived by Milner and Hoare, it was not until

1982 with the work of Bergstra and Klop [125] when the phrase “process algebra”

was used for the first time. Bergstra and Klop created the theory called algebra of

communicating processes or ACP [126]. After this a great variety of process calculi

have been developed. Some of the more popular are π-calculus [127] (the predecessor

of CCS), The ambient calculus [128], and many others that will be mentioned later

in this chapter.

2.2.3.3 Applications of Process Calculi

Several important developments have occurred since the creation of the basic

process algebras CCS, CSP and ACP. Most of these developments and applications

have been extracted from [107] and [4]. We present some of the developments in the

theory of process algebras, and also some of the most relevant process algebras having

extensions to reason about time, probability, and mobility. Finally we state some of

the applications to hybrid systems and other areas.

Theory of Process Algebras: There have been multiple advances in the theory

of process algebras since the creation of CCS, CSP and ACP. Aceto, in [129], and

Baeten, in [107], list some of the most important advances made over the last three

decades. Without any debate, one of the most important theoretical advances in the

theory of process algebras is the formulation of bisimulation by Park [5]. Since its

creation, the notions of strong and weak bisimulation have been the main mechanism

for the study of behavioral equivalence. In Chapter 4 we introduce the notion of

bisimulation in the context of process algebras, and then we extend this notion to

study behavioral equivalence of decision systems.

There are two important theoretical developments in the theory of process algebras

that we want to highlight in this dissertation:
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1. Recursion: There is a vast number of process calculi that have implemented

some form recursion in their syntax. Recursion increases the expressiveness of

a process algebra significantly by allowing the definition of infinite processes.

We will extend our investigation regarding recursion in Section 3.2.3.

2. Session Types: The study of data types within any programming language has

been paramount in computer science. Session types provide a formal framework

to study communications between two parties. Session types was developed by

Honda in [130] and has been applied to a wide range of process calculi and

programming languages over the last decade. For a more extensive introduction

to session types we refer the reader to [131], [132], and [133].

There are many relevant results in the theory of process calculi, in the rest of this

section we turn our attention to process algebras that have been extended with a

notion of time, probability, and mobility.

Time and Process Algebras: One of the first extensions of a process algebra to

include a notion of time was presented by [134] as an extension of the CSP. Later on,

variants of the CCS with timing appeared on the literature, see [135]. J.C.M. Baeten

and J.A. Bergstra extended the ACP to real time actions in [136]. More recent

extensions have been proposed, for example [137] propose an extension of π-calculus

to reason about time (we will discuss this in more detail in Chapter 6). A more

comprehensive overview of timed process algebras can be found in [138] and [109].

Probability and Stochastics in Process Algebras: Several extensions of pro-

cess algebras to include probabilities and stochastic information have been proposed.

There have been extensions of the CSP [139], CCS [140] and ACP [141] to include

stochasticity. J. Hillston in [142] proposed the performance enhanced process algebra

or PEPA to reason about stochastic processes (with the restriction that the activities

have to be exponentially distributed). A generic process algebra with probabilistic
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choice can be found in [109, Ch. 11].Even though there has been progress in this area,

much further work is needed, as stated in [107].

Mobility: According to [127] there are roughly three types of mobility:

1. Processes move in the physical space of computing sites;

2. Processes move in the virtual space of linked processes;

3. Links move in the virtual space of linked processes.

In the context of process algebras, the concept of mobility refers to the fact that

processes can move around in space, making them change their communications links

when doing so. Note that the move of a process can be represented entirely by the

movement of its links. Therefore, option 2 can be reduced to option 3; in fact, choice

3 is more general than 2, since a process can have multiple links, and you can remove

only one of those links without moving the others. Therefore, in the context of process

algebras, the concept of mobility is usually referred to links than move in the virtual

space of linked processes; option 3.

Figure 2.9 in a pictorial exemplification of the concept of mobility [127]. Figure

2.9(a) represents a network of cars that are connected to a control station through

transmitters. The first (transmitter 1) has two cars connected to it. In Figure 2.9(b)

it is shown a potential “evolution” of Figure 2.9(a), where one of the cars had to move

from transmitter 1 to transmitter 2 due to a virtual event (e.g. signal fading). This

switch of transmitters could have been done by the physical movement of the cars.

However, in the context of process algebras we are concern concerned to understand

the former case, when the linkage changed due to some virtual event.

The concept of mobility has been applied on networks with dynamic topology, and

has been – without a question – dominated by the π-calculus [127,143]. Later on, see

L. Cardeli and A. Gordon in [128] developed the ambient calculus that extends the

concept of process mobility to mobile computation (i.e., executable code that moves

around the network).
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(a) Before signal fading.

(b) After signal fading.

Figure 2.9. Example of mobility.
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Other Applications of Process Algebras: There have been multiple efforts to

apply process algebras to different fields. For example, Flight Control [144], commer-

cial clusters [15], business transaction systems [145] and others [109, 146, 147]. More

recently applications to hybrid systems (using hybrid automata, see [148, 149]) and

cyber-physical systems, see [150].

We have shown some of the relevant extensions of process algebras to reason

about a great variety of systems in different fields. One of the most popular process

algebras, as previously mentioned, is the π-calculus [127]. This calculus introduced

the notion of message passing through communication channels, which extended the

expressiveness of processes algebras significantly. In the next section we provide a

more deep introduction to Milner’s π-calculus.

π-calculus:

In this section we present the π-calculus. This calculus is a process algebra where

process interact by sending communication links to each other. One of the most rele-

vant features is that process can transfer communication links between two processes.

The recipient can then use such link for further communication with other processes.

In this section we present the syntax, structural congruence and reaction rules of the

monadic version of the calculus (the term monadic refers to the version of the calculus

in which a message consists of exactly one name). We also present an example to

show the expressiveness of the calculus. We finalize the section with a list of some of

the application areas of this calculus.

Syntax of the π-calculus: The syntax of the π-calculus presented in this section

can be found in Milner’s original book [127]. We need to assume that there exists an

infinite set of N names, usually represented by lower case letters x, y, z, . . . ,Rang(N ).

The syntax of the action prefixes, π, is described in Table 2.6, and the processes, in

π-calculus, are defined in Definition 2.2.8.
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Table 2.6
Atomic prefixes of π-calculus

π ::= x(y) receive y along channel x.

x̄〈y〉 send y along channel x.

τ unobservable (or silent) action

Definition 2.2.8. The set Pπ of π-calculus process expressions is defined by the

following syntax:

P ::=
∑
i∈I

πi.Pi | P1|P2 | (νx)P | !P

where I is any finite indexing set. The process
∑

i∈I πi.Pi are called summations or

sums, where 0 is the empty sum (often omitted after an action, e.g. x(y).0 is written

x(y). �

Before given an example of the utilization of π-calculus, we present its structural

congruence and reaction rules, from [127].

Definition 2.2.9. (Structural congruence of π-calculus) Two process expressions P

andQ in the π-calculus are structurally congruent, written P ≡ Q, if we can transform

one into the other by using the following equations (in either direction):

1. Change of bound names.

2. Reordering of terms in a summation.

3. P |0 ≡ P , P |Q ≡ Q|P , P |(Q|R) ≡ (P |Q)|R.

4. newx(P |Q) ≡ P |new xQ if x /∈ fn(P ),

new x0 ≡ 0, new xy P ≡ new yx P .

5. !P ≡ P |!P .

�
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Definition 2.2.10. (Reaction rules of the π-calculus) The reaction relation → over

P π contains exactly those transition which can be inferred from the rules in Table

2.7. �

Table 2.7
Reaction rules of the π-calculus

Identifier Reaction

TAU τ.P +M → P

REACT (x(y).P +M) | (x̄.Q+N)→ {x/y}P | Q

PAR P→P ′

P |Q→P ′|Q

RES P→P ′

new x P→new x P ′

STRUCT P→P ′

Q→Q′ if P ≡ Q and P ′ ≡ Q′

The extension from the monadic π-calculus to its polyadic version can be found

on [127] p. 93, and [151]. To illustrate the applicability of the π-calculus we present

the following example.

Example 2.2.8. This example has been taken directly from Wing in [152].

Suppose you want to model a remote procedure call between a client

and a server. Consider the following function, incr, running on the server.

incr returns the integer one greater than its argument, x:

int incr(int x) {return x+1;}

First, we model the ”incr” server as a process in π-calculus as follows:

!incr(a, x).ā〈 x+1 〉

Ignoring the ! for now, this process expression says that the incr channel

accepts two inputs: one is the name of the channel, a, which we will use to

return the result of calling incr, and the other is the argument, x, which

will be instantiated with an integer value upon a client call. After the call,
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the process will send back the result of incrementing its argument, x, on

the channel a. The use of the replication operator, !, in the above process

expression means that the “incr” server will happily make multiple copies

of itself, one for each client interaction.

Now let us model a client call to the “incr” server. In the following

assignment statement, the result of calling incr with 17 gets bound to

the integer variable y:

y := incr(17)

and would look like this in π-calculus:

(ν a)(incr 〈a, 17〉 | a(y) )

which says, in parallel: (1) send on the incr channel both the channel

a (for passing back the result value) and the integer value 17, and (2) re-

ceive on the channel a the result y. The use of the ν operator (sometimes

we write new instead of ν) guarantees that a private channel of commu-

nication is set up for each client interaction with the incr server. Putting

the client and server processes in parallel together we get the final process

expression:

!incr(a, x).ā〈x+ 1〉 | (νa)( incr〈 a, 17〉 | a(y) )

which expresses the client call to the “incr” server with the argument

17 and the assignment of the returned value 18 to y.

N

This example showed most of the features of the calculus. More importantly, we

want to highlight the ability of sending the name of the channel along the channel

itself (This concept will be useful in the next chapter). Without this capability

sending a value through a channels would not be possible. A more simplistic (but
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visual) example, and a more comprehensive introduction, can be found in [153]. We

shall not attempt an overview of all the variations and applications of the calculus.

However, we present the most relevant.

Variants of the π-calculus: Let us present some of the most relevant variations

of π-calculus. Throughout the section we present only the particular construct of the

variation discussed at that point. At the end of the section we present a summary

table with all the variants discussed in the section.

• Match and Mismatch: The match and mismatch operators are not included

in the pi-calculus. The operator [x = y].P is called the match operator; it is

read: If x = y then P . The mismatch operator, [x 6= y].P is called mismatch.

Without these operators the calculus has a certain loss of expressiveness.

• Asynchronous π-Calculus: The asynchronous π-calculus only allows outputs

with no suffix (e.g. x̄〈y〉, instead of x̄〈y〉.P as in the regular π-calculus). This

modification yields to a smaller, but expressive, calculus. Parrow [153] shows

how any process in the original calculus can be expressed using the asynchronous

version. Hennessy presents an asynchronous π-calculus with match operator

in [154, Ch. 2].

• Higher-Order π-Calculus: The main difference between this calculus and

the original π-calculus is that the higher-order π-calculus allows processes (or

agents) to be transmitted through communication channels. For example, given

processes P and Q, and channel a. The following output prefix is allowed in

the calculus: ā〈P 〉.Q.

• Stochastic π-calculus: Introduced by C. Priami in [155]. This extension of

π-calculus allows prefixes to be exponentially distributed. Thus, the atomic

components of processes are pairs of the form (π, r), where π is the action (as

presented in Table 2.6) and r is the rate of the exponential distribution.
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• Distributed π-calculus: This variant of π-calculus was introduced by M.

Hennessy in [154]. It extends the calculus to reason about mobile agents in a

distributed world by adding two contructs: goto l.P (the migration construct)

and (newloc k : Dk) R ( the location name creation construct). The former is

read: If agent goto l.P is currently residing at k it can migrate to the domain

l and continuew there with the execution of P . The agent (newloc k : Dk) R

creates a new location k of type Dk and then launches the code R.

• Typed π-calculus: This variant explores the issue of assigning types to π-

calculus expressions. This variant was created with the idea of defining type

systems to detect errors statically. By adding channel names to the values that

can be exchanged, and modifying the type system according to those changes,

[156] presents the simply-typed π-calculus.

Table 2.8 presents and overview of the variants of π-calculus. We now present some

of the areas that have utilized π-calculus for modeling and verification of concurrent

systems.

Some Applications of the π-calculus The π-calculus has been used to describe

several different types of concurrent systems, in particular protocols. Other extensions

not mentioned above include the application to cryptographic protocols [157] (the

Spi-calculus) and business processes [158, 159] (BPML or business process modeling

language). In biology, processes of the π-calculus are seen as chemical solutions, in

which molecules interact concurrently [160]. Laird in [161] presented a game semantics

(see Section 2.2.2) of the asynchronous π-calculus.

We introduced the π-calculus and some of the areas where this formalism has

been utilized. The applicability of this calculus to different areas of science is still an

active area of research by the time of this manuscript. Without a doubt, this calculus

and process algebras in general, have provided a wealth of perspectives for the study

of concurrent systems. In the next section we present the motivation for the use of

process algebras to reason about decision systems.



49

T
ab

le
2.

8
V

ar
ia

n
ts

of
th

e
π

-c
al

cu
lu

s

V
a
ri

a
n
t

C
o
n
st

ru
ct

A
d
d
e
d

N
o
te

M
at

ch
an

d
M

is
m

at
ch

[x
=
y
].
P

If
x

=
y

th
en

P

[x
6=
y
].
P

If
x
6=
y

th
en

P

A
sy

n
ch

ro
n
ou

s
π

-c
al

cu
lu

s
x̄
〈y
〉

O
n
ly

al
lo

w
s

ou
tp

u
ts

w
it

h
n
o

su
ffi

x

H
ig

h
er

-O
rd

er
π

-c
al

cu
lu

s
ā
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2.3 Motivation for Studying Decision Systems using Process Calculi

In this section we answer the following questions: (1) Are process calculi a good

tool for the study of decision systems? (2) If so, what characteristics does this process

calculi has to have? In the beginning of this chapter we presented the classification

of decision systems. This classification not only depends on the interaction between

the decision system and its environment, but also on the cardinality of the set of

decision makers of it. On the one hand, in the case where there are more than one

decision maker, we discussed that game theory may provide the necessary means to

reason about decision systems. On the other hand, in the case where there is only

one decision maker in the decision system, there is a great variety of systems that fit

into this class of decision systems. In fact, the only characteristic that this type of

decision systems share is that all receive, manipulate and output/send information

(by information here we mean either energy or momentum or information bits, etc.).

Therefore, we need a tool that is abstract and flexible enough to model not only game

theoretical problems but also systems that involve information sharing capabilities,

among others. Moreover, this tool has to allow information sharing across systems

that belong to different domains.

We have shown that formal methods indeed provide a wealth of approaches to rea-

son about game theoretical problems. Moreover, we have discussed that some calculi

have been encoded into other calculi, which seem beneficial in the context of a general

theory of decision systems. Therefore, using a formal method to describe and analyze

the behavior of decision systems seems appealing. Also we have shown that process

algebras, in particular π-calculus, have a simple yet expressive way of characterizing

systems that involve concurrency and message/information sharing. Moreover, as

π-calculus has proven to be a powerful tool for modeling computation, using some

of the ideas of this process algebra may provide a well-developed formal basis upon

which to build a mathematical theory for decision systems. The drawback is that

π-calculus lacks of some of the needed characteristics to characterize decision system.
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In fact, there is not a process algebra that gathers all of the following characteristics:

1. A set of decision functions that characterize the utility functions of the deci-

sion makers.

2. A construct that allows recursive definitions.

3. A construct that allows to evaluate a function with the value received through

certain communication channel. This construct is necessary to evaluate objec-

tive functions with values generated by other processes or sub-systems.

4. In addition to the standard communication capabilities such as communication

channels and the ability to send the name of the channel along the channel

itself, this process algebra has to have:

(a) An internal choice operator. This is the typical operator ”+” defined in

many process algebras.

(b) A sequential operator for processes. This is the ”·” operator included in

many process algebras.

(c) A conditional choice operator. This is the typical if then else operator to

characterize decisions.

(d) A standard parallel operator ”||” for concurrent processes.

(e) A ”fresh channel” operator ”ν” for defining the scope of channels.

Note that except form characteristics 1, 3 and 4c, π-calculus has all of this features

(where characteristic 2 is included in the replication construct of the π-calculus).

Therefore, we need to create a process algebra, based on π-calculus, that includes

all the features listed above. We have shown that there have been a great number

of process algebras created over the years, each making its own set of choices for

the different domains. The reader may wonder how good this is for science. In

fact, Baeten et al, [162] argued that this is actually a good thing. Each different

process algebra will have its own set of advantages and disadvantages, and as long as
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there is an exchange of information between researchers, this is of benefit to science.

Therefore, in the next chapter we propose a process algebra for decision systems based

of the π-calculus called Calculus for Decision Systems.

2.4 Summary

In this chapter we presented a formal and informal definition of a decision system.

Also, we presented a classification of this type of systems. This classification depends

on two things: (1) the interaction of the system with its environment, and (2) the

number of decision makers involved in the decision system. In the latter case we

argued that game theory may provide the necessary means to reason about these

systems. Therefore we presented a vast variety of tools that have been used to reason

about game theoretical problems. In the former case, case (1), we argued that there

is a variety of systems that fit into the definition of a decision system. We presented

a class of formalisms called process calculi and provided the motivation for their

utilization to study decision systems. We provided the requirements for a new process

calculus for decision system.
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3. THE CALCULUS FOR DECISION SYSTEMS

3.1 Introduction

Even if made by a machine or by ourselves, decisions are a crucial part of our daily

life. Nowadays technologists have made huge steps towards making our decisions

easier by providing technological tools/systems that either make decisions for us,

or reduce our decision sample space. Even though the technologies to support these

(decision) systems is well advanced, the design principles and techniques for analyzing

and characterizing their behavior are in a more primitive stage, i.e., there is a big

gap between implementation and formal characterization and analysis of systems’

behavior. Closing this gap by providing solid foundations for formal characterizations

of interactive systems is one of the goals of theoretical computer science, in particular,

the area of process calculi.

Several different process calculi have been developed for the study of interactive

systems (see section 2.2.3). Two of the more well-known are the Calculus for Com-

municating Systems or CCS [121] and its successor the π-calculus [127]. From [154],

the CCS consists of (1) a simple formal language for describing systems in terms of

their structure (i.e., how they are constructed from individual, but interconnected,

components), and (2) a semantic theory that seeks to understand the behavior of sys-

tems described in the language, in terms of their ability to interact with users. Even

though CCS was one of the most successful calculi ever created, its expressiveness is

restricted to systems with static connection topology. This drawback was addressed

by R. Milner in the π-calculus. In the latter, two new concepts were introduced to

the theory of process calculi:

1. The ability to send the name of a channel along with the channel. This feature

allows processes to send information such as values through channels.
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2. Scope extrusion. This allows mobility between processes (See Section 2.2.3.3).

Since its creation, the π-calculus became one of the most (if not the most) popular

process calculi in the literature, making it the focus of intensive research and the

inspiration of many other process calculi (see Table 2.8). As we discussed in Chapter

2, it is of our interest to study decision systems using a process calculus. This calculus,

called Calculus for Decision Systems (CDS), is also inspired by some of the ideas of

Milner’s π-calculus.

In this chapter we present the building blocks of the CDS. Throughout the chapter

we use the term “Process Algebra” and “Process Calculus” interchangeably. We start

by introducing a minimal calculus for the study of decision systems called MPADS.

Though expressive, this calculus lacks of some semantic constructs, constraining its

ability to express certain decision systems. In section 3.3 we present the syntax of

the CDS and some examples of its basic use. Sections 3.4 and 3.5 introduce the

operational semantics and the polyadic version of the calculus, respectively. Having

the CDS well defined we proceed, in section 3.7, to discuss – in general terms –

the notion of behavioral equivalence in the context of decision systems and the CDS.

Before concluding the chapter we present a general comparison of the CDS with other

calculi in the context of decision systems. We conclude with a summary of the results

and concepts presented in this chapter.

3.2 Minimal Process Algebra for Decision Systems (MPADS)

In this section we introduce a Minimal Process Algebra for Decision Systems

(MPADS). Before presenting its syntax, we need to introduce some of the concepts

and notation that will be used throughout this section and the rest of this dissertation.

Most of these concepts are standard in the theory of process calculi, and can be found

in any standard book on Process Algebras such as [109].
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3.2.1 Basic Concepts and Notation

Each state of a system will be represented by a process expression. This expression

will carry information about the behavior and the structure of such system. For

example, it will indicate the potential precursors of the process, or the processes

which can establish communication with it. Processes rage over a set of process

identifiers, usually denoted by a capital letter like A,B, . . . , however in most of the

examples and practical applications processes are given more meaningful names such

as “Car”, “Doctor” and so on. Processes are parametric on names; for example,

a process P 〈a, b〉 is the process P with name parameters a and b. Usually these

parameters are omitted and deducted from the context; e.g., P 〈a〉 = a will be written

P = a. If a and b are names and P a process expression, then the process {b/a}P is

a process where all occurrences of a are replaced by the name b. The set of all names

used in a process is denoted by fn(P ), where fn stands for free names. For example,

if a /∈ fn(P ), then what happens to a does not affect P (we will elaborate more into

this when we present the structural congruence of the CDS).

3.2.2 Minimum requirements for MPADS

In Chapter 2 we stated the requirements for a calculus for decision systems. In

this section we define the ground base for this calculus, we call it the Minimal Process

Algebra for Decision Systems (MPADS). This process algebra is minimal in the sense

that this process algebra will be able to express the most simple type of decision

systems: closed decision systems with N = 1, where decisions are binary, single-shot,

and based on simple comparisons between values or alternatives. Therefore we need

a process algebra with the following capabilities:

1. A set of two alternatives names, say Alt = {x, y}, which can lead to an output.

Discussion: Since we require only binary decisions, we will have a maximum

of two alternatives in a decision system. These alternatives are the potential

paths a decision maker can pursue; e.g. “buy” or “sale”.
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2. A set of values V al = {v1, v2, . . . } that are related to the different alternatives.

Discussion: These are values such as real numbers, which are used to define the

different alternatives or the responses to such alternatives, e.g., If the decision

maker decides to “buy” he/she will get a value (or payoff) of 3. Note that one

alternative may use multiple values.

3. A set of expressions Exp = {e1, e2, . . . } which range over by the set of values

and alternatives.

Discussion: Expressions relate alternatives with values; e.g. “buying price< 3”

or “ball ∨ red”. These expressions are of the type Boolean, integer, string, etc.

and may be of the form e = e′, e ≤ e′, e ∨ e′, etc.

4. A set of channel names c1, c2, . . . for sharing internal information.

Discussion: These channels will allow us to define the structure of the decision

system, i.e., the information sharing structure of the system. These channels are

known as communication channels (see Section 2.2.3.3). Using these channels,

processes can send and receive information from other processes. In the case

of MPADS, since N = 1 and decisions are single-shot, we may only need a

few of these channels – most likely, only one – to describe decision systems.

Notation: It is customary to use round brackets when a channel is used for

receiving information (e.g. c(x)) and angle brackets with a bar on the channel

name for sending information (e.g. c〈x〉). There are more insights regarding

communications channels that will be discussed later in this section.

5. An operator that allows us to share information between processes.

Discussion: This operator, together with the communication channels, will

allow us to define the structure of the decision system. This operator is the

composition operator P ||Q to run P and Q concurrently. Using this opera-

tor and communication channels we can characterize the information sharing

capability that is needed.
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6. A decision process that allows us to make binary decisions.

Discussion: In order to make binary decisions we need an operator (or pro-

cess) that allows us to make a decision that depends on a single criterion; i.e.,

depending on certain value or expression, say e, we need to provide a response,

say P , if e is satisfied, and a response, Q, if it is not satisfied. Therefore we

incorporate the process if e then P else Q . Example: if buying price <

3 then buy else sell .

7. A termination process that allows us to know when we have reached a terminal

state (e.g. a decision).

Discussion: Processes can deadlock, i.e., reach a state that is not terminal and

there is no way out. We need to have an indicator that tells us that a process

terminated, and it is in a state where “it is allowed” to terminate; a terminal

state. For this purpose, we propose the process nil. This processes is the process

that does nothing, written 0. This process is usually omitted; for example, a.b.0

is written a.b. For example, a process whose only objective is to send a message

a through a channel c and then “die”. We can write this process as c〈a〉.0, of

simply c〈a〉.

We can now define the syntax of the MPADS, see Fig 3.1. It presupposes a set Exp

of expressions, ranged over by e1, e2, . . . that can be transmitted via communication

channels. These expressions will include expressions of the type Boolean, integer,

string, etc., ranged over by sets Alt and Val, but more importantly channel names

themselves. The operation 7 is any binary Boolean operation (∧,∨, etc.), � is any

binary arithmetic operation (+,−, etc.), and 4 any relational operator (=,≤,≥, etc.).

None of these operators add semantics to the MPADS.

The intuitive meaning of each of the syntactic construct is as follows:

• The simplest process, which does nothing, is represented by the term 0. This

process can be omitted after an action, for example c̄〈x〉.0 can be written as

c̄〈x〉.
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x, y ::= Alternatives names.

v1, v2, v3, . . . ::= Values.

c1, c2, c3, . . . ::= Channels names.

e ∈ Exp ::= x|v|e7 e′|e� e′|e4 e′|¬e| − e|e = true|e = false . . .

ψ: Prefixes ::= c(e) | c̄〈e〉

P,Q: Processes ::= 0 | ψ.P | if e then P else Q | P ||Q

Figure 3.1. Syntax of the MPADS.

• The term c(e).P represents the next simplest process, which can receive e along

channel c and then it behaves as P , binding the name received to the name e

(characterized by using round brackets).

• c̄〈e〉.P denotes a process that sends e along channel c and then it behaves as

P . In this process e is free; this is characterized by the angle brackets.

• P||Q represents two processes running in parallel; they may exchange values

using input/output channels.

• The term if e then P else Q is the process that behaves as P if e holds;

otherwise it behaves as Q.

In order to study how processes interact we need to have a notion of process reaction.

Before we formally define the reaction relation between processes, we provide an

intuitive example that shows a reaction occurring within a process P , leading to a

new state P ′. This reaction is written P → P ′.

Example 3.2.1. Let P = P1||P2 where P1 = c̄.A and P2 = c.B. Then P ≡ c̄.A||c.B.

Note that there is a reaction between c̄ and c, we call this reaction a redex (we will

explain this concept later on this chapter). Thus we have the reaction

P → A||B

N
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Example 3.2.1 provides an intuition of the reaction between two processes that

communicate. Before formally defining how the different constructs presented in

Figure 3.1 react, we need to formally define when two processes are structurally

congruent, i.e., we need to define the meaning of the expression P ≡ Q. The following

lemma is the building block for Definition 3.2.1.

Lemma 3.2.1. In the context of MPADS, the order of execution of two (or more)

independent decisions is irrelevant.

Definition 3.2.1 (Structural Congruence). Two processes P and Q in the MPADS

are structurally congruent, written P ≡ Q, if we can transform P into Q or vice versa

by using the following equations:

• P ||0 ≡ P

• P ||Q ≡ Q||P

• P ||(Q||R) ≡ (P ||Q)||R

�

The following lemma is an easy consequence of the previous definition. We need

to point out that such lemma is in the (restricted) context of the MPADS. We will

extend the scope of this result in later sections of this chapter.

Lemma 3.2.2. In the context of MPADS, if two decisions systems are congruent,

then they have the same set of alternatives.

Proof . Assuming two MPADS-processes P and Q, a more general result of this

lemma can be stated as: If P ≡ Q then fn(P ) = fn(Q), where fn(P ) and fn(Q) are

the sets of free names of process P and Q, respectively. To prove this, it is enough

to show that this result holds separately for each of the equations of Definition 3.2.1.

Indeed,

1. If P ||0 ≡ P , then fn(P ||0) = fn(P )
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2. If P ||Q ≡ Q||P , then fn(P ||Q) = fn(P ) ∪ fn(Q) = fn(Q) ∪ fn(P ) =

fn(Q||P ).

3. if P ||(Q||R) ≡ (P ||Q)||R, then

fn(P ||(Q||R)) = fn(P ) ∪ fn(Q||R)

= fn(P ) ∪ fn(Q) ∪ fn(R)

= fn(P ||Q) ∪ fn(R)

= fn((P ||Q)||R

We can now proceed to formally define the reaction rules of the MPADS. Note

that the structural congruence between two processes is used in the last rule. The

rules are to be read as follows: if the transition above the inference line holds (or can

be inferred), then we can infer the transition below the line. The symbol ↓ means

that we can infer that the left-hand side of ↓ evaluates to the right-hand side. For

example, e ↓ true means that we can infer that the expression e evaluates to true.

Definition 3.2.2 (Reaction). The reaction relation to over the processes defined on

Figure 3.1 contains the transition which can be inferred from the following rules:

Decision [DES]:

e ↓ true
if e then P else Q → P

e ↓ false
if e then P else Q → Q

Parallel composition [P-COMP]:

P → P ′

P || Q→ P ′ || Q
Reaction [REACT]:

c̄〈e〉.P || c(e′).Q→ P || {e/e′}Q

Structural congruence [STRUC]: If P ≡ Q and P ′ ≡ Q′

P → P ′

Q→ Q′ �
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Example 3.2.2. In general terms, the Simplex method finds the basic feasible so-

lution (BFS) having the maximum (or minimum) objective value z∗. In any BFS,

the method compares the current objective value with that of its neighboring BFS’s.

If any of the neighbors has a higher (or lower) objective value, it updates the basis

with the basis of that with the higher (or lower) objective value. Figure 3.2 shows

the feasible region of an arbitrary linear programming problem (LPP), for some c, A

and b:

Maximize z = cTx

s.t.

Ax ≤ b

x ≥ 0

Figure 3.2. Feasible region of an arbitrary LPP.

It is obvious from the figure that the objective value z∗ is reached at BFS4. Let

us assume that there exists a process Basisupdate that updates the current basis to
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the new basis, whenever this is found. At any stage of the method, the decision of

the methods is characterized by the following process:

Simplex〈zcurrent, znew〉 = c̄〈znew〉.0 || c(e).if zcurrent ≤ e then Basisupdate else 0

(3.1)

The process Simplex has two parameters, zcurrent, znew, and two concurrent processes:

• “P = c̄〈znew〉.0” which can be written as “c̄〈znew〉”, and

• “Q = c(e).if zcurrent ≤ e then Basisupdate else 0 ” which can be written as

“c(e).if zcurrent ≤ e then Basisupdate ”.

Process P simply sends znew through channel c. Process Q receives an expression

e through channel c, via the rule [REACT]. Then it proceeds as if zcurrent ≤ e

then Basisupdate where all instances of e are substituted by the expression received

through channel c, in this case znew. Then, if zcurrent ≤ znew is true, the basis is

updated through the presumed process Basisupdate, otherwise it just terminates. Let

us assume that the method is currently on BFS3. Obviously the objective value

z3 < z4. Then using [DES] the following reaction occurs:

c̄〈z4〉 || c(e).if zcurrent ≤ e then Basisupdate else 0 −→ Basisupdate

Or simply,

Simplex〈z3, z4〉 → Basisupdate

As described above, we can omit the parameters of a process. Therefore, the process

Simplex〈zcurrent, znew〉 could have been written as Simplex throughout the example.

N

3.2.3 Recursion

In Section 2.2.1 we studied automata having (potentially) infinite sequences of a

single element (or multiple elements) of the alphabet Σ. These sequences are rep-

resented by the so-called Kleen Star, ∗; e.g. a∗ denotes any non-negative number
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a∗
√

a

b

Figure 3.3. Pictorial representation of the expression a∗b

(including zero) of symbols a. Figure 3.3 shows a process a ∗ b that chooses between

a and b, and upon termination of a it has the same choice over again; the symbol
√

denotes successful termination. The Kleen Star is considered the most fundamental

recursive operator [163].

So far, using the syntax of the MPADS to describe processes similar than the one

depicted on Figure 3.3 is not possible; constraining the expressiveness of the language

because recursion is indispensable in order to describe repetitive behavior [164]. In

this section we propose an extension of this syntax to allow the definition of recursive

process expressions. The following example shows a situation where recursion is

necessary to successfully describe a simple decision system.

Example 3.2.3 (Vending machine). Consider a simple vending machine that sells a

single type of soda for one token. The operation of the machine is as follows: After

the insertion of a token by a customer, a soda is dispensed. Assume that there exists

a Boolean expression token that characterizes the insertion of a token (token = true

if a token is inserted) and an atomic action dispatch that characterizes the dispatch

of the soda. Then, using the syntax of the MPADS, a simple characterization of this

machine, called VM, could be given as follows:

VM = if token then dispatch (3.2)

Assuming that a token is inserted in the machine, one problem with the description

represented by (3.2) is that after a soda is dispatched, no more sodas will be handed

out ever again. A more accurate description of the vending machine would be the

following equation:

VM = if token then dispatch.V M (3.3)
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The decision system described in (3.3), namely the vending machine, is represented

by a process VM that occurs not only as the left-hand side of the equation but also

again in the right-hand side of it. Such equation is called a recursive equation. N

There are different ways to extend the syntax of a process theory to admit recursive

definitions. Milner [127] proposed the operator ’!’, called replication operator. If

P is a π-calculus process, then !P is a process that can replicate itself an infinite

number of times, i.e., !P ≡ P |!P . Hennessy [154] uses ’rec x. B’ as a mechanism for

defining recursive processes for the distributed asynchronous π-calculus, aDpi. In

that expression, B is a process in the aDpi calculus, called the body of the recursive

definition, and x the recursive variable. The occurrences of x within B stand for

recursive calls. The reduction of this recursive processes is as follows:

rec x. B → B{rec x. B/x}

We would like to extend the MPADS to allow recursive definitions, we will call this

theory MPADSrec. We will adopt the recursive mechanism similar than that proposed

by Hennessy in [154]. To that end, we need to equip our process algebra with two

processes:

1. A process X, called process variable, that can adopt the behavior of other

processes.

2. A process X � S, called recursive definition process, defined as in Definition

3.2.3.

Definition 3.2.3 (Recursive Mechanism). Let X be a guarded process variable 1 and

P a process in the context of MPADSrec. Then, the process X�P is the process that

binds the free occurrences of X in P . We shall often use the notation X
def
= P instead

of X � P for simplicity. �

1By guarded process variable we mean that the value of this variable is “protected” by the value
that another variable my take; e.g. in the process if e then X else Y, the variables X and Y are
guarded by the expression e.
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The reduction semantics of the recursive mechanism described in Definition

3.2.3 is characterized by the reduction rule [REC] as follows:

X � P −→ {X�P/X} (3.4)

Now we shall use the MPADSrec to define (3.3) of the vending machine example

in a recursive fashion as follows:

VM � if token then dispatch.V M, or

VM
def
= if token then dispatch.V M

Meaning that each free occurrence of VM in if token then dispatch.V M will be

substituted by VM . Note that VM is a guarded process variable guarded by token.

This process will dispatch a soda every time a token is inserted; as it is expected by

a vending machine.

The process algebra MPADSrec has increased the expressiveness of MPADS to

allow recursive definitions. This extension allows us to specify decision systems where

decision are not only single-shot, but multiple decision. In the following section we

want to relax the constraint of having a single decision maker by extending our algebra

to allow the use of sequential of processes.

3.2.4 Sequential Composition

Up to this point, our algebra MPADSrec can combine processes by means of the

parallel operator ||. For the specification of more complex decision systems, additional

mechanisms of composition are useful; e.g. a decision system where the order in which

decision are made is essential for the specification of the system. In this section we

extend the MPADSrec by means of a sequential composition operator.

Definition 3.2.4 (Sequential Operator). Given two process expressions P and Q of

the MPADS, the term P ·Q denotes the sequential composition of P and Q. �
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The intuition of this operation is that upon the successful termination of P , the

process Q is started. If P does not terminates or ends in a deadlock (a process that is

not terminal and there is possible transition to other processes), also the sequential

composition P · Q does not terminate or deadlocks, respectively. We can state this

formally: The reduction semantics of the sequential operator of Definition 3.2.4 is

characterized by the reduction rule [S-COMP] as follows (remember that
√

denotes

that P terminates successfully):

P → P ′

P ·Q→ P ′ ·Q

P →
√

P ·Q→ Q

With the sequential operator our theory is able to specify decision systems comprised

by more than one decision maker whose decisions are made based upon comparison

of values. In the next section we equip this theory with other constructs that will

allow us to describe more complex decision systems. The MPADS with all theses

extensions yields to our Calculus for Decision Systems (CDS).

3.2.5 From MPADS to CDS

The syntax of the minimum process algebra for decision systems, MPADS, defined

on Figure 3.1 has been extended to allow recursion (see Definition 3.2.3) and sequen-

tial processes (see Definition 3.2.4). These extensions improved its expressiveness to

describe decision systems with recursive properties and with more than one decision

maker. In this section we present four more extensions to MPADS that will yield to

the Calculus for Decision System, CDS. First, we present two well known constructs

in the theory of process algebras, the “+” and the “ν” operators. Then, we extend

the set of terminal processes to allow values as terminal nodes. Lastly, we present a

new prefix which allows us to evaluate a function with the values received through

communication channels.



67

The “+” and “ν” operators: There are two constructs that are standard in most

of process calculi. These constructs will add the ability to specify internal choice in

a decision system, and the capacity of bounding the scope of names within a process

term. Informally, these constructs are defined as follows:

• Given two processes P and Q, the process P + Q, called the “internal choice”

process, is a process that randomly chooses to behave either as P or Q. For

example: Assume process P and Q, and channel c. Then the process c̄ || cP +

cQ produces, concurrently, two reactions, one to P and the other to Q. i.e.,

c̄ || cP + cQ −→ P , and c̄ || cP + cQ −→ Q.

• Given a process P and a channel name c, the process (νc)P , called “restriction”,

is a process that guarantees that channel c is a fresh channel in P . Sometimes

we write this process as “new c” or “νc” (without parenthesis). This process

binds more tightly than internal choice and composition processes (sequential

and parallel); for example (νc)P ||Q means (νc P )||Q, not (νc)(P ||Q). This

process allows us to define the scope of a name. For example, assuming that

channel a is unknown to P and Q, in the process P || (νa)Q, channel a is known

to Q but not to P . This process adds multiple benefits to a process algebra,

in our particular case, this process will be useful when we define the chain of

command and the reachability of information in a organizational structure.

Formally, we can define these processes – in the context of MPADS – as in Definitions

3.2.5 and 3.2.6.

Definition 3.2.5. Given two MPADS-processes P and Q. The internal choice pro-

cess P + Q represents a decision system which may behave either as process P or

as Q. �

The process P +Q enables all the current actions of P and all the current actions

of Q. After P terminates in P +Q, the process term Q is discarded, and vice versa.
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This is reflected in the following reduction semantics rule [I-CHOICE]:

P +Q→ P P +Q→ Q

The process term (νc)P allows us to define the scope of a name. For example,

assuming that channel a is unknown to P and Q, in the process P || (νa)Q, channel

a is known to Q but not to P .

Definition 3.2.6. Given a MPADS-process P and a channel c, the fresh channel

creation process, (νc)P , is a process that bounds the name c in P . i.e. c /∈ fn(P ). �

This process adds multiple benefits to a process algebra. In our particular case,

this process will by useful when we characterize the chain of command and the reach-

ability of information within an organizational structure.

Termination Processes: Definitions 3.2.5 and 3.2.6 present two constructs that

are known to add expressiveness to many process calculi. We have discussed how

these process terms will be of use in the specification of decision systems. Another

technicality that needs to be addressed in order to increase the capabilities of our

process algebra is related to the terminal processes.

In Section 3.2.2 we defined the process 0 as the termination process of MPADS.

This process is necessary and useful, but limited in the context of decision systems

because some decision systems, such as a game theoretical problems, may be reduced

to a value not to a process. Therefore, we need to extend the set of terminal processes

to the processes 0 and v, where v ∈ V al. This change is reflected in Figure 3.3.

Function Evaluation: In game theory and utility theory decision makers are char-

acterized by their utility function. Neumann and Morgenstern proved that any in-

dividual whose preferences satisfy a set of four axioms (Completeness, transitivity,

continuity and independence; see [165]) have a utility function. This function captures

the order of preferences of an individual or company. Definition 2.1.2 characterizes

decision makers of a function that relates internal and external information to produce

an output (i.e., a decision).
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So far, we have been able to specify some decision systems using MPADS. These

decision systems have had the constraint of having decision makers who make de-

cisions based upon simple comparisons between values. We have not discussed a

decision system in which the decision maker makes his decisions based on a slightly

more sophisticated function such as the one presented in Example 2.2(c). In order to

specify this type of decision systems, we first need to define a set of function names

Func = {f1, f2, . . . }. In the most simple case, any element of Func, is a predefined

function of one variable, say x; i.e., fi = fi(x) for some i ∈ I; where I is some index

set. We will extend these functions to multiple variables in Section 3.5. Now we can

define the new prefix which allows communication and function evaluation.

Definition 3.2.7. Assume a process P and a channel c. Let f ∈ Func be a decision

function such that f(e) ↓ e′ where e, e′ ∈ Exp. Then, assuming that e is received

though channel c, the process cf [x].P binds occurrences of x in P , replacing x with

the expression e′ and then behaves as P . �

The prefix introduced in Definition 3.2.7 is similar to the β-reduction of λ-calculus

2(see [116]). This construct captures the idea of function application in the context

of MPADS. This is reflected in the following reduction semantics rule:

f(e) ↓ e′

c̄〈e〉.P || cf [y].Q −→ P || {e′/y}Q
(3.5)

Note that (3.5) may introduce some ambiguity to the expressions of the CDS,

because e′ may introduce new names. Therefore, this rule can defined as follows:

f(e) ↓ v
c̄〈e〉.P || cf [y].Q −→ P || {v/y}Q

(3.6)

where v is a value. However, in some decision systems, the outcome can be an

string, as will be shown in Example 3.2.4. Thus, we assume that decision functions

2In λ-calculus, the β-reduction –in general terms – captures the concept of function application.
The computation rule of the β-reduction is as follows: (λx.t) E −→ {E/x}t, where t is an expression
of x and E and application term such as a value; e.g., (λx.x2) 2 −→ 4. For a proper introduction to
λ-calculus, we refer to [116].
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will be defined in a way such that the output of the function is a value. Therefore,

the rule [FUNC-A] is defined according to (3.6).

Example 3.2.4. Let f be a decision function defined as follows:

f(x) =

Buy x < ε

Sell x ≥ ε

for some threshold ε. Then, the following process will “print” the decision made,

depending on the values of ε and x on the definition of f :

P = c〈x〉.0 || cf [y].print(y).0

where print(y) is a terminal process that returns y. i.e. print(y) −→ y. Now, let

ε = 0.7 and x = 0.3. Since f(0.3) ↓ Buy when ε = 0.7, then – using [FUNC-A] – the

process reacts as follows:

P = c〈0.3〉.0 || cf [y].print(y) −→ Buy

N

Example 3.2.5. Assume that we want to characterize the decision system depicted

in Figure 2.2(c) of Chapter 1. As mentioned before, the decision maker makes his

decisions according to (2.1). Then, the following process, called transformer, carries

out the decision made by this decision system:

transformer = c〈Vin〉 || cVout(y).print(y)

Let Vin = 220V, n1 = 320 and n2 = 80, then – using [FUNC-A] – the process P reacts

as follows:

transformer = c〈220〉 || cf [y].print(y) −→ 55

which is the output voltage of the transformer provided the given characteristics.

N
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It is tempting to add recursive definitions to Example 3.2.5 in order to obtain a

more meaningful characterization of the response of the decision system. However,

we will perform this type of characterizations in Chapter 6.

So far we have presented several constructs that have extended our MPADS pro-

cess algebra. If we include all the proposed extensions of Definitions 3.2.3, 3.2.4, 3.2.5,

3.2.6, 3.2.7, and include v ∈ V al as a terminal process to the syntax of MPADS, it

yields a new process calculus, called Calculus for Decision Systems (CDS). In the

next sections we present its syntax, reduction semantics, other extensions and con-

cepts that will allow us to specify more complex decision systems.

3.3 Syntax of the CDS

The syntax of the calculus for decision systems is given in Figure 3.4. It presup-

poses a set Func = {f1, f2, . . . } of predefined decision functions of one or multiple

variables, and a set Exp of expressions, ranged over by e1, e2, . . . that can be trans-

mitted via communication channels. These expressions will include expressions of

the type Boolean, integer, string, etc., ranged over by the sets Alt and Val, but more

importantly channel names themselves. The operation 7 is any binary Boolean op-

eration (∧,∨, etc.), � is any binary arithmetic operation (+,−, etc.), and 4 any

relational operator (=, <, ≥, etc.). Note that none of these operators (7, �, and 4)

add semantics to the calculus.

The names of the syntactic constructs and their intended interpretations are pre-

sented in some detail below.

Nil (0): This is the simplest process in the CDS. It represents a terminal and inert

process that does nothing. This process is usually omitted after an action, writing

for example b〈x〉.0 as b〈x〉.

Value (v): The is the second simplest process of the syntax. This process repre-

sents a value as a terminal process. This is becomes useful in certain decision systems

such as game theoretical problems that terminate in a value.
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x, y, z, . . . ::= Alternatives names.

v1, v2, v3, . . . ::= Values.

f1, f2, f3, . . . ::= Decision function names.

c1, c2, c3, . . . ::= Channels names.

e ∈ exp ::= c|x|v|e7 e′|e� e′|e4 e′|¬e| − e|e = true|e = false . . .

ψ: Prefixes ::= c(e) | c̄〈e〉 | cf [e]

P,Q,X: Processes ::= 0 | v | X | ψ.P | P ·Q | P +Q

if e then P else Q | P ||Q | X � P | (νc)P

Figure 3.4. Syntax of CDS.

Process Variable (X): This is the process that can adopt the behavior of other

processes. This process is necessary for defining recursion and it is assumed that all

the occurrences of X are guarded by some expression.

Prefix (ψ.P ): Prefix is the basic mechanism by which all the behaviors of the

components are constructed. The term ψ.P carries out the action ψ and then it

behaves as process P . In the case where ψ = c(e), the process c(e).P , called Input,

receives the expression e along channel c and then it behaves as P . The process

c〈e〉.P , called output, is the process that can transmit the expression e along channel

c and then it behaves as P . It is not a convention, but customary to use round

brackets to denote input and angle brackets to denote output. The process cf [e].P ,

called function application, is the process that binds occurrences of e in P , replacing

e with the result of evaluating f in the expression received through channel c, i.e., if

ê is received though c and f(ê) ↓ v, then the process cf [e].P binds occurrences of e

in P , replacing e with v and then it behaves as P .

Sequential (P ·Q): The process term P · Q represents a decision system that

behaves as P and once it terminates, it behaves as Q.
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Choice (P +Q): The process P +Q represent a decision system which may be-

have either as process P or as process Q. The set of actions of P + Q is the union

between the set of actions of P and the set of actions of Q. Note that this is consis-

tent even in the case where P and Q are the same process; i.e., P + P −→ P . This

operator assumes that both processes are competing for the same resource. Thus,

when one process is selected, the other is discarded.

Decision (if e then P else Q): This process represents a binary decision; if the

expression e holds, then it behaves as P , otherwise, if the expression e does not hold,

then it behaves as Q.

Parallel (P || Q): This process represents a decision system comprised by two

processes running in parallel. These processes may interchange information (values,

alternatives, etc.) using the processes input and output.

Recursion (X � P ): The process term X �P is a mechanism for defining recur-

sive processes. Here X is a guarded process variable. X�P binds the free occurrences

of X in the process P . As mentioned before, oftentimes we shall use
def
= instead of �

for transition and simplicity.

Restriction ((νc)P ): The restriction process (νc)P represents a process that re-

stricts the scope of c to P . It is also interpreted as a process that guarantees that

channel c is “new” or “fresh” in P . We shall use the expression new c and νc in-

terchangeably. The operator ν (or new) binds more tightly than the composition

operators +, · and ||.

Example

Before presenting the operational semantics of the CDS, we present two examples

that illustrate the reaction between processes. Even though in the previous section
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we have presented the reaction rules for the different extension of MPADS (which not

constitute the CDS). Since we have not formally presented the operational semantics

of the CDS, we will utilize the reaction rules of MPADS presented in Definition 3.2.2.

Assume that we want to use the CDS to characterize the simple decision system

depicted on Figure 3.5 making use of communication channels. Also, assume that

attack and hide are processes that perform some action, and visible is an binary

expression that can take the values yes or no.

Enemy

visible?

Hide

Attack

no

yes

Figure 3.5. Simple Decision System

This decision system can be easily characterized by the process

if visible then Attack else Hide

However, we want to exemplify the use of communication channels. Therefore, we

will use a communication channel c to send and receive the information flowing in

this system. At first, the system sends the decision about whether or not the enemy

is visible. This is characterized by the process c̄〈visible〉. Concurrently we have two

processes waiting to receive information through channel c so that they can proceed

to behave as either Attack or Hide. These two processes are c(yes).Attack and
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c(no).Hide. Therefore, the process, P , that characterizes the flow of information of

this decision system is given by

P = c̄〈visible?〉 || c(yes).Attack + c(no).Hide

Even though the process P captures the flow of information of the decision system,

it does not capture the decision itself. It will be shown later that this process may

be reduced to the processes Attack or Hide without any particular order. i.e., it will

randomly reduce to Attack or Hide regardless of whether the enemy is visible or not.

It is said that two actions are complementary whenever they utilize the same

channel. In the previous example, the processes c̄〈visible〉 and c(yes).Attack are

complementary. If these actions are not alternative to each other, then they constitute

a redex, resulting in a reaction P −→ P ′, which invokes a substitution {visible/yes}

(where all the instances of yes are substituted by visible) which is not necessary

here since the resulting processes Attack and Hide have no instantiations of yes

or no, respectively. Therefore, in the previous example there are two redexes: the

pair (c̄〈visible〉, c(yes).Attack) and the pair (c̄〈visible〉, c(no).Hide). So there are two

possible reactions P −→ P ′1 and P −→ P ′2, where P ′1 = 0 || Attack and P ′2 = 0 ||Hide,

or simply P ′1 = Attack and P ′2 = Hide.

In order to use all the constructs of the syntax of the CDS presented in Fig-

ure 3.4, we need to formally define how these constructs react. Before presenting

these formalizations we want to formalize the idea of two processes being structurally

congruent.

Definition 3.3.1 (Structural Congruence). Two processes P and Q are structurally

congruent in the CDS, written P ≡ Q, if we can transform P into Q, or vice versa,

by using the equations in Figure 3.6. �

There are several results that can be proved using the rules presented in Figure

3.6. For example, if a name is not in the set of free names of a process, meaning that

it is already being used in the processes, then constraining the scope of that name to

that process does not cause any changes in that process. In a different angle, if we
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P ||Q ≡ Q||P , P ||0 ≡ P

(νcc′)P ≡ (νc′c)P

(νc)0 ≡ 0, (νc)v ≡ v, (νc)v ≡ v

P +Q ≡ Q+ P

(P ||Q)||R ≡ P ||(Q||R)

P + (Q+R) ≡ (P +Q) +R

P · (Q ·R) ≡ (P ·Q) ·R

(νc)(P ·Q) ≡ (νc)P ·Q if c is not a free name of Q

(νc)(P ||Q) ≡ (νc)P ||Q if c is not a free name of Q

Figure 3.6. Structural Congruence of the CDS.

assume that certain information is carried out by a channel, say c, that belongs to an

arbitrary decision system P , constraining the scope of c to the decision system P is

redundant, since such information is already known by P . We can write this formally

in the following corollary.

Corollary 3.3.1. If c is not a free name in P , then (νc)P ≡ P.

Proof . Assume c is not a free name in P ; i.e., c /∈ fn(P ). Then c is bound by the

scope of P . Therefore (νc)P ≡ (νc)(P || 0) ≡ P || (νc)0 ≡ P || 0 ≡ P.

The next theorem is an extension of Lemma 3.2.2 to CDS-processes.

Theorem 3.3.1. Two decision systems are structurally equivalent, if they possess the

same alternatives.

Proof . Use Lemma 3.2.2 and apply the same procedure to the rules of Figure 3.6

that are not in Definition 3.2.1.



77

The structural congruence will be needed when defining the reaction rules of the

CDS. This set of rules is known as the operational semantics.

3.4 Operational Semantics of the CDS

The Operational Semantics is given by the reduction relation defined by a binary

relation → between closed terms or processes. The expression

P → Q

intuitively means that in one computation step, the process P is reduced to Q. A

computation from P to Q then consists of any arbitrary number of such steps from P

that eventually may lead to Q. This is denoted by→∗ (the reflexive transitive closure

of →). Thus, the expression

P →∗ Q

denotes that the process P may lead to the process Q after many steps. The definition

presents the operational semantics of the CDS, which formalizes the reaction rules of

the CDS. Similar than in the previous section, note that the structural congruence

between two processes is utilized in the last rule of the operational semantics.

Definition 3.4.1 (Reduction Semantics). The reduction semantics of the CDS is

the smallest relation on processes generated by the following reduction rules (e ↓ v

denotes that the expression e evaluates to values v.):

Internal Choice [I-CHOICE]:

P +Q→ P P +Q→ Q

Sequential Composition [S-COMP] (
√

denotes that P terminates successfully):

P −→ P ′

P ·Q −→ P ′ ·Q
P −→

√

P ·Q −→ Q

Restriction [RES]:
P −→ Q

(νc)P −→ (νc)Q
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Decision [DES]:

e ↓ true

if e then P else Q −→ P

e ↓ false

if e then P else Q −→ Q

Parallel composition [P-COMP]:

P −→ P ′

P || Q −→ P ′ || Q

Reaction [REACT]:

c̄〈e〉.P || c(e′).Q −→ P || {e/e′}Q

Function Application [FUNC-A]:

f(e) ↓ v
c̄〈e〉.P || cf [y].Q −→ P || {v/y}Q

Recursion [REC]:
X � P −→ {X�P/X}P

Structural congruence [STRUC]: If P ≡ Q and P ′ ≡ Q′

P −→ P ′

Q −→ Q′

�

Having the operational semantics defined allows us to use the CDS almost in

its full capacity.There is an small constraint to the current language that needs to

be addressed: The CDS is monoadic; i.e., we can only send one name at a time

through a channel, constraining our capacity to specify decision systems having tuples

of information instead of singletons. Fortunately this is a technicality that can be

resolved without much harm, and will be done in Section 3.5. In the meantime we

present some examples to show how to use some of the CDS-constructs.
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3.4.1 Examples

Example 3.4.1. (Channel re-utilization) This example shows how a name received

on a channel can itself be used as an output (or input) channel. We will use channel

c to receive the input x, and then it will be used to output the value 5:

c̄〈x〉 || c(y).ȳ〈5〉

This process is reduced to x̄〈5〉. N

Example 3.4.2. (Value Passing) A value can be interpreted as a channel name. This

allows channels to send and receive values. Assume we want to send the value 3 along

the channel c. This process (and its reduction) is given by:

c̄〈3〉 || c(x).ȳ〈x〉 → (ȳ〈x〉){3/x} = ȳ〈3〉

N
Example 3.4.3. (Scope Extrusion) A restricted channel name can be sent outside

of its original scope. In this example, channel y is sent on channel c outside the scope

of the binder νy. This process (and its reductions) are as follows:

(νy)(c̄〈y〉 || y(x).if (x = 7) then P else Q) || c(u).ū〈7〉

−→ (νy)(y(x).if (x = 7) then P else Q || y〈7〉)

−→ (νy)(if (x = 7) then P else Q){7/x}

−→ (νy)P

N

Example 3.4.4. (Function Evaluation) Assume that we have a decision function

f(x) = x2. We can send 3 along channel c and evaluate the decision function f .

c̄〈3〉 || cf [x].x −→ 9

N

As mentioned above, these examples showed how to use some of the most impor-

tant constructs of the CDS. We can now proceed to address the previously mentioned

technicality regarding the communication of tuples through channels. We call this

extension the polyadic-CDS.
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3.5 The polyadic CDS

Multiple decision can be made during a single decision system, therefore we clearly

wish to have the ability of sending messages consisting of more than one name (i.e.

tuples of names). In this section we present an straightforward extension that allows

multiple objects during communication between channels. This will extend the CDS

to allow outputs of type c〈e1, . . . , en〉.P and inputs of type c(e1, . . . , en).Q. This

extension is called the polyadic-CDS.

To extend the CDS to its polyadic version we will use the encoding proposed by

Milner in [127, p.93]. This encoding only requires to send a fresh name along the

communication channel and then send the tuple of names one by one along the new

name. i.e.,

c(y1, . . . , yn).P 7−→ c(w).w(y1). . . . .w(yn).P (3.7)

c̄〈z1, . . . , zn〉.Q 7−→ new w (c̄〈w〉.w̄〈z1〉. . . . .w̄〈zn〉.Q) (3.8)

This extension suggests us to make the following assumptions:

1. Whenever we send tuples of names instead of singletons, the communication

will be done utilizing the polyadic CDS. This is for simplicity of notation.

2. The arity of the output is the same than the arity of the input; this also holds

for [FUNC-A]. If this assumption does not hold, we would need a type system

to detect it. Creating a type system for the CDS is out of the scope of this

dissertation.

The following example shows how to pass tuples of values instead of singletons

through communication channels.

Example 3.5.1. (Function Application-polyadic) Assume that we have a decision

function f(x1, x2) = (x2
1, x

3
2). We can send the pair (2,3) along channel c and evaluate

the decision function f .

c〈2, 3〉 || cf [x].x −→ (4, 27)

N
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During the rest of this document, we will use the polyadic CDS to admit multiple

action prefixes. Note that the empty action prefixes c〈〉 and c() are simply written c̄

and c, respectively. We are now in position to prove more interesting results. First,

we state the following (trivial) lemma.

Lemma 3.5.1. If A is a square n×n matrix, and x and b two n-dimensional vectors,

then Ax ≤ b ≡ f(x) ≤ b, for some f(x) = (f1(x), f2(x), . . . , fn(x))T .

Using Lemma 3.5.1 and the polyadic version of the CDS we can state the following

result.

Theorem 3.5.1. Let A be a square n × n matrix, and x and b two n-dimensional

vectors. Let v be a sequence of values of arity n such that vi = xi for all i. Then, the

process “c〈v〉 || cf [y].if
∧
y ≤ b then v ”, is reduced to a feasible solution (FS) of

the program min cTx, s.t. Ax ≤ b, where c is an n-dimensional vector.

Proof . First, let P and Q be two CDS-process terms. Using 3.8 we can write

c〈z1, . . . , zn〉.P as new w (c〈w〉.w〈z1〉. · · · .w〈zn〉.P ). We can perform the same en-

coding such that zi = v for i = 1 . . . n, where v is a sequence of values of arity

n; we can denote this by c〈v〉.P . Second, assume a sequence of decision functions

f(y) = (f1(y), f2(y), . . . , fn(y)), then, by similar encoding to the one presented on

(3.7), the process cf(y).Q can be written as c(w).wf1(y1). · · · .wfn(yn).Q. Third, a

vector v is a FS of the program min cTx, s.t. Ax ≤ b, if Av ≤ b. If y and b are two

sequences of values of arity n, then the expression
∧
y ≤ b evaluates to the Boolean

expression true if yi ≤ bi for all i = 1, . . . , n. Using the latter fact, together with

the assumptions of the theorem, the former encoding for the processes c〈v〉.P and

cf [y].Q, and Lemma 3.5.1, the result falls immediately by applying the reduction rule

[DES].

Using Theorem 3.5.1 we can specify the set of all feasible solutions, and therefore

–assuming that the objective function has a minimum (or maximum) on the feasible

region– find the optimal value of the program min cTx, s.t. Ax ≤ b, which is the
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smallest (or highest in the case of maximization) value of the function z = cTx, such

that x is a basic feasible solution. Now we present a more sophisticated example

that make use of many of the constructs of the CDS for the specification of a more

complex decision system.

3.6 Example: Aircraft Acquisition Problem

In this section we use the CDS to specify the decision system described in [166].

This system is interesting because of the proposed decomposition strategy of the

monolithic optimization problem. The rest of this section is organized as follows: first,

we present the definition of the problem. Second, we exhibit the strategy proposed

by the authors. Third, we characterize the system using the CDS. Lastly, we present

some of the conclusions drawn from the specification of this system using our calculus.

Problem Statement and Formulation

The problem statement has been mostly extracted from [166]:

Aviation fuel contributes the largest percentage of energy consump-

tion in the Department of Defense (DoD), with the Air Mobility Com-

mand (AMC) being single largest consumer. AMCs mission profile mainly

consists of worldwide cargo and passenger transport, air refueling and

aeromedical evacuation. Platforms in operation include C-5 Galaxy and

C-17 Globemaster III for long range strategic missions, C-130 Hercules for

tactical missions, KC-135 Stratotanker and KC-10 Extender for aerial re-

fueling missions, and various VIP transport platforms including Air Force

One. AMC also charters aircraft from Civil Reserve Air Fleet during

peacetime contractually committed from U.S. airlines.

The complex logistics involved in the transportation of various car-

gos across the AMCs service network requires efficient deployment of its

fleet of cargo aircraft in meeting daily cargo delivery requirements, while
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minimizing fuel consumption and subsequent costs. These fuel costs are

naturally driven by the choice of aircraft design and individual flight legs

flown by the AMC fleet, in meeting cargo obligations within a prescribed

schedule timeframe. The design of the aircraft itself, operations across

routes flown and manifestation of uncertainty in daily cargo transporta-

tion demand creates a highly complex hierarchy of interwoven systems or

a ’system-of-systems’.

The AMC is in the process of modernizing the current strategic fleet,

consisting of C-5s and C-17s, by incorporating new materials and engines

on existing airframes to operate the current fleet more efficiently. How-

ever, the design of new, more fuel efficient aircraft may potentially provide

the biggest cost and fuel consumption savings. The uncertain nature of

AMC operations, coupled with its complex logistics, makes it difficult to

identify a fuel efficient aircraft designs that achieves target performance,

while simultaneously minimizing fuel consumption across the range of

day-to-day operational scenarios. With the many variables available to a

systems designer, a computational approach becomes necessary to deter-

mine which variables to change and determine the magnitude of change

to satisfy constraints while minimizing or maximizing an objective (or

multiple objectives). Solutions obtained from properly formulated opti-

mization problems provide insight into decisions about new systems and

help to inform acquisition decisions.

The monolithic problem is formulated as a blend of stochastic integer program-

ming and non-linear programming. In involves resource allocation under uncertainty

and aircraft design perspectives. In this example we focus on the decomposition

strategy taken by the authors to solve the program formulated on [166, p.3-4]. We

disregard the uncertainty aspect of the problem for simplicity, but given the sim-

plicity of the formulation, extending it to include uncertainty should not be of great

difficulty. We now present the decomposition strategy of the original problem.
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Problem Decomposition Strategy

The decomposition strategy is comprised of three mayor blocks:

1. Top Level (TL): In this block, the requirements of the problem are formulated.

The objective is to minimize the expected fleet Direct Operating Cost (DOC)

using the pallet capacity and range of the new aircraft of type X. This problem

is addressed using a simple enumeration scheme.

2. Aircraft Sizing problem (AS): In this block, the problem of the design of the

new aircraft is formulated. The objective is to minimize DOC subject to the

take-off distance, which is a function of a set of design variables. This problem

uses as input the pallet capacity (PalletX) and range (RangeX) calculated on

the top-level block.

3. Air Mobility Command problem (AMC): In this block, the output of the aircraft

sizing problem (pallet capacity) and top-level problem (operation costs) are used

as input of a problem that seeks to minimize the DOC subject to the pallet

capacity and trip limits.

The decomposition structure, taken directly from [166], is presented in Figure 3.7.

Enumeration Scheme: This simple enumeration scheme is used by the authors to

find the minimum DOC in the top-level optimization problem. The idea is to compare

the minimum expected DOC calculated in the AMC block with minimum expected

DOC calculated in the previous iteration. The minimum expected DOC of the top-

level block is then the minimum among them. If the value of the minimum expected

DOC calculated during the current iteration and the one computed in the previous

iteration match, then a counter is increased by 1. If a value is repeated multiple

times, say N , then the program stops and selects that value to be the optimal value

for the top-level optimization problem.
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Figure 3.7. Decomposition of the (monolithic) aircraft acquisition problem.

Using the CDS for the specification of the Aircraft Acquisition Problem

Before using the CDS for the specification of this problem, we want to illustrate

the suitability of this problem into the definition of a decision system (see Definition

2.1.2). There are three important aspects that need to be highlighted:

1. The initial requirements of the yet-to-be designed aircraft are specified to the

problem by its environment; i.e., the initial requirements are the external in-

formation of the decision system. Given the enumeration scheme utilized for

solving the top-level optimization problem, these initial requirements are di-

rectly fed into the aircraft sizing problem (AS).

2. There are three interactive subsystems; i.e. three interactive decision makers,

each of them with internal and external information used to make their deci-

sions.
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3. The decision to be made by the decision system is: What is the pallet capacity

and range of the new aircraft, so that the expected DOC is minimum?

The state diagram presented on Figure 3.8 shows our conceptualization of the

problem. It shows the conditions that need to be satisfied in order to go from one

state to the other. The labels inside of angle brackets, 〈 〉, represent the information

that is to be sent from one state to the other. Table 3.1 presents labels used in the

state diagram, together with their meanings.

Decision

AMC

AS

𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝐷𝑂𝐶 < min _𝐷𝑂𝐶,
𝑃𝑎𝑙𝑙𝑒𝑡𝑋′, 𝑅𝑎𝑛𝑔𝑒𝑋′

𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝐷𝑂𝐶 = 𝑚𝑖𝑛_𝐷𝑂𝐶,
𝑃𝑎𝑙𝑙𝑒𝑡𝑋′, 𝑅𝑎𝑛𝑔𝑒𝑋′ ,
𝑖𝑛𝑐:= 𝑖𝑛𝑐 + 1

〈𝑃𝑎𝑙𝑙𝑒𝑡𝑋, 𝑅𝑎𝑛𝑔𝑒𝑋〉

min _𝐷𝑂𝐶=false

𝑚𝑖𝑛_𝐷𝑂𝐶𝑅 = 𝑡𝑟𝑢𝑒,
〈𝑃𝑎𝑙𝑙𝑒𝑡𝑋, 𝐶𝑝,𝑘,𝑖,𝑗〉

min _𝐷𝑂𝐶𝑅=false

𝑐𝑢𝑟𝑟𝑒𝑛_𝐷𝑂𝐶 > 𝑚𝑖𝑛_𝐷𝑂𝐶

𝑐𝑢
𝑟𝑟
𝑒𝑛

_𝐷
𝑂
𝐶
=
𝑚
𝑖𝑛
_𝐷
𝑂
𝐶
,

𝑖𝑛
𝑐
=
3

〈𝑐
𝑢
𝑟𝑟
𝑒𝑛
𝑡_
𝐷
𝑂
𝐶
,𝑃
𝑎
𝑙𝑙
𝑒
𝑡 𝑋
,𝑅
𝑎
𝑛
𝑔
𝑒 𝑋
〉

𝑚𝑖𝑛_𝐷𝑂𝐶 = 𝑡𝑟𝑢𝑒,
〈𝑚𝑖𝑛_𝐷𝑂𝐶〉

TL

Initial Requirements

Figure 3.8. State Diagram of the aircraft acquisition problem presented in [166]

.

Using the state diagram presented in Figure 3.8 and some of the labels defined

on Table 3.1, we can describe the aircraft acquisition problem in the CDS. For sim-

plicity of notation we use PX , RX and CX instead of PalletX , RangeX and Cp,k,i,j,
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Table 3.1
List of labels used on the aircraft acquisition problem.

Label Meaning

TL Top-level problem.

AS Aircraft Sizing problem.

AMC Air Mobility Command problem.

current DOC Value of the current DOC (this is used as a result of the

enumeration scheme implemented by the authors)

min DOC Value of the minimum DOC; when this label is equal to

true (or false) in the diagram, it means that such value

is indeed the minimum. This mix of types between values

and Boolean expressions is just for illustration purposes

of the state diagram. In the characterization of the prob-

lem using the CDS, we avoid that confusion.

min DOCR Boolean expression that becomes “true” when the value

of the DOC subject to the rangeX is the minimum.

inc This is a variable that has increments of 1 every time it

is called.

PalletX This is the pallet capacity of aircraft of type X.

Pallet′X This is the new pallet capacity after incrementing its

value according to the enumeration scheme.

RangeX This is the range of aircraft of type X.

Range′X This is the new range after incrementing its value accord-

ing to the enumeration scheme.

Cp,k,i,j These are the operation costs of the aircraft.
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respectively. We shall start by defining an auxiliary process, call Assign〈x, x′, P 〉,

that assigns the value x′ in process P to the value x; assuming that x ∈ fn(P ).

Assign〈x, x′, P 〉 = new x(c〈x′〉 || c(x).P ) (3.9)

Assume the atomic action inc that increments in 1 every time it is called. This

can be defined similar than the process incr of Example 2.2.8. Using inc, (3.9), and

Figure 3.8 we can now define the process TL:

TL
def
= c(min DOC).if (current DOC = 0) ∨ (current DOC > min DOC) then

Assign〈current DOC,min DOC, TL〉 else

if current DOC < min DOC then c1〈P ′X , R′X〉.AS else

if current DOC = min DOC then

if inc = N then decision(current DOC,PX , RX) else

inc.c1〈P ′X , R′X〉.AS
(3.10)

where N is the number of times previously selected as the threshold to conclude

that min DOCis the optimal value of the top-level optimization problem (in Figure

3.8, we assumed N = 3). Let FDV be the sequence of Feasible Design Variables for

the optimization problem defined in the AS block. Then, the process AS is defined

as follows:

AS = c1(PX , RX).new w(w〈FDV, PX , RX〉 || OPAS) (3.11)

where,

OPAS
def
= wf [x].if x ≤ x′ then Estimate else Assign〈x′, x〉.w〈FDV ′, PX , RX〉.OPAS

and,

Estimate = cost estimator〈FDV 〉 || a(CX).c2〈PX , CX〉.AMC (3.12)

where, cost estimator〈x〉 returns, through channel a, the operating costs of air-

craft with design variables x. Let FAV be the feasible allocation variables for
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the optimization problem defined in the block AMS. Also, let f(FAV, PX , CX) =

DOC(FAV, PX , CX). Then the AMC process is defined as follows:

AMC = c2(PX , CX).new w(w〈FAV, PX , CX〉 || OPAMC) (3.13)

where,

OPAMC
def
= wf [x].if x ≤ x′ then c〈x〉.TL else Assign〈x′, x〉.w〈FAV ′, PX , Cx〉.OPAMC

(3.14)

Then, the process that characterizes the aircraft acquisition problem is

new cc1c2 (c1〈P0, R0〉 || TL || AS || AMC).

Discussion

The aircraft acquisition problem presented in this section provides an interesting

decomposition methodology of an optimization problem. Using the CDS we were able

to characterize the behavior of this system-of-systems, and assure that the commu-

nication between the different blocks (TL, AS, and AMC) is consistent. Using the

CDS provided the following insights regarding this system:

1. Even though the TL problem is the control system, it comes into play until

the end of the first iteration of the optimization process; i.e. the enumeration

scheme utilized in the TL problem requires the comparison of two computed

fleet costs (DOC’s), therefore the system has to be initially fed through the AS

problem (as depicted in Figure 3.8).

2. All communication channels used to share information had the pallet capacity

as part of the shared tuples. If we were to allocate resources to accurately

estimate the parameters needed for the successful solution of this problem, the

pallet capacity of the aircraft would have to have high priority.
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3. The aircraft allocation problem, represented by the AMC block, requires both

the pallet capacity (PalletX) and the operation costs (Cp,k,i,j) in order to find

the minimum DOC. Thus, feeding the AMC block with the pallet capacity of

the TL block is not necessary. The pallet capacity can be fed from the AS block

to the AMC block.

These insights become more important as the estimation of the parameters becomes

more expensive. The impact of the insights that can be potentially gathered using

formal tools such as process calculi – in particular the CDS – increases when the

system can be modified and tested for comparison with the original system. To that

end, we need to have a formal framework for comparing the behavior of two systems.

This formal framework is known in process calculi theory as Bisimulation. In the

next section we briefly discuss the concept of behavioral equivalence in the context

of decision systems and the CDS.

3.7 Behavioral Equivalence for Decision Systems

In automata theory, two automata are said to be equivalent if they recognize the

same language. Sometimes these automata may recognize the same language, but the

behavior (or paths) adopted by each string (or word) in order to be recognized by the

automaton may be different; i.e., these automata are behaviorally different. In process

algebra, there exists an instrument to compare two systems from the behavioral stand

point. This apparatus is called Bisimulation, and oftentimes it is refereed to as the

Hallmark of process calculi.

In the next chapter we investigate in depth the notion of behavioral equivalence

in the context of decision systems. We start by defining the concept of a labelled

transition system (LTS), which constitutes the basis for behavioral equivalence. This

concept will be studied from the process algebra perspective, and they define it in the

context of decision systems. Having the LTS well defined, we introduce the concepts

of simulation and strong bisimulation in the context of process algebras and then we
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provide the extension to CDS. The concept of strong bisimulation can be utilized to

study behavioral equivalence between two decision systems, allowing us to compare

not only two decision systems, but also a decision system against its modified version.

3.8 The CDS versus other Calculi in the context of Decision Systems

In this section we compare other calculi in the context of decision systems. As

discussed in Chapter 2, decision systems are naturally classified by the number of

decision makers (single or multiple decision makers) and by their interaction with

their environment (if the decision system interacts with its environment, it is said to

be an open decision system; otherwise it is a closed decision system).

In the case of a single decision maker, we have discussed that there is an end-

less number of systems that fit into the definition of a decision system. Given the

vast number of modeling and analysis tools for these type of systems, even stating

such tools seems an impossible task. However, we can certainly argue that process

algebras are a natural choice of formal framework for reasoning about the structure

and behavior of (concurrent) systems. The ability to compare two systems by their

behavior rather than their structure or their output is a capability not included in any

other approach outside of the formal methods area; making these methods a proper

tool for behavioral comparison over any other tool. The CDS was based upon the

definition of a decision system, therefore it is equipped with constructs that make

the calculus a natural choice for decision systems. In the particular case of a single

decision maker, the system will have sets of input and output information, and the

decision are made based upon the function that characterizes the decision maker. In

this case, the CDS utilizes the input and output constructs to gather and share the

input and output information, and makes use of the function application construct

to withdraw decision based on the inputted information. The key difference between

the CDS and other calculi in this particular case, relays on the latter construct, the

function application. Even though the application rule of λ-calculus is similar –in
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principle – to the function application construct of the CDS, the latter allows us to

evaluate a broader type of functions in a more natural way than the former. The

polyadic version of the CDS allows for evaluation of multivariable functions, and the

flexibility in the type of expressions allowed in the input and output constructs allow

the evaluation of functions with cases that return not only numbers, but expressions

of the type string or Boolean.

In Chapter 2 we presented different theories for the case where there are two or

more decision makers in a decision system. All these theories – in one way or an-

other – have improved the analysis and specification of game theoretical problems.

As discussed in Section 2.2.2, most of these theories are based on modal operators

(or modal logic) for reasoning about the structure of games. Even though these

approaches are great logical theories, they lack communication capabilities to share

information between processes, constraining the scope of application to only game

theoretical problems, which is acceptable since it is one of the goals of those theories.

However, in the case of decision systems, we need to have more flexibility in the type

of systems we want to reason about. We need the ability to reason about decision

systems comprised by system that belong to a domain different than game theory;

e.g. a game between a computer and a physical system. Therefore, we need to have

the information sharing capabilities of a process algebra, in addition to constructs

that support the characterization of systems other than those provided by game the-

ory. In Section 2.2.3 we presented different process calculi for the analysis of different

type of systems. All these calculi provide different perspectives, advantages and dis-

advantages over the CDS. In fact, some of them include aspects that could increase

the expressiveness of the CDS in the context of decision systems; e.g., probabilistic

choice. The main differences between the CDS and other process calculi are the fol-

lowing (the justification of the necessity of the following characteristics was discussed

at the beginning of this chapter):

1. A set of decision functions that characterizes the utility (or payoff) functions of

the decision makers.
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2. A construct that allows to evaluate a function with the value (or expression)

received through certain communication channel.

3. Have the capability of sending expressions through communication channels,

providing great flexibility to the function application construct.

4. A theory that has all the previous characteristics combined with the operators:

Sequential, Choice, Decision, Parallel, and the Nil and Value constructs.

5. A well defined notion of behavioral equivalence of decision systems.

There are particular differences, advantages and disadvantages between other cal-

culi and the CDS that will be discussed in Chapters 5 and 6. Before exploring these

differences and applications of the CDS to different areas, we need to formalize the

notion of behavioral equivalence of decision systems. Chapter 4 is devoted to such

definition. Then, we will turn our attention to the application of our calculus to game

theoretical problems, in particular games in extensive form. To finalize this chapter,

we provide a summary of the most relevant results and concepts that were presented.

Discussion

If we could develop a well defined general theory for the study of systems, we

would be able to not only describe and compare systems but also to apply approaches

developed for one domain to another domain. Moreover, similar to the general idea of

dynamic programming of solving different parts of a problem separately and then find

the general solution, we could use a formal language, such as the CDS, to describe two

or more interacting sub-systems belonging to different domains, and then combining

them to find the overall output of the system. To that end, we first need a well define

(formal) language to describe and compare (decision) systems; this language is the

CDS.

As we have shown in Chapter 2 there are multiple calculi used for different pur-

poses. If, for example, we want to compare the behavior of one system which has been
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described in one calculus, with another system described using the CDS, we could

use the notion of bisimulation. Moreover, if there is a particular interest in a set of

systems described using another calculus, we may be able to encode such calculus in

the CDS and then use the comparison mechanism presented in this dissertation to

gather information about the similarities in behavior between the systems. This will

allow us to study systems that interact with each other, but the underlining principles

of them lie on different domains.

3.9 Summary

In this chapter we presented the Calculus for Decision Systems. This process

calculus uses some of the ideas proposed by Milner in the popular π-calculus. We

started the chapter by defining a minimal process algebra for decision systems called

MPADS. This process algebra had some limitations, but it was shown to be expres-

sive enough to characterize simple binary decisions. The structural congruence and

operational semantics of the MPADS was presented. Using the MPADS as the ground

base, we presented several extensions that increased the expressiveness this process

algebra that eventually lead to the CDS. Once the syntax of the CDS was presented,

we defined the structural congruence, reaction rules and the polyadic version of the

calculus. Having the CDS well defined, we proved that every feasible solution of the

program min cTx, s.t. Ax ≤ b has CDS-term that characterizes it. After presenting

multiple examples of the utilization of the reaction rules, we utilized our calculus to

characterize the aircraft acquisition problem presented in [166]. We withdrew some

basic insights of the problem using the characterization of the behavior in the CDS.

At the end of the chapter we briefly discussed the behavioral equivalence of decision

systems using the CDS. We conclude the chapter with a general comparison between

the CDS and other calculi in the context of decision systems.



95

4. BEHAVIORAL EQUIVALENCE

4.1 Introduction

In this chapter we develop the notion of behavioral equivalence in the context of

decision systems. The concept of behavioral equivalence was originally developed by

Park in [5], and it is considered the hallmark of process algebras. Informally, two

processes are considered to be behavioral equivalent when their externally observed

behavior appear to be the same. In the context of decision systems, two decision

systems may have the same outcome (or reach the same decision), but the path taken

in order to reach such outcome could have been drastically different; making decisions

– for example – more expensive or inefficient. Therefore, having a mechanism to

differentiate when two decision systems are behaviorally different is important.

According to [142], there are three different classes of entity-to-entity equivalence

in a modeling study: system-to-model equivalence, model-to-model equivalence and

state-to-state equivalence. In process algebras, all modeling entities – system, model

and states– are represented by agents or processes, therefore, as it is argued in [142],

the notion of bisimulation can capture all three of these equivalences. In the case of

decision systems, we represent decision systems by processes, without differentiating

between a system, a model or a state. Therefore, the notion of bisimulation will

suffice for the study of behavioral equivalence.

Before we formally define the concept of bisimulation in the context of decision

systems, let us to introduce this mechanism, together with the necessary background

concepts, in the context of process algebras. Therefore, we first define the notion of

bisimulation in the context of process algebras in Section 4.2, and then we present,

in Section 4.3, the preliminary concepts needed in order to extend the notion of

bisimulation to decision systems. In Section 4.4, we present the formal definition of
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bisimulation in the context of the calculus of decision systems. Before summarizing

the chapter in Section 4.5, in Section 5.6 we present an example to show the insights

that bisimulation provides in the context of games in extensive form.

4.2 Process Algebras and Bisimulation

The theory of process algebras has advanced significantly since the creation of the

CCS, CSP and ACP. In this section we introduce two of the most important concepts

relevant to the theory of process algebras: labeled transition system, and Bisimulation.

4.2.1 Labeled Transition Systems

A Labelled Transition System or LTS informally speaking is similar than an

automaton without the set of initial and final states. This modification gives us the

flexibility to model systems that can start in any state and may finish in any other

state. A formal definition of an LTS is presented in Definition 4.2.1; it consists of (1)

a collection of states and (2) a collection of transitions between them. The transitions

are labelled by actions from a set Act.

Definition 4.2.1 (Labeled Transition System). Let Act be a set of actions. A labelled

transition system (LTS) over Act is a tuple (S,→) with

1. S a set of (finite) states

2. →⊆ S × Act× S is a transition relation

�

The transition s
a−→ t means that system s can evolve into system t while perform-

ing the action a. In a LTS the same label may cause a reaction in more than one

transition. If the set of actions is a singleton (i.e. Act=1), then we can assume that

the transition system is unlabeled and replace the transition for the silent transition

τ . Labelled transition systems are essential to the study of behavioral equivalence of

decision systems and processes in general. Before defining the concept of behavioral
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equivalence (or bisimulation) we need to discuss the concept of simulation. Infor-

mally, we say that a state simulates another state, if they transition to one or many

states using the exact same label(s). Formally, we can state this concept as follows.

Definition 4.2.2 (Simulation). Let (Q, T ) be an LTS, and let S be a binary relation

over Q. Then S is called a strong simulation over (Q, T ) if, whenever pSq, if p
α−→ p′

then there exists q′ ∈ Q such that q
α−→ q′ and p′Sq′. �

4.2.2 Strong Bisimulation

We can now proceed to define the concept of Bisimulation in process algebra

theory. Informally, is the mirrored relation of a simulation is also a simulation, we

say that there is a bisimulation. Formally, bisimulation is defined in Definition 4.2.3.

Definition 4.2.3 (Bisimulation). A binary relation S over Q is said to be a strong

bisimulation over the LTS (Q, T ) if both S and its converse are simulations. We say

that p and q are strongly bisimilar, if there exists a strong bisimulation S such that

pSq. �

In loose words, in order to show that there is a bisimulation between two labeled

transition systems, say LTS1 and LTS2, we need to show that for each node, si, in

LTS1 there has to be one node, tj, in LTS2 so that siStj holds. In the next section

we present some examples that clarify this concept.

4.2.3 Examples

Examples 4.1 and 4.2 provide a rather simple situation where bisimulation will

detect subtleties in the behavior of two LTS. Example 4.1 shows the existence of a

bisimulation between the two LTS, whereas example 4.2 shows the opposite.

Example 4.2.1. Consider the two labeled transition systems depicted in Figure 4.1.

One can verify that there exists a bisimulation between LTS 4.1(a) and LTS 4.1(b) by

simply verifing that each state of 4.1(a) can be simulated with some state in 4.1(b).
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s1

s2 s3

s4 s5

a a

b b

t1

t2

t3 t4

a

b b

Figure 4.1. Example of a Bisimulation.

Intuitively, automaton 4.1(a) accepts the string ab+ ab and automaton 4.1(b) the

string a(b+ b). N

Example 4.2.2. Consider the two labeled transition systems depicted in Figure 4.2.

In order to verify if there exists a bisimulation between LTS 4.2(a) and LTS 4.2(b)

we need to verify that each state of 4.2(a) can be simulated with some state in 4.2(b)

and vice versa. However, we cannot find a node in LTS 4.2(a) that simulates the

behavior of node t2 in LTS 4.2(b), i.e. There is no si in LTS 4.2(a), such that siSt2.

s1

s2 s3

s4 s5

a a

b c

t1

t2

t3 t4

a

b c

Figure 4.2. Example when there is not a Bisimulation.

Intuitively, automaton 4.2(a) accepts the string ab+ ac and automaton 4.2(b) the

string a(b+ c). N

We are now in position to define the concepts of labelled transition systems and

bisimulation in the context of decision systems. First, we need to study the concept of
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actions in the calculus for decision systems. To that end we will define what actions

are feasible in the calculus, and the semantics of those actions in the CDS.

4.3 Action Semantics for the CDS

So far, we have interpreted transitions of CDS-processes as simple reductions,

using the reduction semantics presented in Definition 3.4.1. Now we will give a

different – more general – view of processes in the context of the CDS, studying

reactions as transitions. We start by defining the possible transitions we can have in

the CDS, and then we present the action semantics of the calculus. Using this action

semantics, we can view CDS-processes as labelled transition systems. After defining

the action semantics for the CDS, we can proceed to study the notion of bisimulation

in this context. We now define the process transitions P
α→ Q which will extend the

reactions P → Q defined in the previous chapter.

• P c〈e〉−→ Q resembles the ability of process P to send the expression e along c, pro-

vided that another process, running in parallel, can perform the complementary

transition. The process Q represents the resulting change in the process.

• P c(e)−→ Q resembles the ability of process P to receive the expression e along

c, with the residual process Q representing the resulting change in the process.

Again, provided that another process, running in parallel, can perform the

complementary transition. N.B.: The use of the prefix ψ = cf [x] is a special

case of this transition; this becomes clear in Definition 4.3.1.

• P τ−→ Q; the reduction of P to Q by an arbitrary internal activity. This

resembles a reaction following the rules of the operational semantics defined on

Definition 3.4.1.

Notation: We use the symbol γ to denote an action that ranges over the set of

all input actions, and γ̄ to denote an action that ranges over the set of all output
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Table 4.1
Action semantics for the CDS

Name Transition Rule

INt c(e).P
c(e′)−→ {e′/e}P

OUTt c〈e〉.P c〈e〉−→ P

SEQt
P

α−→ P ′

P ·Q α−→ P ′ ·Q

DESt if e then P else Q
τ−→ P e ↓ true

if e then P else Q
τ−→ Q e ↓ false

RESt
P

α−→ Q

(νc)P
α−→ (νc)Q

c is not a name in α

RECt X � P
τ−→ {X�P/X}P

FUNC t cf [x].P
c(e)−→ {v/x}P f(e) ↓ v

REACTt
P

γ−→ P ′ ∧Q γ̄−→ Q′

P ||Q τ−→ P ′||Q′

CHOICEt P +Q
τ−→ P

P +Q
τ−→ Q

CONCRTt
P

α−→ P ′

P ||Q α−→ P ′||Q ∨Q||P α−→ Q||P ′

actions; N.B.: Neither γ nor γ̄ include τ . The label α denotes an action that can

range over all possible actions; input, output and it may also include τ .

Definition 4.3.1 (LTS for CDS-processes). Let L be the set of all labels. Then, a

Labelled Transition System (P , T ) of the CDS over the set of actions Act = L ∪ {τ}

is comprised by a set of states P , that has the possible process expressions, and a set

of transitions T which are exactly those that can be inferred from the rules in Table

4.1. �
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Most of the transition rules presented on Table 4.1 need no explanation. The

transition rule FUNCt resembles the ability of process P to receive the expression e

along c and substitute instantiations of x by the image of e in the mapping f . The

rule CONCRTt represents both left and right transition of the parallel composition

operator.

We are now in position to show how our LTS is related with the structural con-

gruence of the CDS. Informally, we can state that two structurally congruent CDS-

processes have essentially the same transitions; i.e., the structural congruence relation

≡ is a strong simulation for (pure) process algebras, as defined in Definition 4.2.2.

Thus, structural congruence respects transition. This result will be fundamental when

we define the behavioral equivalence between decision systems.

Lemma 4.3.1. Given two CDS-process P and Q. If P ≡ Q and P
α−→ Q, then there

exists a process Q′ such that Q
α−→ Q′ and P ′ ≡ Q′.

The proof of this result is similar than the one found in [127]. Also, [154] presents

a proof where a relation R is assumed; where PRQ if whenever P
α−→ Q there exists

some Q′ such that Q
α−→ Q′, and P ′ ≡ Q′. Then, R is also an equivalence relation

that satisfies the axioms of the structural congruence.

The following results relates reaction with the silent transition τ .

Lemma 4.3.2. Given two CDS-processes P and Q. If P −→ Q, then P
τ−→ Q′ for

some Q′ ≡ Q.

Proof . This result is proved by induction on the definition of the relation P −→ Q.

We need to show that the relation
τ−→ satisfies all the axioms and rules of −→, defined

on Definition 3.4.1.

Case [I-CHOICE]: Let P = R + S, and the transition P
τ−→ Q′ follows – in

both of the rules – directly by [CHOICEt].

Case [S-COMP]: Let P = R · S and Q′ = R′ · S, with R −→ R′ by a shorter

inference. Then, by induction R
τ−→ R′′, where R′′ ≡ R′. The result follows by

using [SEQt]. Use similar argument for the other case.
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Case [RES]: Let P = (νc)R and Q′ = (νc)S, with R −→ S by a shorter

inference. By induction R
τ−→ S ′, where S ′ ≡ S. Then, using [RESt],

(νc)R
τ−→ (νc)S ′ with S ′ ≡ S.

Case [DES]: Let P = if e then R else S and Q′ = R with e ↓ true. Then,

the transition P
τ−→ Q′ follows directly by [DESt]. Use a similar argument for

the case where e ↓ false.

Case [P-COMP]: Use a similar argument than the one used for [S-COMP].

Case [REACT]: Let P = c〈e〉.R || c(e′).S and Q′ = R||{e/e′}S. Then,

OUTt

c〈e〉.R c〈e〉−→ R

INt

c(e).S
c(e′)−→ {e/e′}S

REACTt

c〈e〉.R || c(e).S τ−→ R || {e/e′}S

Case [FUNC-A]: Let P = c〈e〉.R || cf [y].S andQ′ = R || {v/y}S with f(e) ↓ v.

Then,

OUTt

c〈e〉.R c〈e〉−→ R

f(e) ↓ v
FUNCt

cf [y].S
c(e)−→ {v/y}S

REACTt

c〈e〉.R || cf [y].S
τ−→ R || {v/y}S

Case [REC]: Let P = X � R and Q′ = {X�P/X}R, this follows straight from

[RECt].

Case [STRUC]: Use a similar argument than the one used for [S-COMP],

together with Lemma 4.3.1 to prove the result.

The converse of Lemma 4.3.2 is straightforward, since the reduction relation can

mimic internal actions. Though some of the transition rules are defined in terms of

γ and γ̄, it can be shown (see [154]) that such transition rules also suggest that if

P
τ−→ Q then P −→ Q. Then, we can state the following theorem that suggests that

reaction agrees with τ -transition.
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Theorem 4.3.1. P −→ Q ⇐⇒ P
τ−→ Q′ for some Q′ ≡ Q.

Theorem 4.3.1 shows the relationship between the reduction relationship and the

LTS via structural congruence. This will allow us to define, in the next section, when

two decision systems are behaviorally equivalent.

4.4 Strong Bisimulation for CDS

In this section we present the notion of bisimulation in the context of decision

systems. Recall that we provided the definition of strong Bisimulation for (pure)

process algebras in Definition 4.2.3. It is worth to mention that the difference between

strong bisimulation and weak bisimulation relays on whether the silent transition τ

is in the set Act (stong bisimulation), or not (weak bisimulation). In the previous

section we showed how important the silent transition relation (
τ−→) is, since it is

tightly related with reduction relation (−→).

The definition of bisimulation presented in this chapter aims to be an extension

of the definition of strong bisimulation presented in Definition 4.2.3 to the CDS.

Informally – in the context of the π-calculus – two agents are strongly bisimilar, if any

α action of one can be matched by an α action of the other. Recall that in the syntax of

the CDS presented in Figure 3.4, the second syntactic construct is the value construct

v. As discussed before, this is a necessary construct since the output of a decision

system may be a value. This values are usually influenced by the decision maker,

and therefore by the decision function that characterizes such a decision maker. Note

that the definition of bisimulation does not impose any restrictions on the decision

functions of the decision system, which suggests a problem when dealing with decision

systems. For example, making the decision between buying stock for either $1 or $2,

is different than deciding to buy stock for either $10 or $100,000; even though these

two decisions will be behaviorally the same. Therefore, we assume that the observer

basis his comparisons on the current behavior of the decision systems, assuming that

the set of decision functions is the same among the two decision systems.
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Definition 4.4.1 (Strong Bisimulation). Let (Q, T ) be an LTS, and let S be a binary

relation over Q. Then S is called a strong bisimulation over (Q, T ) if, for (P,Q) ∈ S

and α ∈ Act,

1. Func(P ) = Func(Q)

2. Whenever P
α−→ P ′ then, for some Q′, Q

α−→ Q′, and (P ′, Q′) ∈ S;

3. Whenever Q
α−→ Q′ then, for some P ′, P

α−→ P ′, and (P ′, Q′) ∈ S.

�

We may now define when two processes are said to be strongly bisimilar.

Definition 4.4.2. Given two processes P and Q. It is said that P and Q are strongly

bisimilar, written P ∼ Q, if (P,Q) ∈ S for some strong bisimulation S. �

Note that if we could relax Assumption 1, then Lemma 4.3.1 suggests that the

structural congruence (≡) will constitute a bisimulation for the CDS. Unfortunately,

as it was justified before, this is not possible. However, we can state the following

theorem.

Theorem 4.4.1. If P ≡ Q and Func(P ) = Func(Q) then P ∼ Q.

Proof . Assuming that Func(P ) = Func(Q), the result follows immediately from

Lemma 4.3.1.

N.B : In Definition 4.4.1 we can observe that any processes is trivially a member

of a strong bisimulation, since the identity relation IdQ = {(P, P )|P ∈ Q} satisfies

all the conditions. Moreover, we can state the following lemma:

Lemma 4.4.1. ∼ is an equivalence relation.

Proof . The proof follows trivially from Definition 4.4.1.
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Using Lemma 4.4.1 and Definition 4.4.1, it follows that ∼ itself is a strong bisimu-

lation; i.e., ∼ is the largest relation satisfying the conditions of a strong bisimulation

relation, that is an equivalence relation. In order to show that P ∼ Q, we have to

find a strong bisimulation relation S such that PSQ. These processes can be lengthy

process, since we have to consider all possible transitions of P and Q and their pos-

sible actions. Therefore we can define a weaker relation, strong bisimulation up to ∼,

which makes use of the the equivalence classes induced on the transition set of each

processes by the ∼ relation. Thus, two processes satisfy the relation S if their actions

and the set of decision functions are matched. Formally we can state this relation as

follows.

Definition 4.4.3 (Strong Bisimulation up to ∼). Let (Q, T ) be an LTS, and let S

be a binary relation over Q. Then S is called a strong bisimulation up to ∼ over

(Q, T ) if PSQ implies, for all α ∈ Act,

1. Func(P ) = Func(Q)

2. Whenever P
α−→ P ′ then, for some Q′, Q

α−→ Q′, and P ′ ∼ S ∼ Q′;

3. Whenever Q
α−→ Q′ then, for some P ′, P

α−→ P ′, and P ′ ∼ S ∼ Q′.

�

Having the notion of strong bisimulation and strong bisimulation up to ∼ well

defined, we can compare decision systems from a behavioral stand point. In the

next chapter we present a complete example were we use the action semantics of the

CDS and the notion of bisimulation. We show how bisimulation provides interesting

insights regarding the similarity between decision systems. In Chapter 6 we use the

action semantics and the LTS to describe a mechanical system. We now present a

summary of what we have presented in this chapter.
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4.5 Summary

In this chapter we presented the notion of bisimulation in the context of decision

systems and the CDS. We started the chapter with a brief introduction on bisimulation

in (pure) process algebras, and the concepts that are related with it. In order to define

bisimulation for our calculus we created an action semantics. This action semantics

provides the type of transitions that are allowed in the CDS and operational rules for

them. We proved the relation between transitions and reductions. In particular we

proved that, for any two CDS-terms P and Q, P → Q⇔ P
τ−→ Q′ for some Q′ ≡ Q.

After having the transition system well defined for decision systems, we formally

defined the notion of strong bisimulation. This notion of bisimulation aims to be an

extension of the notion of bisimulation for the CCS (see [121]). We proved that the

relation ∼ is an equivalence relation. To take advantage of the properties of the ∼

relation, we defined a strong bisimulation up to ∼; this will help us to avoid proving,

for example, the converse of P ∼ Q is also a bisimulation (using symmetry of ∼). In

the next chapters we provide examples on the use of bisimulation to compare decision

systems from the behavioral standpoint.
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5. CONCURRENCY AND EXTENSIVE GAMES

5.1 Introduction

In Chapter 2 we discussed the importance of game theory in the study of decision

systems when there is more than one decision maker in the system. In this chapter we

utilize the CDS to study some game theoretical problems expressed in the so-called

extensive game form (or simply, extensive games). It is our goal in this chapter to

characterize the interactions between two players within an extensive game, viewed

from the decision system standpoint. We assume that the reader has some basic

knowledge of game theory. However, in order to put some terminology in context,

we provide a short introduction to the concepts of game theory in the framework of

extensive games.

The chapter is organized as follows. We begin with a short introduction to game

theoretical concepts in the context of extensive games. In Section 5.4 we introduce

the CDS as a tool for describing interaction between extensive games, and withdraw

some properties of games such as Nash Equilibrium. We also present – in Section 5.4

– some examples and the current limitations of our calculus for the study of extensive

games. In Section 5.5 we discuss couplings of extensive games using the CDS. We

present an overview of what has been done in the study of game couplings and present

some examples using our calculus. Section 5.8 presents the advantages and current

limitations of the CDS in the context of extensive games. We finalize the chapter

with a summary of the results and conclusions.
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5.2 Game Theory and Games in Extensive Form

There are three forms of mathematical abstractions of a game: the extensive, the

normal and the characteristic function forms. The main difference not only relays

on the form the information is presented, but in the amount of information captured

by of the different forms. In this dissertation we are mainly dealing with the first

form of a game, the extensive form. For a detailed introduction to the normal and

the characteristic function forms we refer to [13]. In this section we provide a short

introduction to games in extensive form. We discuss some of the relevant theoretical

concepts that are necessary for the specification of extensive games using the CDS.

For a more detailed introduction to game theory we refer to [167,168].

The most popular representation of a game is the normal form, also called the

strategic form of a game. Games expressed in strategic form provide a compact way

of describing the aspects of a game – Table 5.1 shows a game in strategic form,

where players 1 and 2 have to choose between strategy A and strategy B, which leads

to a payoff pi,s where s is the strategy chosen by player i, i = 1, 2. However, this

representation does not show some subtleties of the game that may lead to interesting

analysis of its behavior; e.g. players’ turns and information available (or privileged)

between players.

Table 5.1
Example of a game in strategic form.

Choose A Choose B

Choose A (p1,A, p2,A) (p1,A, p2,B)

Choose B (p1,B, p2,A) (p1,B, p2,B)

As mentioned before, there is another representation of a game called extensive

form of a game. When a game is represented in an extensive form, we usually refer

to it as extensive game. The extensive form of a game captures some of subtleties

that are not available in strategic form of the game. – Figure 5.1 shows the typical
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1

2 2

A B

A AB B

(𝑝1,𝐴, 𝑝2,𝐴) (𝑝1,𝐴, 𝑝2,𝐵) (𝑝1,𝐵, 𝑝2,𝐴) (𝑝1,𝐵 , 𝑝2,𝐵)

Figure 5.1. Example of a game in extensive form.

representation of an extensive game, where the nodes represent the player, the edges

the strategies, and the leaves the payoffs of each path that lead to that payoff (called a

play); again pi,s is the payoff of a player i, i = 1, 2, by playing strategy s. We shall use

a slightly different representation of an extensive game throughout this dissertation,

see Figure 5.3. There are four important concepts that need to be discussed about

extensive games: The concept of a game tree (or game structure), information sets

(what players know in their turns), and outcomes (what is the payoff of a play).

5.2.1 Game Trees

Extensive games are modeled using a directed graph, i.e., a pair (T,E), where

T 6= ∅ is a set of vertices (or nodes) and E a set of ordered pairs (or edges) of T .

Intuitively, in a game, the vertices represent the position of the game and the arcs

the positions that can be reached after that vertex (moves). Also, any path from any
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vertex s0 to a vertex si, for some i, is a sequence of vertices (or play) that the game

can take. We now present the formal definition of a game tree (a particular type of

directed graphs).

Definition 5.2.1. A tree is a directed graph, (T,E) where the vertex, s0, called the

root (or the initial vertex), such that for every vertex si 6= s0 ∈ E, there is a unique

path starting at s0 and ending at si. �

We say that the game tree is connected when there exists a unique path starting

from the root and ending in any given terminal node (or leaf) of the game tree.

This terminal nodes are the payoff of the game. For a n-person games this payoff

is represented by a n-tuple of payoffs. In the particular case of two-person zero-sum

game (see Definition 5.3.1), the payoff of player I is what player II loses.

5.2.2 Information Sets

The next concept we need to discuss in extensive games captures the amount

of information available for each player on each move. This is called information

sets. In each turn, a player may or may not know what the other player has done,

depending on the information set of that turn. For example, in an arbitrary turn,

player I may know the strategy (or move) player II played before him. In the case of

games with complete information, the information sets are singletons. Meaning that

in each turn, each player knows exactly what his or her position on the tree is. In

games with incomplete information, the cardinality of the information set is greater

than one, meaning that a player may not know the stage of the game (i.e., whether

the other player has played or not by the time when he/she has to move). This fact is

represented by either a dotted line or a dotted enclosing between the nodes that belong

to the same information set. Figure 5.2 shows a game with incomplete information,

where player 2 does not know whether player 1 played A or B. The information set

of player two is the set {2A, 2B}. We shall define a game with complete (or perfect)

information in Section 5.3.
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1

2A 2B

A B

A AB B

(𝑝1,𝐴, 𝑝2,𝐴) (𝑝1,𝐴, 𝑝2,𝐵) (𝑝1,𝐵, 𝑝2,𝐴) (𝑝1,𝐵 , 𝑝2,𝐵)

Figure 5.2. Example of a game in extensive form with incomplete information.

5.2.3 Outcomes

The last concept we need discuss regarding a game is the outcome of the game,

which occurs at the end of each play of the game. The outcome of the game can be

represented by the quantification of some kind of reward (or loss). For example the

monetary prize received (or lost) in a gamble, or the dissatisfaction or frustration of

seeing someone winning what you could have won, or a subjective reward of winning

or losing a game. These outcomes are specified a priori in a game, by some sort of

function that assigns an outcome to a specific play. Each of the leaves of the game tree

represent a possible termination point of the game. Each termination point has an

associated outcome with it. Throughout this chapter we use the terms outcome and

payoff interchangeably. The set of outcomes of Figure 5.1 is given by the following

set:

{(p1,A, p2,A), (p1,A, p2,B), (p1,B, p2,A), (p1,B, p2,B)}
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After introducing the concepts of game tree, information sets and outcomes, we

shall now proceed to define the concept of a two-person, zero-sum extensive game.

5.3 Two-person Zero-sum Extensive Game

Two-person games play an essential role in game theory. This section aims to de-

fine some of the crucial concepts for the study of two-person zero-sum extensive games

in the context of this dissertation. We do not provide a comprehensive introduction

to these concepts, but we define those that are more relevant to the work we develop

using our calculus in later sections. In this section we formally define the concepts of

two-person zero-sum extensive game, strategy, and subgame perfect equilibrium.

Definition 5.3.1. A finite two-person zero-sum extensive game is given by

1. A finite tree with vertices T .

2. A payoff function that assigns a real number to each terminal vertex.

3. A set T0 of non-terminal vertices (representing positions at which decisions

occur) and for each t ∈ T0, a probability distribution on the edges leading from

t.

4. A partition of the rest of the vertices (not terminal and not in T0) into two

groups of information sets T11, T12, . . . , T1k1 ( for Player I) and T21, T22, . . . , T2k2

(for Player II).

5. For each information set Tjk, for player j, a set of labels Ljk, and for each

t ∈ Tjk, a one-to-one mapping of Ljk onto the set of edges leading from t.

�

Definition 5.3.2. A game of perfect information is an extensive game in which

each information set of every player is a singleton. �
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In games of perfect information, each player knows all the past moves of the game,

including the so-called chance moves ; i.e., moves made by “nature” or moves made

by a player with no strategic interests in the outcome of the game. For example, in

tic-tac-toe and chess each player has knowledge of all the past moves of each player

during the game, even when they made the first (chance) move to decide who will

play first in the game.

We are now in position to present an example of a two-person zero-sum extensive

game. The objective of Example 5.3.1 is to show the game tree representation of a

two-person zero-sum extensive game.

Example 5.3.1. Lets assume we have two firms. Firm 1 is a monopolist and Firm

2 has the opportunity to enter the market. After Firm 2 enters, Firm 1 will have

to either “compete” or “share” the market with Firm 2. If Firm 2 does not enter

the market, Firm 1 continues with the monopoly. This situation can be depicted as

follows:

Firm 2

(2, 0)

Out

Firm 1

(−1, 1)

Compete

(1, 1)

Share

In

Figure 5.3. Example of a game tree.

N

We have been discussing different concepts related to games, in particular, we have

mentioned several times that players have strategies which lead them to an outcome.
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However, we have not formally defined the concept of strategy. In loose words, a

strategy is a plan that a player will execute in every situation. We have to be careful

about differentiating between a strategy and a move. A strategy is a plan of action,

given any particular situation throughout the game; i.e., a strategy is an algorithm

that will tell us what to do if we encounter a particular situation in the game. A

move, on the other hand, is an action taken by a particular player at some point

during the game. We shall now formally define the concept of strategy. There are

three types of strategies: Pure Strategies, Mixed Strategies, and Behavioral Strategies.

The three concepts diverge in the stochasticity they add to the game.

Definition 5.3.3. A pure strategy for player i in an extensive game is a function

si : Hi → Ai such that si(h) ∈ A(h) for each h ∈ Hi. Where Hi is the set of

information sets at which player i moves, and Ai is the set of actions available to i at

any of his information sets. �

The strategy set of a player is the set of pure strategies available to that player in

a game. In Example 5.3 Firm 1 has two pure strategies Compete and Share, and Firm

2, In and Out. Sometimes a player may be indifferent between the potential outcomes

of a game, thus, he/she may decide to randomize between playing one or any of the

other strategies of the game. In this case, the player will assign a probability to each

of the pure strategies. The resultant (randomized) strategy is called a mixed strategy.

Formally,

Definition 5.3.4. A mixed strategy for player i in an extensive game is a probabil-

ity distribution (collection of weights) over pure strategies that capture the frequency

each move is to be played. �

There is one more type of strategy that instead of assigning a probability to each

of the pure strategies, it assigns to each information set a probability distribution

over the set of possible actions of the player, injecting more stochasticity than mixed

strategies. We refer to this type of strategy as behavioral strategy.

We now define the concept of game of perfect recall.
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Definition 5.3.5. A game of perfect recall is a game where:

1. A player never forgets previous decisions made during the game.

2. A player never forgets information he had available for decisions made in the

past.

�

In games of perfect recall for any mixed strategy there is an equivalent behavioral

strategy and vice versa (Kuhn’s Theorem [169]). Therefore, mixed strategies and be-

havioral strategies are equivalent in this type of games. Throughout this dissertation

we deal with games with perfect recall, therefore we will use mixed strategies and

behavioral strategies interchangeably.

5.3.1 Nash Equilibrium

Suppose that each player i (i = 1, . . . , n) chooses a strategy si in the extensive

game G. The sequence s = (s1, . . . , sn) of strategies is called a strategy profile for the

game G, if s determines a unique path through the game tree, and hence a unique

terminal node t ∈ T . The payoff fi(s) to player i under the strategy profile s is

defined to be f(t), where f = (f1(s), . . . , fn(s)) is the payoff function for s ∈ S, and

S is the strategy profile set.

An strategy profile is said to be a Nash Equilibrium if it contains all the strategies

in which neither player can increase his expected payoff by unilaterally changing his

strategies. Formally,

Definition 5.3.6 (Nash Equilibrium). Let Si be the strategy set for player i, and

let si, s−i ∈ Si be a strategy profile of player i and the strategy profile of all players

except for player i, respectively. A strategy profile s∗ ∈ S is a Nash Equilibrium if no

unilateral deviation in strategy by any single player is profitable for that player; i.e.,

for all si ∈ Si,

fi(s
∗
i , s
∗
−i) ≥ fi(si, s

∗
−i) ∀i ∈ {1, . . . , n} (5.1)

�
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If s∗ ∈ S is comprised uniquely by pure strategies, we say that s∗ is a Pure Nash

Equilibrium. On the other hand, if s∗ ∈ S is comprised of at least one mixed strategy,

we say that s∗ is a Mixed Nash Equilibrium. We shall now define the concept of

subgame and subgame Perfect Equilibrium.

Definition 5.3.7 (Subgame). Let G be an extensive game. G′ is a subgame of G.

if it is composed by

(i) The same information sets, payoffs and feasible moves at terminal nodes.

(ii) A set Y ⊂ T , where T is the set of nodes of G, where Y is formed by a single

non-terminal node x and all its successors such that if y ∈ Y, y′ ∈ h(y) then

y′ ∈ Y .

�

The informal intuition of a subgame is that, when considered in isolation, a sub-

game constitutes itself a game. The concept of subgame is necessary when defining

the concept of subgame perfect equilibrium. In Example 5.3, there are two subgames:

• The entire game (which is always a subgame).

• The (sub)game after Firm 2 enters the market.

Definition 5.3.8 (Subgame Perfect Equilibrium). A strategy profile s is a subgame

perfect equilibrium of a game G if it induces a Nash equilibrium in every subgame

of G. �

Subgame perfection rules out incredible threats by assuming that whenever a move

is made, players will always optimize by moving forward. Since every extensive game

has a Nash Equilibrium [170], and the entire game is always a subgame, any Subgame

Perfect Equilibrium must also be a Nash Equilibrium.

In this section we briefly presented concepts that are necessary to have a basic idea

of Game Theory, in particular extensive games. Some of this concepts are necessary in
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order to study the specification of extensive games using our process algebra. In the

next section we put our process algebra to work. Using the CDS we will characterize

the interactions between players in an extensive game. Also, we define expressions

that help us to prove whether a strategy profile is a Subgame Perfect Equilibrium.

5.4 Using the CDS to study Extensive Games

In this section we use the CDS to characterize the interactions between players in

an extensive game. We start by defining some of the concepts presented in previous

sections of this chapter. Then, we present an example of an extensive game as a CDS-

process. After the example, we define the concept of subgame perfect equilibrium of

a two-person zero-sum game with perfect information and sequential moves.

Recall the syntax of the CDS presented in Figure 3.4. We would like to define a

shorthand of the process ’if then else ’ that will simplify our notation throughout

this section.

Definition 5.4.1. The process switch(x){x0 ⇒ r0, . . . , xk−1 ⇒ rk−1, rk} is syntactic

sugar of a set of k nested ‘if then else’ CDS-terms. If rk is not in the process, it

is assumed to be the CDS-process ‘0’. �

The interpretation of the process switch(x){x0 ⇒ r0, . . . , xk−1 ⇒ rk−1, rk} for the

case where k = 3 is as follows:

switch(x){x0 ⇒ r0, x1 ⇒ r1, x2 ⇒ r2, r3} ≡

if x0 then r0 else (if x1 then r1 else (if x2 then r2 else r3 ) )
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Using this syntactic sugar, equation 3.10 looks as follows:

TL
def
= c(x).switch(x){

(current DOC = 0) ∨ (current DOC > x)⇒ Assign〈current DOC, x, TL〉,

(current DOC < x)⇒ c1〈P ′X , R′X〉.AS,

(current DOC = x)⇒ switch(x){

(inc = N)⇒ decision(current DOC,PX , RX),

inc.c1〈P ′X , R′X〉.AS

}}

We shall now present some definitions relevant to the application of the CDS to

games in extensive form.

5.4.1 Definitions

In this section we begin by defining a two-person zero-sum game as a CDS process.

Definition 5.4.2 (Two Person Game). A two-person game is the CDS-process

J || P1 || P2 || U . Where

1. J is a process called the structure of the game.

2. P1 and P2 are processes representing players 1 and player 2, respectively.

3. U is the payoff structure of the game.

�

This is a broad definition in the sense that (1) it does not constrain the depth of

the game tree, represented by J . In fact, it does not even constrain J to be a game

tree. (2) Processes P1 and P2 are running concurrently, so extending this definition

to a n-person game seems trivial; it will depend on the structure of the game and its

payoff. (3) The payoff structure of the game, U , does not constrain the payoff to be

of a specific type (zero sum, or non-zero sum), this will be defined by the definition

of the process U . We now define the set of strategies as a CDS process.
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Definition 5.4.3 (Strategy Set). Let ski be an expression of the CDS. The set of all

possible strategies of player i in a game J ||P1||P2||U is given by:

Si(J) = {ski|J = ci(x).switch(x){sk0 ⇒ J0, . . . , skn ⇒ Jn}}

for all k = 1, . . . , K, and i = 1, 2. �

Recall from Section 5.3 that “A strategy is a plan of action, given any particular

situation throughout the game”. All the elements ski of Si(J) are those plans of

action to be executed in a given situation during the game. N.B.: Given two players

i and j, a strategy profile is a subset of the union of Si ∪ Sj.

Definition 5.4.4 (Players). Player i is a process, Pi, that sends a strategy ski ∈ Si(J)

using channel ci and stops. i.e.,

Pi = c̄i〈ski〉.0

�

Since we are representing a player by a process, every time a player chooses a

different strategy will be represented by a different process, i.e., There is one process

(player) for each strategy in the game. The set of all ‘process-players’ is defined in

Definition 5.4.5.

Definition 5.4.5 (Process Players). The set of all Process-Players of player i is given

by,

Pi(J) = {Pi|∃ski ∈ Si(J), such that Pi = c̄〈ski〉.0,∀k ∈ |Si|}

�

Using the concept defined in Section 5.2.3 and the definition of −→∗ in Section

3.4, we define the set of outcomes of the game J as follows:

Definition 5.4.6 (Outcomes). The Outcomes of a game is a set of all possible

outcomes that the players can obtain in a particular game. i.e., Given a game

J ||P1||P2||U ,

outcomes(J) = {(m,n)|∃P1 ∈ P1(J),∃P2 ∈ P2(J), s.t. J ||P1||P2||U →∗ (m,n)}
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�

Using the definitions of these sections we shall now present an example were we

use CDS-terms to describe the interactions between players in a two-person game.

5.4.2 Example

Example 5.4.1 (Extensive Game). Assume that we have the two-person zero-sum

game with perfect and complete information depicted in Figure 5.4. Also assume that

the payoff function is given by f((n,m)) = (n,m). Then this game is the process

J ||P1||P2||U .

Player 1

Player 2

(1, 2)
right

(0, 0)
left

down

Player 2

(3, 1)
right

(2, 0)
left

up

Figure 5.4. Example of a extensive-form game with perfect and com-
plete information.

The structure J of the extensive game depicted in Figure 5.4 is given by the

process:

J = c1(x).switch(x){

up⇒ c2(y).switch(y){left⇒ c̄3〈(2, 0)〉.0, right⇒ c̄3〈(3, 1)〉.0}

down⇒ c2(y).switch(y){left⇒ c̄3〈(0, 0)〉.0, right⇒ c̄3〈(1, 2)〉.0}}
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Using Definition 5.4.3, we can identify the set of strategies for each player. The

set S1 and S2 represent such sets for player 1 and player 2, respectively.

S1(J) = {up, down}

S2(J) = {left, right}.

Using Definition 5.4.5, the set of Process-Players containing all processes that

represent each possible strategy for each player is given by:

P1(J) = {c̄1〈up〉.0, c̄1〈down〉.0}

P2(J) = {c̄2〈left〉.0, c̄2〈right〉.0}

Using Definition 5.4.6, the set of all possible outcomes of the extensive game is

outcomes(J) = {(2, 0), (3, 1), (0, 0), (1, 2)}.

Recall the reduction semantics of the function application prefix, [FUNC-A], in

Definition 3.4.1. Since we know that the prefix ψ = cf(x) will receive a payoff of a

player (i.e., a value), and we defined on the syntax of the CDS (ref. Figure 3.3.) the

process value v, then the payoff process of the extensive game is given by

U = c3f(x).x

Therefore, this process is reduced to the value received through channel c3; i.e.,

Assuming that the value v is received through channel c3, and since f(v) ↓ v, then

c3f(x).x −→ v.

Note that for P1 = c̄1〈up〉.0, P2 = c̄2〈right〉.0 and J1 = c2(y).switch(y){left ⇒

c̄3〈(2, 0)〉.0, right⇒ c̄3〈(3, 1)〉.0},

J ||P1||P2||U ≡ J || c̄1〈up〉.0 || c̄2〈right〉.0 || c3f(x).x

→ J1 || 0 || c̄2〈right〉.0 || c3f(x).x

→ c̄3〈(3, 1)〉.0 || 0 || 0 || c3f(x).x

→ (3, 1)
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which is written as

J ||P1||P2||U → J1 || c̄2〈right〉 || c3f(x).x

→ c̄3〈(3, 1)〉 || c3f(x).x

→ (3, 1)

Or simply,

J ||P1||P2||U →∗ (3, 1)

N

5.4.3 Subgame Perfect Equilibrium

In this section we want to use the CDS to compute Subgame Perfect Nash Equilib-

ria as defined by Definition 5.3.8. We will consider the case where the payoff functions

are of the form f(x) = x.

Definition 5.4.7. Assuming a payoff function of the form f(x) = x. The subgame

perfect equilibrium of a two-person zero-sum game J ||P1||P2||U , with perfect infor-

mation and sequential moves, is given by the sequence of strategies
⋃
i∈{1,2}Eqi(J)

where

Eqi(J) = {(sji)kj=1}|∃{sji} ⊆ Si(J), s.t. si1 →∗ payoff eq(J)}

and,

payoff eq(J) = (m,n) ∈ outcomes(J) is such that

1. If J = c1(x).switch(x){s11 ⇒ J1, . . . , sn1 ⇒ Jn} and P1 = c̄1〈si1〉.P ′1 then

∀(m′, n′) ∈ outcomes(J), s.t. payoff eq(Ji) = (m′, n′) and n′ ≥ n⇒ m′ <

m.

2. If J = c2(x).switch(x){s12 ⇒ J1, . . . , sn2 ⇒ Jn} and P2 = c̄2〈si2〉.P ′2 then

∀(m′, n′) ∈ outcomes(J), s.t. payoff eq(Ji) = (m′, n′) and m′ ≥ m⇒ n′ <

n

The process payoff eq(J) carries out the payoff of the profile
⋃
i∈{1,2}Eqi(J). �
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Using Definition 5.4.7, in Example 5.4.1 the subgame perfect Nash equilibrium is⋃
i∈{1,2}Eqi(J), where

Eq1(J) = (up)

Eq2(J) = (right)

with a payoff of payoff eq(J) = (3, 1).

5.4.4 Discussion of results

We were able to characterize the behavior of an extensive game. In this case – in

the example – we intentionally assumed a typical, rather simple, game structure that

allowed us to clearly exemplify the utilization of the CDS in this context. However,

expressing a more complex game tree as a CDS-process should not be a difficult task.

Since each strategy is represented by a process, the reduction of the game J ||P1||P2||U

depends on the selection of P1 and P2, this may not seem ideal, since there will be a

reduction for each pair of strategies. However, since the reductions are smoothly done

by our operational semantics, the reductions are not complicated to perform; note

that we were able to reach a leaf of the game tree in three (logical) computational

steps.

Computing the subgame perfect equilibrium was also possible for a particular case

of extensive games. The strategy profile that leads to that equilibrium was also found.

These notions can be easily extend to the case of more than two players in the game.

5.5 Coupling Extensive Games using the CDS

In this section we want to use the CDS to couple extensive games. The main

motivation to study this case of decision systems is due to its strategic application in

situations of conflict of interests; i.e., in situations where knowing information about

a particular situation can help to resolve favorably other situation that is happening
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concurrently. Also, playing games in parallel can resemble the learning from one

situation in order to apply it to another, concurrently [171].

Two games can be coupled either sequentially or concurrently. Gosh et al, in [171],

studied games played in both fashions, from the perspective of Kripke structures1 and

dynamic logic. Gosh et al, reason about the structure of extensive games, therefore

they work with “extensive form games embedded in Kripke structures rather than

with effectivity functions.” In our case, we take into account the payoff (or decision)

functions which define the payoff of the players.

5.5.1 Sequential Composition

Coupling extensive games in a sequential fashion has been well studied in the

literature, not only by logicians like [171], but by game theorists. The main result in

sequential composition of extensive games is the following: Suppose we are given two

finite extensive games G1 and G2, having game structures J1 and J2, respectively.

Then, the sequential composition of G1 and G2, written – in CDS-terms – as G1 ·G2,

is generated by concatenating the game structure J2 to each one of the leaves of the

game structure J1. To illustrate this, assume the game trees depicted in Figure 5.5(a).

The resultant game structure of the game G1 ·G2 is depicted in Figure 5.5(b).

5.5.2 Parallel Composition

To illustrate how to characterize parallel composition between extensive games

using CDS-terms, assume that we have three players playing two two-person zero-

sum games with perfect and complete information. Assume that Player 2 is playing

the extensive game depicted in Figure 5.6, call it J1, and concurrently she is playing

another game, say J2, depicted in Figure 5.7.

We want to illustrate the situation where Player 2 mimics the behavior of her

1A Kripke structure [172] is a non-deterministic state-transition graph use to represent the behavior
of a system; i.e., it is a variation of a NFA.
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Player 2

p22

s22

p21

s21

Player 1

p12

s12

p11

s11

(a) Atomic game structures J1 and J2,

of games G1 and G2, respectively.

Player 1

Player 2

p12 + p22

s22

p12 + p21
s21

s12

Player 2

p11 + p22

s22

p11 + p21
s21

s11

(b) Resultant game tree of the Sequential composition G1 ·G2.

Figure 5.5. Example of a extensive-form game with perfect and com-
plete information.

opponent in game J1, in another game, J2, where she is playing versus another op-

ponent; i.e., she learns from Player 1 in J1 and replicates his actions in J2 where she

is playing against player 3. For simplicity assume that all the payoff functions f1, f2

have the form fi((n,m)) = (n,m) – this assumption can be easily modified.
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Player 1

Player 2

(1, 2)
right

(0, 0)
left

down

Player 2

(3, 1)
right

(2, 0)
left

up

Figure 5.6. Game 1 (J1).

Player 2

Player 3

(3, 1)
stop

(1, 2)
go

down

Player 3

(2, 1)
stop

(0, 0)
go

up

Figure 5.7. Game 2 (J2).

The structure of Game 1 is given by the CDS-process J1 defined as:

J1 = c1(x).switch(x){

up⇒ c̄2
′〈up〉.c2(y).switch(y){left⇒ c4〈(2, 0)〉.0, right⇒ c4〈(3, 1)〉.0}

down⇒ c̄2
′〈down〉.c2(y).switch(y){left⇒ c4〈(0, 0)〉.0, right⇒ c4〈(1, 2)〉.0}}
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The structure of Game 2 is given by the CDS-process J2 defined as:

J2 = c′2(x).switch(x){

up⇒ c3(y).switch(y){go⇒ c̄5〈(0, 0)〉.0, stop⇒ c̄5〈(2, 1)〉.0}

down⇒ c3(y).switch(y){go⇒ c̄5〈(1, 2)〉.0, stop⇒ c̄5〈(3, 1)〉.0}}

Thus, the structure of the game is given by

J = J1 || J2.

Similar to Example 5.4.1, we will study the reduction of the extensive game assuming

P1 = c1〈up〉.0 and P2 = c2〈right〉.0. Then, the process J ||P1||P2||P3||U is reduced in

the following manner:

J ||P1||P2||P3||U ≡
J︷ ︸︸ ︷

J1 || J2 ||
P1︷ ︸︸ ︷

c̄1〈up〉.0 ||
P2︷ ︸︸ ︷

c̄2〈right〉.0 ||
P3︷ ︸︸ ︷

c̄3〈stop〉.0 ||
U︷ ︸︸ ︷

c4f1(x).x || c5f2(x).x

→ J ′1 || J2 || 0 || c2〈right〉.0 || c3〈stop〉.0 || c4f1(x).x || c5f2(x).x

→ c4〈(3, 1)〉 || J ′2 || 0 || 0 || c3〈stop〉.0 || c4f1(x).x || c5f2(x).x

→ (3, 1) || c5〈(2, 1)〉.0 || 0 || 0 || 0 || 0 || c5f2(x).x

→ (3, 1)︸ ︷︷ ︸
Payoff of J1

|| → (2, 1)︸ ︷︷ ︸
Payoff of J2

where,

• J ′1 = c̄2
′〈up〉.c2(y).switch(y){left⇒ c̄4〈(2, 0)〉.0, right⇒ c̄4〈(3, 1)〉.0}, and

• J ′2 = c3(y).switch(y){go⇒ c̄4〈(0, 0)〉.0, stop⇒ c̄5〈(2, 1)〉.0}

The reductions of the process J ||P1||P2||P3||U can be written as

J ||P1||P2||P3||U → J ′1 || J2 || c2〈right〉 || c3〈stop〉 || c4f1(x).x || c5f2(x).x

→ c4〈(3, 1)〉 || J ′2 || c3〈stop〉 || c4f1(x).x || c5f2(x).x

→ (3, 1) || c5〈(2, 1)〉 || c5f2(x).x

→ (3, 1) || → (2, 1)
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or simply,

J ||P1||P2||P3||U →∗ (3, 1) and J ||P1||P2||P3||U →∗ (2, 1)

The subgame perfect equilibrium for each individual game is given by Eq1(J1) =

(up), Eq2(J1) = (right) and Eq1(J2) = (up), Eq2(J2) = (stop) with payoffs of

payoff eq(J1) = (3, 1), and payoff eq(J2) = (2, 1). The subgame perfect equilibrium

and the payoffs of the players are given in Table 5.2.

Table 5.2
Payoffs of the three players.

Player Strategy Payoff

1 〈up〉 3

2 〈right, up〉 1+2=3

3 〈stop〉 1

5.5.3 Example

Example 5.5.1. Assume that we have the two-person zero-sum game with perfect

and complete information depicted in Figure 5.8. In this example, the players will

play the same game two times concurrently, alternating strategies between games.

There is a small delay (one computational step) that allows players to know what

strategy they use in the first iteration of the game, so that they can decide which

strategy will be used in the other (concurrent) iteration of the game – The case where

this delay is not considered is presented in Section 5.6. Also assume that the payoff

functions f1, f2 have the form fi((n,m)) = (n,m).

The structure of the first instance of the game is given by the process:

J1 = c1(x).switch(x){

up⇒ c̄1
′〈down〉.c2(y).switch(y){left⇒ c̄2

′〈right〉.pay1〈(2, 0)〉.0, right⇒

c̄2
′〈left〉.pay1〈(3, 1)〉.0}
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Player 1

Player 2

(1, 2)

right

(0, 0)

left

down

Player 2

(3, 1)

right

(2, 0)

left

up

Figure 5.8. Extensive game played two times concurrently.

down⇒ c̄1
′〈up〉.c2(y).switch(y){left⇒ c̄2

′〈right〉.pay1〈(0, 0)〉.0, right⇒

c̄2
′〈left〉.pay1〈(1, 2)〉.0}}

The structure of the second instance of the game is given by the process:

J2 = c′1(x).switch(x){

up⇒ c′2(y).switch(y){left⇒ pay2〈(2, 0)〉.0, right⇒ pay2〈(3, 1)〉.0}

down⇒ c′2(y).switch(y){left⇒ pay2〈(0, 0)〉.0, right⇒ pay2〈(1, 2)〉.0}}

Assume that Player 1 decides to play down and Player 2 plays left in the first

instance of the game (J ′). Then,

J ||P1||P2||U ≡
J︷ ︸︸ ︷

J1 || J2 || c1〈down〉 || c2〈left〉 ||
U︷ ︸︸ ︷

pay1f1(x).x || pay2f2(x).x

→ J ′1 || J2 || c2〈left〉 || pay1f1(x).x || pay2f2(x).x

→ c̄2
′〈right〉.pay1〈(0, 0)〉 || J ′2 || pay1f1(x).x || pay2f2(x).x

→ pay1〈(0, 0)〉 ||pay2〈(3, 1)〉 || pay1f1(x).x || pay2f2(x).x

→ (0, 0) || → (3, 1)

N
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5.5.4 Discussion of results

Using the syntax and reduction semantics of the CDS we were able to characterize

the interactions between (1) three players playing two extensive games where one of

the players is playing in both game concurrently, and (2) two players are playing two

instances of the same game concurrently. If we would have had to use a game tree to

express either of the situations presented in this section, such structure would have

been significantly more complicated than the structure of one of the individual game

trees depicted in Figure 5.6 or Figure 5.7. However, using the CDS we were able to

reach the leaves of the tree in only one more computational step than if the structure

of the game was that of Figure 5.6.

5.6 Bisimilar Extensive Games

The goal of this section is to apply the concepts presented in Chapter 4 in the

context of extensive games. The notion of bisimilarity will allow us to compare when

two extensive game are similar from the perspective of an observer. Therefore, we

present two cases where the resultant extensive game of one case is not trivially

comparable with the other.

Let us assume the following situation:

(I) G1 is the resultant game after coupling two games, G′1 and G′′1, such that Player

1 and Player 2 play two instantiations of the same game in parallel. Unlike

Example 5.5.1, since players are not alternating strategies, in this case both

players are playing the two games exactly at the same time. For illustration

purposes we will assume that players will play the same strategy they play in

G′1 in G′′1. Figure 5.9(a) shows the game tree of G′1, which is the same than G′′1.

As it is customary at this point, assume that the payoff functions f1, f2 have

the form fi((n,m)) = (n,m).
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(II) G2 is the resultant game after coupling two games such that Player 2 plays two

games in parallel, G′2 and G′′2. Player 2 is the last player for both games. In

addition, in G′′2 she just mimics the decision made in G′2. Figure 5.9 shows the

game trees of G′2 (Fig. 5.9(a)) and G′′2 (Figure 5.9(b)). We are assuming that

the players involved in G2 are the same than those involved in G1.

Player 1

Player 2

(1, 2)
right

(0, 0)
left

down

Player 2

(3, 1)
right

(2, 0)
left

up

(a) Game tree of G′
1 and G′

2.

Player 2

(2, 0)

left

(3, 1)

right

(b) Game tree of G′′
2 .

Figure 5.9. Game trees of G1 and G2.

Assuming that Player 1 plays up and Player 2 plays left in G1, the reductions

are as follows (note that the strategies played by the players are irrelevant to our

purposes):
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s11

s12 s14 s16

s13 s15 s17

c1〈up〉

c1〈up〉

c2〈left〉 c5((2, 0))

c4〈left〉 c6((2, 0))

Figure 5.10. LTS of G1.

J11 || J12 || c1〈up〉.c3〈up〉 || c2〈left〉.c4〈left〉 || c5f1(x).x || c6f2(x).x

−→ J ′11 || J ′12 || c2〈left〉.c4〈left〉 || c5f1(x).x || c6f2(x).x

−→ c5〈(2, 0)〉 || c6〈(2, 0)〉 || c5f1(x).x || c6f2(x).x

−→ (2, 0) || (2, 0)

We want to express this game as a LTS as defined in Section 4.3. To that end, we

start by naming each state of the system as follows:

J11 || J12 || c1〈up〉.c3〈up〉 || c2〈left〉.c4〈left〉 || c5f1(x).x || c6f2(x).x (S11)

−→ J ′11 || J ′12 || c2〈left〉.c4〈left〉 || c5f1(x).x || c6f2(x).x (S12, S13)

−→ c5〈(2, 0)〉 || c6〈(2, 0)〉 || c5f1(x).x || c6f2(x).x (S14, S15)

−→ (2, 0) || (2, 0) (S16, S17)

Using the transition defined in Table 4.1, we can define the LTS presented in Figure

5.10.
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s21 s22

s23 s25

s24 s26

c1〈up〉

c2〈left〉

c4〈left〉

c5((2, 0))

c6((2, 0))

Figure 5.11. LTS of G2.

Similarly, the reductions, together with the state names, of G2 is given by

J21 || J22 || c1〈up〉 || c2〈left〉.c4〈left〉 || c5f1(x).x || c6f2(x).x (S21)

−→ J ′21 || J22 || c2〈left〉.c4〈left〉 || c5f1(x).x || c6f2(x).x (S22)

−→ c5〈(2, 0)〉 || c6〈(2, 0)〉 || c5f1(x).x || c6f2(x).x (S23, S24)

−→ (2, 0) || (2, 0) (S25, S26)

The LTS for G2 is depicted in Figure 5.11.

Now we would like to investigate if G1 and G2 are bisimilar. This is stated in the

following theorem.

Proposition 5.6.1. Given the rules described in (I) and (II). The extensive games

G1 and G2 are bisimilar in the CDS.

Proof . We need to verify the conditions of Definition 4.4.1 hold. Indeed,

(1) Func(P ) = Func(Q)

Condition (1): Since we are assuming that the players involved in G2 are the

same than those involved in G1, then Func(G1) = Func(G2).
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(2) Whenever P
α−→ P ′ then, for some Q′, Q

α−→ Q′, and (P ′, Q′) ∈ S;

(3) Whenever Q
α−→ Q′ then, for some P ′, P

α−→ P ′, and (P ′, Q′) ∈ S.

Conditions (2) and (3): Assume that Player 1 plays up and Player 2 plays

(left). Then, it is easy to show that for every state S1i in the LTS depicted in

Figure 5.10, we can find a state S2i in the LTS depicted in Figure 5.11 such that

S1i simulates S2i, and vice versa. We can relax the assumption on the strategies

played by the players and obtain the corresponding labelled transition systems.

Then, the result follows by applying the same procedure described above.

5.6.1 Discussion of results

Using the the LTS and notion of bisimulation for the CDS, we were able to compare

two extensive games from the behavioral standpoint. We assumed that the players

of the two games G1 and G2 were the same so that the decision/payoff functions

were the same. For this reason the proof of condition 1 was straightforward. For

simplicity of illustration, the form of the decision functions was assumed to be that

of a fixed point. However, these functions could have been of any other form as long

as Func(G1) = Func(G2).

Proposition 5.6.1 suggests that, with some probability, playing two concurrent

games as first player or second player is behaviorally equivalent. This result pre-

sumes that conditions described in (I) and (II). If we relax those conditions, the two

extensive games may not be bisimilar; i.e., if, for example, Player 1 in G1 does not

play the same strategy in both instantiations of the game, the resultant LTS may

behave differently than the LTS of G2.
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5.7 Extensive Games and Organizational Structures

The goal of this section is to show an implementation of the CDS to organiza-

tional structures. Organizational structures play an important role in the study of

decision systems because they can be seen as a decision systems with multiple de-

cision makers. In this section we do not present an introduction to the theory of

organizational structures. Our objective is to show how an organizational structure

can be characterized using the CDS.

5.7.1 Process Algebras and Organizational Structures

The application of process algebras to the study of organizational structures is

relatively new and is still an active area of research. In 2002, Ulrich [173] proposed

a framework that claims to be useful for describing the activity of an organization.

He acknowledges the potential uses of process algebras to modeling organizations,

although he believes they lack of expressiveness of domain level concepts. In that same

year, Arkin et al published their work on Business Process Modeling Language [174],

which uses π-calculus as its foundations. In 2003, Smith [175] published a work

entitled “Business process management; the third wave: business process modeling

language (bpml) and its π-calculus foundations” where he argues the uses of process

algebras – in particular π-calculus – to capture, describe and manage whole processes

in an organization. A few years later, in 2006, F. Puhlmann [176] published a paper

where he discusses the applicability of process algebras as a formal foundation for

Business Process Management (BPM).

Smith and Fingar in [177] claim that workflow patterns and the services provided

by work-flow engines can be modeled with languages derived from π-calculus. This

publication turned out to be rather controversial [178] and urged the interest in π-

calculus as a tool for studying problems in Organizational Theory and related areas.

The following section presents a rather simple organizational structure where the

interactions between the elements of the structure are characterized using the CDS.
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5.7.2 CDS and Organizational Structures

Organizational structures are not organized for the sake of organization, but to

produce a product or a service; i.e., a decision. Using mechanisms such as the CDS

for the study of organizational structures can be seen as a natural choice, because

this type of process algebras can easily characterize the flow of information between

processes. Also, in the particular case of the CDS, the theory behind this calculus

could be used for comparing two different structures using bisimulation. We have

shown how we can couple different extensive games using the CDS. In this context,

we could think of an organizational structure as an organized structure of extensive

games that eventually lead to a decision. The input of an arbitrary element of the

organization is the output of its predecessor; i.e., the solution of the extensive game

played by two players in an organization affects all the chain of command (or unity of

command) of each of these players. The following example shows how the information

can be shared within an organizational structure.

Example 5.7.1. Consider a healthcare institution with the structure depicted in

Figure 5.12. Assume the simplest case where the information flows in one direction

and there is no back communication after this. Using the syntax provided in Figure

3.3, we have the following process:

At level 1: The CEO is the process A.c1〈x〉, meaning that he behaves like A

and sends information using channel c1.

At level 2: The COO is a process c1(x).B.c2〈y〉 meaning that he receives infor-

mation through channel c1, behaves as B and sends out information through

channel c2. Similarly, the CMO is the process c1(x).C.c3〈y〉 and the CFO is the

process c1(x).D.

At level 3: Similarly than before, the VPS is the process c2(x).E, the VPP is

the process c2(x).F , the PSO is the process c2(x).G and the PS is the process

c2(x).H. Also, the DH is characterized by the process c3(x).I.
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Since there is a hierarchy, some processes happen after others, e.g. the VPS waits

until the COO makes a decision before acting, and the COO waits until the CEO

sends him his decision before acting. Therefore, the process J that characterizes the

organizational structure depicted in Figure 5.12 is the following:

J = A.c1〈x〉 || (c1(x).B.c2〈y〉 || (c2(x).E + c2(x).F + c2(x).G+ c2(x).H)

|| (c1(x).C.c3〈y〉 || c3(x).I)

|| c1(x).D)

Chief Executive

Officer (CEO)

Chief Operating

Officer (COO)

VP of

Service (VPS)

VP of

P. Mgmt. (VPP)

Patient Safety

Officer (PSO)

Patient

Satisfaction(PS)

Chief Medical

Officer (CMO)

Dept.

Heads (DH)

Chief Financial

Officer (CFO)

Figure 5.12. Example of an Organizational Structure

N
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(a) Span ratio of 16:1.

(b) Span ratio of 4:1.

(c) Span ratio of 2:1.

Figure 5.13. Example of Span of Supervision

Unity of Command

According to [179], unity of command facilitates order in an organizational struc-

ture because it charges one official with an area of responsibility and establishes a

chain of command where each member in the organization knows to whom he reports

and who reports to him. The unity of command is defined by the span of supervision,

or span of control. The span of supervision determines the ratio between superior

and subordinates in the organization. If a superior has a narrow span of supervision,

he can devote a considerable amount of time to each subordinate. Therefore, he can

supervise ”closely“ and retain much of the decision-making authority. Figure 5.13

shows different spans of supervision.

Characterizing the span of supervision using the CDS is feasible using the restric-

tion process. Recall that this process restricts the scope of a channel in a process.

For example, Figure 5.14 has one supervisor, S, and three subordinates, A,B and C.
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S

A B C

Figure 5.14. Superior-Subordinate relationships

The fact that the three subordinates could receive orders from S can be characterized

by the process new c(S.c̄ || c.A+ c.B + c.C).

Therefore, the process that characterizes the organizational structure of Example

5.12 is given by the following expression:

J = new c1 (A.c̄1 || new c2(c1.B.c̄2 || c2(x).E + c2(x).F + c2(x).G+ c2(x).H)

|| new c3(c1(x).C.c̄3y || c3(x).I)

|| c1(x).D)

A limitation on the span of supervision is the number of possible relationships that

a supervisor may be required to manage. Graicunas [180] argued that the ability

to carry on face-to-face conversations between members in an organization decreases

as the number of members increases. Therefore, the quality of supervision highly

depend on the number of relationships involved in the span of supervision. Graicunas

classified the possible relationships to be supervised in three types:

• Direct single relationships. These are the one-to-one relationships between the

supervisor and his subordinates.

• Direct group relationships. These are the one-to-many relationships between

the supervisor and all the subordinates.

• Cross relationships. These are the one-to-one relationships between subordi-

nates without including the supervisor.
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According to [179] the total number of relationships under each span of supervision,

under one supervisor, is determined by the following equation:

r = n(2n−1 + n− 1) (5.2)

where n is the number of persons supervised, and r the number of relationships.

In Figure 5.14 the possible relationships within an structure of one supervisor and

three subordinates are:

• Direct single relationships:

(1) S → A

(2) S → B

(3) S → C

• Direct Group Relationships:

(4) S → A with B

(5) S → A with C

(6) S → B with A

(7) S → B with C

(8) S → C with A

(9) S → C with B

(10) S → A with B and C

(11) S → B with A and C

(12) S → C with B and A

• Cross relationships

(13) A → B

(14) A → C

(15) B → A

(16) B → C
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(17) C → A

(18) C → B

Note that, using 5.2, we have that r = 3(23−1 + 3 − 1) = 18. In the context of the

CDS, we can take advantage of this result and relate it with the number of channels

in a process. Even though we can use the same channel to characterize the two-way

communication between two processes, in the context of organizational theory this

two relationships count separately. The following lemma states this fact formally.

Lemma 5.7.1. Let N be the number of communication channels of a process P ,

and r the number of superior-subordinate relationships of an organizational structure,

with one supervisor, characterized by P . Then N ≤ r; i.e., the number of channels

needed to describe an organizational structure, under one supervisor, using the CDS is

right-bounded by the number of superior-subordinate relationships described in (5.2).

Proof . The proof is trivial since the only scenario where we need as many commu-

nication channels as relationships, is in the case where all communications between

processes is expected to be confidential; otherwise we need an smaller number of

channels. Also, the fact that processes can use the same channel to communicate

back and forth reduces the number of cross relationships in half.

Lemma 5.7.1 shows one of the many connections that can be made between chan-

nels and relationships within an organization. Many results in organizational theory

such as Fordham model [179, p. 88] and Lockheed Model [179, p. 93] can be use

to study the efficiency of communication channels in a process that characterizes a

particular structure. This type of extensions are out of the scope of this dissertation,

but they suggest a natural line of future research.

In this section we do not ambition to make a contribution to the area of organiza-

tional structures, other than that of describing structures using process algebras. In

the context of organizational structures, we use the CDS as an information sharing

mechanism to transfer the inputs and outputs from one extensive game to another.
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This characterization of an organizational structure becomes more meaningful if it

is assumed that the potential conflicts of interests are characterized by an extensive

game expressed in the CDS.

5.8 Advantages and Current Limitation of the CDS in GT

Advantages: The syntax of the CDS allows us to describe different extensive games

in a relatively simple manner. Coupling of extensive games is also feasible. Even

though the structure of the game tree may become complex, the reductions of the

CDS-processes are still relatively simple. The action semantics of the CDS allowed

us to obtain a labelled transition system out of a game; this is useful to understand

how players are interacting in a game. The notion of bisimulation provides insights

that cannot be gathered using game trees or other methods in game theory.

Current limitations: The syntax of the CDS cannot deal with ties between pay-

offs; i.e., it cannot define mixed strategies or information set of cardinality greater

than one. This is because – currently – the CDS can only represent handshaking 2

communication. Also, the syntax of the CDS does not support probabilistic choice

only internal choice which does not provide control on the probability of the choice.

5.9 Summary

In this chapter we have used our calculus to characterize games in extensive form.

We started with a brief introduction of game theory where we defined some of the

main concepts that are related with our goals. Later on, we defined some of this

concepts in the context of the CDS. This allowed us to define a game by its structure,

players and payoff structure. After characterizing an extensive game with CDS-terms,

we defined the concept of subgame perfect equilibrium in our context.

2Handshaking communication refers to the type of communication that can happen only between
two parties (see [109] p. 198).
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One of the main contributions of this chapter was to couple extensive games in

different fashions. Using the CDS we characterized situations were there are players

playing more than one game at the same time. Even though the resultant game

tree of composing two games may become more complicated than that of one of the

singleton game trees, using the CDS we were able to reach a leave in only a few more

computational steps; and it was done “automatically” using the reduction semantics.

How to couple two extensive games? This is an interesting enough question.

However, we took this question a step forward. How to know if two sets of coupled

games behave similarly or differently? Using the notion of strong bisimulation defined

in Chapter 4 we were able to compare two set of composed games. We started by

converting the reductions of the composed extensive games to labelled transition

systems, and then testing if the decision systems behave similarly by a rather simple

procedure introduced at the beginning of this chapter.

We concluded the chapter with a discussion on the most relevant advantages pro-

vided by the CDS, and some of the disadvantages that constraints the expressiveness

of the CDS for characterizing extensive games.
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6. CYBER-PHYSICAL SYSTEMS AS DECISION

SYSTEMS

6.1 Introduction

In this chapter we discuss the well known area of Cyber-Physical Systems in the

context of Decision Systems. We can think of Cyber-Physical Systems (or CPS) as

systems comprised by a computing component and a physical component working

tightly together. As we have repeatedly discussed during this dissertation, the roots

of the CDS lie in the area of computer science, and this calculus is thought off as a

formal model of computation in the context of decision systems. It is presumed that

this formalization will be eventually implemented in a computer in order to analyze

decision systems. The nature of the CDS, therefore, makes – inherently – any physical

system – described by its syntax – a cyber-physical system.

We start the chapter with an overview of cyber-physical systems. Then we present

some formal tools that have been developed for the study of real-time systems and

cyber-physical systems. In Section 6.4, we discuss the notion of time in the context

of the CDS. In Section 6.6, we use the CDS to study cyber-physical systems. We

start by describing some basic physical systems. Later on, we use the CDS to de-

scribe the interactions involved in the Generalized Railroad Crossing problem, in the

particular case of two railroads. Before concluding the chapter, we present some of

the advantages and current limitations of the CDS for the study of cyber-physical

systems.
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6.2 Overview of Cyber-Physical Systems

Cyber-Physical Systems (or CPS1) is a class of systems that are characterized

by a tight relationship between systems (or processes) in the areas of computing,

communication and physics. As mentioned in [181], the bond between these processes

is so strong that “it is not possible to identify whether behavioural attributes are the

results of computing, communication, control, physical laws or all of them working

together.” The term Cyber-Physical system started to appear in the literature in the

decade of the 2000’s (see [182] and [183]). Later –after the NSF identified CPS as

important field of research [184] – the research in the now called science of cyber-

physical systems has evolved tremendously, leading this new science to be classified

by many as the new computing revolution [185,186].

6.2.1 Characteristics of CPS

Some of the characteristics of cyber-physical systems – from [187] – are:

• Heterogeneity : CPS are comprised by systems from different domains.

• Unreliable Networking : CPS usually operate over ad-hoc wireless networks and

environments with power constraints.

• Mobility : Many CPS include mobile devices, adding complexity to the system.

• Tight Environmental Coupling : Most of CPS are greatly affected by the envi-

ronment they belong.

The integration between physical systems and computing systems is not a new

concept. The areas of embedded systems and robotics has been widely used to describe

engineered systems that combine these two areas. As described by Lee in [188], the

main difference between embedded systems and CPS is the envision of the networking

1Sometimes we may use the acronym ’CPS ’ when referring to a single cyber-physical system.



146

capabilities of CPS. Thus, the communication and concurrency capabilities of CPS

are paramount.

6.2.2 Challenges of CPS

The science of CPS promises to solve some of the big problems faced by our society.

According to [185], some of the grand challenges for CPS are the following:

• Generation and distribution of –blackout-free – electricity.

• Safety and efficiency in facilities evacuation.

• Efficient automotive traffic management.

• Minimal automotive traffic fatalities.

• Energy efficient/aware buildings and cities, among others.

The science of CPS is still considered an area under development and there is

a big opportunity to make small steps towards the creation of more resilient and

reliable Cyber-Physical Systems. In the next section we explore some of the formal

approaches developed for the analysis of CPS. We start with a discussion on formal

methods for real-time systems and then we present the material that is more closely

related with our goals in this chapter.

6.3 Formal Methods and Cyber-Physical Systems

Two of the biggest challenges in the science of cyber-physical systems is their

design and debugging. In a recent study, Zheng et al [189] identified three important

aspects regarding verification and validation of CPS:

1. “[M]any CPS developers do not use traditional verification and validation

methodologies and rely heavily on trial and error”.

2. “[S]imulation alone is not enough to capture dangerous bugs in CPS”.
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3. “[I]t is widely acknowledged that the main challenges in CPS debugging are

related to models of software systems, models of physics, and integration of

Cyber and physics models.”

All these findings support the fact that there is a necessity of (proprietary) formal

tools developed for the design and development of CPS [190]. In this section we

present some of the recent efforts made in the area of formal methods towards the

design, verification and validation of CPS. We discuss some of the efforts made in

the areas of automata theory, Petri nets, and process algebras in order to design and

analyze CPS. Since the theory of process algebras is more relevant to our work, we

shall discuss it in more depth in the next section and devote this section to automata

theory and Petri nets only.

Automata Theory: In automata theory, given the hybrid aspects of CPS, the use

of hybrid automata [148] to model the discrete and continuous dynamics of CPS is

becoming popular. Banerjee and Gupta, in [191], developed a linear one-dimensional

space, in spatio-temporal hybrid automaton to capture the spatio-temporal aspects

of CPS. They utilized their approach to analyze the safe and unsafe conditions of an

infusion pump control system. For more applications of hybrid automata to CPS and

hybrid systems see [192–194].

Petri Nets: Petri nets (see Section 2.2.1) have been extended to Hybrid Petri Nets

to capture mixtures between continuous and discrete behavior in CPS. Thacker et

al, [195] proposed an approach that combines concepts of hybrid Petri nets and hybrid

automata to describe interactions within CPS. Dalton et al, suggested use generalized

stochastic Petri nets2 for cyber-attack modeling [196]. Also, [197] applied Petri nets

to describe the behavior of CPS in the presence of an intrusion detention and response

system (IDRS); an IDRS is a system that must detect malicious nodes in the network

2The main difference between stochastic Petri nets and the (pure) Petri nets presented in section
2.2.1 is that transitions occur after random times.
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(the CPS network in this case) without unnecessarily wasting energy to extend the

lifetime of the system.

6.3.1 Calculi for the study of Cyber-Physical Systems

The theory of process algebra is one of the most promising theories for modeling

and analysis of composition in CPS [187]. Some of the most promising extensions of

process algebras to reason about CPS are the real time process algebra [198] and the

Hybrid Process Algebra [199,200].

More relevant to our work, there are two extensions of the π-calculus that have

been created with the objective of describing the behavior of cyber-physical systems.

• The first one was proposed by Wang et al. in [150] as an extension of the

π-calculus to include (discrete) time and position operators, called Time-Space

π-calculus. An interpretation and definition of these operators is presented next:

– The time operator Int(tr,∆t) is intended to capture the ability of a process

to react only if it is in the interval of time [tr, tr + ∆t]; i.e., given the

(benchmark) time ∆t ≥ 0, the process Int(tr,∆t)P is a process that can

start only if t ∈ [tr, tr + ∆t].

– The position operator Pos[S], is intended to capture the ability of a process

to react only if it is in the a particular position; i.e., the process Pos[S]P

represents that the process P can start only when Πn
i=1ci ∈ S is true, where

ci represents the ith physical component and S a particular (benchmark)

region.

The time-space π-calculus represents a reasonable extension, specially because

they used these operators to define what they called the CPS service substitution

judgment theorem which is – even though it was not stated in their paper as

such– a notion of bisimulation. In this theorem they give the conditions for two

processes to be substituted for one another.
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• The second extension was proposed by Saeedloei and Gupta in [137]. This

extension differs from the previously mentioned extension in the fact that time is

considered to range over the real numbers (i.e. real time). Intuitively, Saeedloei

and Gupta extended the π-calculus by adding a clock and operations over the

clocks. This allows us to keep track of when the clock starts of resets and allows

processes to be constrained over the clock. For the sake of illustration, consider

the process Cx〈y, ty, c〉. This means that the name y, its time-stamp ty and

the clock c are sent over channel x, after performing the clock operation C. If,

for example, the clock operation is of type Constraint, the process will send

the message if the time constraint is satisfied, otherwise it will become inactive.

e.g., (c < 3)x〈y, ty, c〉 sends y, its time-stamp, and clock within 3 units of time

since the clock c was reset.

Saeedloei and Gupta provided the operational semantics and and encoding of

the operational semantics in logic programming. This is a well posed extension

and provides interesting insights of time (and clock) management in the context

of π-calculus. They used their extension to describe the interactions between

processes in the General Railroad Crossing (GRC) problem for the particular

case of one track. We will discuss the GRC problem latter in this chapter.

Both of the discussed extensions of the π-calculus provide interesting ways to manage

time and, in Wang’s extension, position. We shall now provide our approach to deal

with time in the calculus of decision systems.

6.4 Time and the CDS

The role of time in most of real systems is paramount. In this section we discuss

our approach to dealing with time in the context of decision systems. Without a doubt

time plays an important role by the time we are making a decision. However, once

the decision is made, even though time continues, we cannot change our decision,

only after certain time. Moreover, if we want to make our mind and change our
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decision, that is whole new decision and therefore we are back when we started, from

the standpoint of a decision system. Let us illustrate this.

Assume that we are to decide whether to buy or sale stock in a market. Time is

running, and the market is continuously changing. At some point we decide to buy,

this calls the process buy that will deal with the transaction. If for some reason, a

couple of seconds later we change our mind and we want to sale instead, this will call

the process sale that takes care of the transaction. Even though the two decisions are

somehow connected, the epoch where the decisions are made is independent, i.e., if

we disregard the time that process buy or process sale take to make the transaction,

time during the moment we make a decision has a constant behavior. This is stated

in the following remark.

Remark 6.4.1. Given the continuity of time, the probability of making two decisions

at exactly the same time is zero.

Therefore, when a decision is made using the CDS, we (1) fix the time, and then (2)

compute the decision process; we assume that reductions are made instantaneously.

If a second decision is to be made using the same CDS-process, we need to re-compute

using a new time value.

6.4.1 Time as Information

In Chapter 2 we discuss the role of information in decision systems. We argue

that decision systems collect information from the environment and from their own

internal processes, and then use that information to infer a decision using a decision

function. Using a similar argument than Remark 6.4.1, the structure of a system at a

fixed point of time is static, and may vary as time goes by. This leads us to consider

time as information that is being input to the system; i.e., the structure of the system

may change if the time changes. Therefore, in the context of the CDS, we include

time the same way we include any other piece of information, by communicating it

via communication channels. i.e., we do not add any additional operator to deal with
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time in the CDS, we just treat it as a value that can be used in expressions and shared

through communication channels.

We shall now present some examples of the use of time in the context of the CDS.

1. Let us assume we want to encode the time operator propped by Wang et al.

Recall that the process Int(tr,∆t)P is a process that can start only when t ∈

[tr, tr + ∆t]. We can encode this operator in the CDS as follows:

if (t > tr ∧ t < tr + ∆t) then P else 0

2. Consider the system depicted in Figure 6.1. The force-displacement equation

is given by f(t) = −Kx(t). This system is a decision system with Int = {K},

and the decision maker is characterized by the decision function f(t) = Kx(t).

Note that the function f(t) is defined by another function x(t), therefore, we

need to evaluate first x = x(t) and then f(x) = −Kx. The CDS-term that

characterizes this system is the following:

cx[y].c1〈y〉 || c1f [w].w

If we assume that x(t) = cos(t) and we want to study the response of the system

at t = 0, we have the following reaction:

c〈0〉 || cx[y].c1〈y〉 || c1f [w].w −→−→ −K

which is the state of the system at t = 0 given x(t) = cos(t). If we write

f(t) = K cos(t), then this process can be simplified as follows:

c〈0〉 || cf [x].x −→ K

Giving us the same result in only one computational step.
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𝐾

𝑥(𝑡)

𝑓(𝑡)

Figure 6.1. Spring with spring constant K.

6.5 Physical Systems in the CDS

In this section we present some basic ideas of how to deal with physical systems

in the CDS. To this end, we use as a prototype system a transitional mechanical

system. This type of systems is well-known in the area of general systems theory

and – because of their analogy with electrical circuits (see [201])– can been used to

describe not only mechanical and electrical systems but also systems in the areas of

manufacturing, see [202]. By the time of this dissertation no one has implemented a

formal method to describe this type of systems.

6.5.1 Transitional Mechanical Systems

In this section we use the CDS to describe the interactions between elements in

a Translational Mechanical Systems (TMS) with passive3 linear mechanical compo-

nents. We do not intent to provide a comprehensive introduction to TMS. However,

we provide the necessary concepts needed to understand our discussion. For a more

elaborated introduction to TMS we refer to [203, p. 61]. Table 6.1 shows the three

mechanical components and their force-velocity and force-displacement translational

relationships for springs, viscous dampers and mass. The constant K (measured in

3It is referred as passive mechanical component to a mechanical component with no internal source
of energy.
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Newtons/meters (N/m)) is the spring constant, the constant V (measured in me-

ter/second (m/s)) is the viscosity constant of the damper, and the constant M (mea-

sured in kilograms (kg)) is the mass. The force f(t) is measured in Newtons (N).

Component Force-Velocity Force-displacement

Spring

𝐾

𝑥(𝑡)

𝑓(𝑡)
f(t) = K

∫ t

0

v(τ)dτ f(t) = Kx(t)

Viscous damper

f(t) = V v(t) f(t) = V
dx(t)

dt

Mass

f(t) = M
dv(t)

dt
f(t) = M

d2x(t)

dt2

Table 6.1
Force-velocity and force-displacement translational relationships for
mechanical components.

Given the TMS depicted in Figure 6.2. We can use Table 6.1, and set Fs(x) =

Kx, FD(v) = V v, and aM(f) = f
M

to be the decision functions defining the force-

displacement relationships for the spring, damper and mass, respectively. Then, we

can define each of the components as a CDS-term as follows:

(i) Spring = new pos(c1〈pos〉 || c1Fs[fs].c2〈fs〉)
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(ii) Damper = new vel(c3〈vel〉 || c3FD[fD].c4〈fD〉)

(iii) Mass = c2(x).c4(y).c5〈x+ y〉 || c5aM [a].a

𝑀

𝑉

𝐾
𝑥(𝑡)

𝑓(𝑡)

Figure 6.2. Translational Mechanical System.

Where pos and vel are the position and velocity of the spring and damper, re-

spectively. Therefore, the CDS-process of the TMS depicted in Figure 6.2 is given by

the following process:

TMS = Spring || Damper || Mass

Note that this process is reduced to the acceleration, a, of the mass; given the position

of the spring and velocity of the damper. If we want to compute the acceleration of

the mas repeatedly we have to redefine the processes as follows:

(i) Spring
def
= new pos(c1〈pos〉 || c1Fs[fs].c2〈fs〉) · Spring

(ii) Damper
def
= new vel(c3〈vel〉 || c3FD[fD].c4〈fD〉) ·Damper

(iii) Mass
def
= cs(x).c4(y).c5〈x+ y〉 || c5aM [a].a ·Mass

The processes Spring and Damper are outside of the scope of pos and vel, respec-

tively, because it is assumed that every time we call each of these processes a new

position and velocity will be provided. The LTS of this process is depicted in Figure

6.3. This assumes that the process starts concurrently in states S ′1 and S ′′1 . The
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s′1

s′′1

s′2

s′′2

s3 s4

c1(pos)

c3(vel)

τ

τ

c(fS + fD)

Figure 6.3. Labelled Transition Systems of a TMS.

LTS depicted in Figure 6.3 allows to see how the forces of the spring and damper act

together on the mass. In this case we treated each mechanical component as differ-

ent decision makers interacting in a structure by sharing their forces (decision) given

their internal information. We could have treated this system in a more trivial way

by assuming that the system as a whole is a single decision maker, with the decision

function defined by the equation of motion of the system, but such case does not

provide interesting insights about the interactions between the components.

Note that using the LTS and bisimulation we could find similarities between sys-

tems that are represented in different spaces; i.e., if two systems represented in two

different spaces (e.g. state space or frequency space) are found behaviorally equivalent

using the CDS, we will be able to relate the underlining principles of these systems,

allowing us to investigate potential equivalences between systems and theories that

have not been related yet.

We now turn our attention to systems which relate physical systems with cyber

components, this systems are called cyber-physical systems (or CPS).
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6.6 Using the CDS to study CPS

CPS are the coupling between cyber and physical systems. Formal methods have

been created to reason about a variability of systems using a computational (cyber)

approach. Therefore, by specifying physical systems using any formal method we

are increasing the interoperability between computers and such physical system. In

Section 6.3 we discussed some of the formal tools that have been developed to reason

about cyber-physical systems. We have also discussed the importance of time in the

study of CPS, and the role of process calculi in the development of this new area.

Moreover, we have shown – in Section 6.4.1– how to deal with time in the CDS. The

overall goal of this section is to show that the CDS can be used to reason about

cyber-physical systems.

A well known problem that has been used as an example of a cyber-physical

system in some of the work we have previously mentioned is the Generalized Railroad

Crossing Problem. In this section, after giving an introduction to this problem, we use

the CDS to characterize the processes involved in the Generalized Railroad Crossing

problem for the spacial case of one railroad. It would be easy to see that extending

this solution to multiple railroads is not complicated. We finish this section with a

discussion of the results found.

6.6.1 The Generalized Railroad Crossing Problem

A typical cyber-physical system used in the literature for exemplifying the spec-

ification of a CPS, and various specification and validations methodologies is the

Generalized Railroad Crossing Problem (GRC) problem; see [6–10]. This problem

was proposed by Heitmeyer and Lynch [204] in 1994 as a case study in formal verifi-

cation of real-time systems. Informally, the GRC problem consists of multiple train

tracks and trains (trains travel in both directions), There is a gate at the crossing

that should be operated so that it guarantees the following properties:

1. Safety : The gate must be down while one or more trains are crossing.

2. Utility : The gate must be up when there is no train in the crossing.
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The formal statement of the GRC problem, taken directly from [205], is stated as

follows:

The system to be developed operates a gate at a railroad crossing. The

railroad crossing I lies in a region of interest R, i.e., I ⊂ R. A set of trains

travel through R on multiple tracks in both directions. A sensor system

determines when each train enters and exits region R. To describe the

system formally, we define a gate function g(t) ∈ [0, 90], where g(t) = 0

means the gate is down and g(t) = 90 means the gate is up. We also define

a set {λi} of occupancy intervals, where each occupancy interval is a time

interval during which one or more trains are in I. The ith occupancy

interval is represented as λi = [τi, νi], where τi is the time of the ith entry

of a train into the crossing when no other train is in the crossing and νi is

the first time since τi that no train is in the crossing (i.e., the train that

entered at τi has exited as have any trains that entered the crossing after

τi).

Given two constants ξ1 and ξ2, ξ1 > 0, ξ2 > 0, the problem is to

develop a system to operate the crossing gate that satisfies the following

two properties:

Safety Property t ∈ ∪iλi ⇒ g(t) = 0

Utility Property t /∈ ∪i[τi − ξ1, νi + ξ2]⇒ g(t) = 90

The system is composed by three subsystems: a gate, a set of tracks and a con-

troller (see Figure 6.4). Similar to [206] and [8] we study the GRC problem in its

single-track version. The extension to multiple tracks should be trivial after the work

presented here.



158

TRACKS CONTROLLER GATE

Lower

Raise

Figure 6.4. The General Railroad Crossing Problem.

6.6.1.1 The GRC Problem with One Track

To exemplify the use of the CDS to specify the GRC problem, we propose a

modified version of it (see Figure 6.5) with the following assumptions:

1. There is only one track.

2. Trains are coming from right to left of the track.

3. There are no trains at the beginning.

The system is composed of two sensors, Sensor1 and Sensor2, managed by a

controller, Controller = Sensor1 || Sensor2, and a gate, Gate (see Figure 6.6).

Unlike [206], using our sensors we are able to know if the train is approaching or

departing, making the system more reliable. The sensors would read 1 if a train is in

front of them, and 0 if it is not.

We will solve this problem with two different approaches. First, we specify the

system using the monoadic version of the CDS. This approach is similar than those

found in [206] and [8]. The second approach makes use of the polyadic version of

the CDS, allowing us to specify the system in a very simple manner and, under an
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𝑆𝑒𝑛𝑠𝑜𝑟1 𝑆𝑒𝑛𝑠𝑜𝑟2

Train

Figure 6.5. Railroad crossing.

extra assumption, allows us to increase the time the gate is opened; guaranteeing an

improvement in utility – in the sense defined in the previous section.

First Approach Using the monoadic CDS, the railroad crossing problem is speci-

fied as follows:

Figure 6.6. Railroad Crossing problem with one track.
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Sensor1
def
= c1〈x〉 || c1(x).if x = 1 then s1〈appch〉.Gate || count〈y + 1〉 · Sensor1

else count(y).if y > 0 then s1〈wait〉.Gate || Sensor1

else s1〈open〉.Gate || Sensor1

Discussion: After receiving (via channel c1) whether the sensor is active (x = 1)

or not active (x = 0), this process decides whether to send the message of open or

wait to the gate. If x = 1 is communicated to the gate that a train is approaching;

concurrently, it increases a counter in one, and returns to the state of “reading” from

the environment. If x = 0 two cases might happen. (1) the train just passed, in which

case it sends wait to the gate (so we can make sure the train passed Sensor2), or (2)

the train has not passed yet; this behavior is controlled by the channel count, which

carries a counter that is reset to zero after both sensors are zero. The behavior of the

process Sensor2 is similar.

Sensor2
def
= c2〈x〉 || c2(x).if x = 1 then s1〈wait〉.Gate.s2〈wait〉 || Sensor2

else count(y).if y > 0 then s1〈wait〉.Gate || Sensor2

else s2〈open〉.Gate || Sensor2

and the

gate behaves as,

Gate
def
= s1(x).switch(x){

wait⇒ s2(x).if x = wait then Gate else rise || count〈0〉.Sensor1

appch⇒ lower || count〈y + 1〉.Sensor2

open⇒ rise || count〈0〉.Sensor1}

Discussion: This process waits until it receives a message from Sensor1 via chan-

nel s1. If both sensors say wait (which can only happen after Sensor1 sent the

message of approaching, “appch”, first; which will lead to lowering the gate), it just

loops around the process. The gate is only open after Sensor2 sends the message

open, meaning that the train is departing and it is safe to cross the railroad.

The atomic actions rise and lower capture the rising and lowering of the gate.

Therefore, the GRC problem with one track is the process νcount(Controller || Gate),

where Controller = Sensor1 || Sensor2.
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Second Approach The second approach utilizes the polyadic CDS. We will assume

that each reduction (i.e., each computational step), takes one unit of time to be

performed. Therefore, if –for example – the train takes k units of time to go from

Sensor1 to Sensor2, we will make the process perform k reductions before opening

the gates. In this approach, we take advantage of the fact that the CDS allows us to

use Boolean expressions between expressions. We have only two processes, the first

process is the process Sensors defined as follows:

Sensors
def
= c1〈x〉.c2〈y〉 || c1(x).c2(y).switch((x, y)){

x = 0 ∧ y = 0⇒ Gate〈(open, 0)〉 || Sensors

x = 1 ∧ y = 0⇒ Gate〈(close, k − l)〉 || Sensors

x = 1 ∧ y = 1⇒ Gate〈(close, 0)〉 || Sensors

x = 0 ∧ y = 1⇒ Gate〈(open, r)〉 || Sensors}

Discussion: This process waits until it receives a message from Sensor1 and

Sensor2, via c1 and c2, respectively. If both sensors read zero – meaning that there

is no reading of a train in front of them – this process send a message requesting to

raise the gate immediately (this is captured by the value ‘0’ sent in the message). If

Sensor1 reads 0 and Sensor2 reads 1, this means that a train is approaching. Thus,

this process requests the lowering of the gate in k − l units of time (recall that we

assume that the train takes k units of time from Sensor1 to Sensor2), where l is the

number of units of time we want to allow for crossing the railroad. The behavior is

similar for the rest of the reading combinations of the sensors. It is worth mentioning

that r is the number of units of time we want to allow after know that the train has

completely departed.

The second process is called GATE. Again, the atomic actions rise and lower

capture the rising and lowering of the gate.
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GATE
def
= Gate(v, w).switch(v, w){

v = open ∧ w = 0⇒ raise || GATE

v = open ∧ w > 0⇒ Gate〈(open,w − 1)〉 || GATE

v = close ∧ w = 0⇒ lower || GATE

v = close ∧ w > 0⇒ Gate〈(close, w − 1)〉 || GATE }

Discussion: This process waits until it receives a message from Gate. If the

message is (open, 0), it raises the gate immediately. If the message is (open, w), with

w > 0, it sends the message (open, w−1) back to GATE. It will continue doing that,

until w = 0, in which case it will rise the gate. The behavior of the rest of options

is similar. Note that this process allows us to maximize the time we keep the gate

open; i.e., the utility.

6.6.2 Discussion of Results

In this section we utilized the CDS for the specification of a transitional mechanical

system and the generalized railroad crossing problem in the particular case of one

track. The CDS-processes of the former system allowed us to compute the acceleration

of the mass, M , given the position and velocity of the damper and spring, respectively.

This exercise shows how to interpret a (simple) mechanical system as a decision

system. The complexity of modeling this system with the CDS relied on the fact

that we treated each component as individual decision makers who share information

between each other without any strategy behind. This problem could have been

simplified by assuming that the system as a whole is a decision maker having as

utility function the equation of motion of the system; this case would have been

solved using the CDS in a trivial manner, without providing any insights about the

interaction between the mechanical components. Also, this problem could have been

stated in a considerably more complex manner assuming that the decision makers

(the components) share information strategically; e.g., the (three) decision makers

could have been competing for the same resource (the position).
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By using the CDS for the specification of the railroad crossing problem we were

able to show the importance of polyadicity in process algebras. In the first charac-

terization of the GRC problem we were able to describe the processes in a way that

guarantees safety by avoiding deadlocks in the formulation. However, even though

we maximize the utility of the gate as much as possible, the formulation did not allow

us to easily consider time steps in the system, forcing us to close the gate right after

the first sensor read 1. Fortunately, in the second formulation – using the polyadic

CDS – we provided a simple formulation of the problem. This formulation gives us

flexibility to select the time we want to allow for vehicles to cross the railroad, and

also to specify the time each train takes from the first sensor to the second; therefore

we maximized utility. Showing that safety is complied is obvious, since the process

never deadlocks. Utility is maximized according to the specification of each instanti-

ation of the problem; i.e., the times from one sensor to another may vary from one

instantiation of the problem to another.

6.7 Advantages and Current limitations of the CDS in CPS

Advantages: The CDS presented some advantages in specifying mechanical sys-

tems and cyber-physical systems. The function application prefix simplified the spec-

ification of mechanical components in the transitional mechanical system. The fact

that the CDS allows recursion in its syntax allowed us to specify this system in a more

precise manner. In the case of cyber-physical systems, when we modeled the GRC

problem, the CDS presented several advantages over other calculi. The decision pro-

cess provided us with an easy way of specifying decision points, allowing us to clearly

model the potential interactions between processes. Neither the timed π-calculus [8],

nor timed automata [206] had the ability to clearly define the decisions made during

the GRC problem. Also, none of the aforementioned approaches admit the specifica-

tion of the allowed times for the railroad crossing and delay between approaching and

arriving at the gate. Using the CDS we were able to relax some of the assumptions

made in [9].
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Current limitations: Currently there are some limitations in the syntax of the

CDS, in the context of CPS. First, and foremost, we lack of a way of describing

systems in a continuous time manner; we need to discretize time in the CDS. This

constraint makes sense in the context of decision systems. As we argued previously,

decisions are discretely made, even if the time is continuous. In the CDS we can make

decision based on continuous time, but we cannot make decisions continuously. In the

CDS we make single-shot decisions (or iterations) of the system, constraining the con-

tinuous behavior the system to a step-by-step behavior. This limits the CDS for the

specification of CPS, because eventualities my happen during the time each process

is been reduced; we partly took care of this limitation by assuming that reductions

are made instantaneously. Another limitation of the CDS is the lack of a probabilistic

choice operator; many CPS have stochastic behavior. Lastly, specifying mechanical

systems using the CDS is not trivial, giving the nature of the CDS. Therefore, one

of the limitations of the CDS for the specification of this type of systems is that the

notation does not fit naturally, limiting its expressiveness.

6.8 Summary

In this chapter we studied the use of formal methods, in particular the CDS, for

the specification of cyber-physical systems (CPS). We presented an overview of the

science of CPS, and stated some of the characteristics of these systems. Also, we listed

some of the challenge to be tackled by this new science. Subsequently, we presented

an overview of automata theory, Petri nets and process calculi applied to CPS. Given

the nature of the CDS, we put emphasis in the applications of calculi derived from

π-calculus, for the specification of CPS. In Section 6.4 we presented how we deal with

time in the CDS. We showed some examples of the use of time in our context. Then,

in section 6.6 we use the CDS to specify (1) a transitional mechanical system and (2)

the railroad crossing problem for the case of one track. We conclude the chapter with

a discussion about the advantages and disadvantages of the CDS for the specification

of CPS.
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7. CONCLUSIONS

We finalize this dissertation by presenting an overview of the findings reported here,

and discussing possible future research directions.

7.1 Summary

The focus of discussion is the creation of a process calculus for the analysis and

characterization of decision systems. This dissertation is an attempt at understanding

the applicability of process calculi in the context of decision systems. After clearly

defining what a decision system is, we focused our attention on presenting the tech-

nical aspects of the calculus of decision systems (CDS), the notion of bisimulation

in the context of decision systems, and the application of the CDS for the study of

extensive games and cyber-physical systems.

The calculus of decision systems is comprised by (1) a syntax containing the al-

phabet and semantical constructs of the calculus, (2) a structural congruence between

CDS-processes, and (3) an operational semantics containing all the reaction rules of

the semantical constructs. The syntax defines the type of names, expressions and

operations used for the specification of decision systems. The structural congruence

is the smallest equivalence relation preserved by the CDS-processes constructs sat-

isfying the set of axioms specified in Figure 3.6; i.e., two processes are structurally

congruent, if they are identical up to structure. The operational semantics specifies

how the constructs react in the context of CDS processes. More formally, the oper-

ational semantics is the smallest relation closed under the set of reduction rules of

Definition 3.4.1. Also, we studied the polyadic version of the CDS. This means that

expressions can not only be sent in singletons, but also sequences of expressions. In

order to show a preliminary application of the CDS, in Section 3.6, we used all the
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technicalities here mentioned in the specification of an aircraft acquisition problem.

The term bisimulation refers to the behavioral equivalence between systems. Two

systems may deliver the same response, but their behavior could be different. In

the context of the CDS, we defined a notion of bisimulation as an extension of the

one created by Milner [121] for the CCS. This notion – the one proposed for the

CDS – relies on the fact that two decision systems can behave equally, but, in order

to be equivalent, the decision makers involved in the process have to be the same.

For example, let us assume we have two decisions to make, one is whether to invest

$1 or $2, and the second one whether to invest $1,000,000 or $1,100,000. These

decisions may have the same behavior, but it highly depends on who is making the

decision. Therefore, these decisions will be called (behaviorally) equivalent if not only

they have the same behavior, but also they were made by the same decision maker.

In order to study this equivalence, we created an action semantics for CDS-terms.

This semantics defines the reductions between processes, where these reactions are

triggered by actions.

Using formal methods for the study of games in extensive form allows us to reason

about different properties of games. In the particular case of the CDS, we were able to

characterize a notion of sub-game perfect equilibrium, and, using the action semantics

of the CDS, we utilize bisimulation to compare the behavior of extensive games. The

information sharing capabilities of the CDS allowed us to couple extensive games

where one of the players is involved in more than one game. Using this couplings we

show a potential extension to analyze the behavior of an organizational structures.

The study of cyber-physical systems is currently one of the most progressive areas

of research. In this thesis we study the applicability of the CDS for the specification

of this type of systems. We present how we manage time in the context of decision

systems, and how our syntax allows us to characterize systems which share time or

other information such as force. One of the transitional examples of cyber-physical

systems is the generalized railroad crossing problem (GRC). We propose two solutions

to this problem, for the case of one track. The difference in these solutions lies in
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the communication capabilities of the the CDS; i.e., using the polyadic CDS and

comparisons between expressions simplifies the solution of the GRC.

The applications presented in this dissertation are just a few of the vast number

of applications that we believe can be explored using the concepts discussed here.

We now present some of the potential research paths that can be pursued after this

thesis.

7.2 Future Research

The application of formal methods for the specification of systems has opened

many interesting questions, which can provide more insights into the study of decision

systems. Here we present a list of potential topics which could be of interest.

1. Stochasticity plays an important role in many decision systems. Incorporating

an operator for probabilistic choice will significantly increase the expressiveness

of the CDS. We need to overlap the CDS with probabilistic process algebra

which include stochastic process such as PEPA [142]. This will suggest several

modifications to the syntax, operational semantics and action semantics of the

CDS.

2. Creating a system of types for the CDS would add benefit and consistency to

the CDS. In order to maintain communication in a more consistent manner, we

could investigate the potential use of session types. This will guarantee that

communication between expressions of different types is received and used in

processes that recognize such expression as that specific type. Having a system

of types will also allow us to prove soundness and completeness of terms.

3. Extending the CDS to a higher order communication where we can send not only

names but processes may provide interesting insights in the study of decision

systems. This capability will allow us to communicate decision systems between

other decision systems; i.e., nested decision systems.
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4. Investigating games in coalitional form (or characteristic function form) using

the CDS may provide interesting insights about the communication between

the different coalitions. This seems feasible since the CDS allows the use of

real-valued functions in its syntax.

5. The function that finds the subgame perfect equilibrium, discussed in Section

5.4, can be extended for the general case with n-players, and general payoff

functions.

6. The notion of bisimulation can be used to compare equivalences between electri-

cal and mechanical systems. There are multiple (response) equivalences between

these type of systems. Investigating these equivalences from the behavioral per-

spective may provide interesting insights.

7. The specification of cyber-physical systems has been exemplified using a sim-

plification of the GRC problem. Using the CDS to specify more sophisticated

CPS will provide a further understanding of the applicability of formal methods

to this area.

8. Organizational structures have been briefly discussed in Chapter 5. There are

different measures of coupling – such as loose coupling – in this context that

could be investigated using the CDS. These measures may allow us to study

couplings between organizations in a more formal manner.

9. Investigating the use of efficiency measures of an organizational structure as

efficiency measures for communication channels in a CDS-process. Models such

as Fordham model and Lockheed model could provide interesting insights to

the area of process algebras.
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gories, volume 37. Springer, 1990.

[25] Ganesh Gopalakrishnan. Computation engineering: applied automata theory
and logic. Springer, 2006.

[26] Michael O Rabin and Dana Scott. Finite automata and their decision problems.
IBM journal of research and development, 3(2):114–125, 1959.

[27] Alan M Turing. Computing machinery and intelligence. Mind, pages 433–460,
1950.

[28] Stephen Wolfram. A new kind of science, volume 5. Wolfram media Champaign,
2002.

[29] Moshe Y Vardi. Nontraditional applications of automata theory. In Theoretical
Aspects of Computer Software, pages 575–597. Springer, 1994.

[30] Peter Linz. An introduction to formal languages and automata. Jones & Bartlett
Publishers, 2011.

[31] John Lyons. Natural Language and Universal Grammar: Volume 1: Essays in
Linguistic Theory, volume 1. Cambridge University Press, 1991.



171

[32] Noam Chomsky. On certain formal properties of grammars. Information and
control, 2(2):137–167, 1959.

[33] Geoffrey K Pullum and Gerald Gazdar. Natural languages and context-free
languages. Linguistics and Philosophy, 4(4):471–504, 1982.

[34] John W Backus. The syntax and semantics of the proposed international alge-
braic language of the zurich acm-gamm conference. Proceedings of the Interna-
tional Comference on Information Processing, 1959, 1959.

[35] John W Backus, Friedrich L Bauer, Julien Green, C Katz, John McCarthy,
P Naur, Alan J Perlis, Heinz Rutishauser, Klaus Samelson, Bernard Vauquois,
et al. Revised report on the algorithmic language algol 60. The Computer
Journal, 5(4):349–367, 1963.

[36] Grzegorz Rozenberg and Arto Salomaa. Handbook of Formal Languages: Be-
yonds words, volume 3. Springer, 1997.

[37] Simona Ronchi Della Rocca. Abstract state machines-a method for high-level
system design and analysis. Computer Journal, 47(2):270–271, 2004.

[38] Egon Börger. The asm method for system design and analysis. a tutorial intro-
duction. In Frontiers of Combining Systems, pages 264–283. Springer, 2005.

[39] Egon Börger and Robert F Stärk. Abstract State Machines: A Method for
High-level System Design and Analysis; with 19 Tables. Springer, 2003.

[40] Carl Adam Petri. Kommunikation mit automaten. Bonn: Institut fur lnstru-
mentelle Mathematik, 3, 1962.

[41] Carl Adam Petri. Communication with automata. Technical Report No. RADC-
TR-65-377, 1966.

[42] Tadao Murata. Petri nets: Properties, analysis and applications. Proceedings
of the IEEE, 77(4):541–580, 1989.

[43] James L Peterson. Petri nets. ACM Computing Surveys (CSUR), 9(3):223–252,
1977.

[44] Michel Hack. Petri net language. Computation Structures Group Memo 124,
Project MAC, 1976.

[45] James L Peterson. Computation sequence sets. Journal of Computer and Sys-
tem Sciences, 13(1):1–24, 1976.

[46] TS Liu and SB Chiou. The application of petri nets to failure analysis. Relia-
bility Engineering & System Safety, 57(2):129–142, 1997.

[47] Michael K. Molloy. Performance analysis using stochastic petri nets. Computers,
IEEE Transactions on, 100(9):913–917, 1982.

[48] Alan A Desrochers and Robert Y Al-Jaar. Applications of Petri nets in man-
ufacturing systems: modeling, control, and performance analysis, volume 70.
IEEE press Piscatawayˆ eNJ NJ, 1995.



172

[49] Wil MP van der Aalst. The application of petri nets to workflow management.
Journal of circuits, systems, and computers, 8(01):21–66, 1998.
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