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Figure 3.1 Schematic showing the relative voltages applied to each wire
electrode during each step of a scan function. The orange dotted line and
the purple solid line differentiate the relative voltages applied to each
wire electrode individually. The wait step is included in the one-way
electroosmosis experiments (a) to match the total time used in the
square wave electroosmosis experiments (b) while maintaining a similar
mixing volume. The wait step is not used (gray box) for the square wave
electroosmosis step (b). The typical range of times used for each step is
indicated in italics. High SW and low SW indicate the high and low square
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Figure 3.2 Fluorescent images of a theta tip containing water (left channel, +300
V) and an aqueous rhodamine B solution (right channel, +500 V) in
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potentials to the wire electrodes (a) and after 10 s (b) and 30 s (c) of
applying voltages. The curved arrows indicate the observed solution flow
Lo [T =Y ot o] o VPR PER 111

Figure 3.3 Fluorescent images of a theta tip containing water (left channel, +500
V) and an aqueous solution of sulforhodamine B (right channel, +300 V)
in opposite channels. Fluorescent images were taken prior to applying
potentials to the wire electrodes (a) and after 10 s (b) and 30 s (c) of
applying voltages. The curved arrows indicate the observed solution flow
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Figure 3.4 Fluorescent images of a theta tip containing an aqueous polybrene
solution (left channel, +500 V) and an aqueous rhodamine B and
polybrene solution (right channel, +300 V) in opposite channels.
Fluorescent images were taken prior to applying potentials to the wire
electrodes (a) and after 10 s (b) and 30 s (c) of applying voltages. The
curved arrows indicate the observed solution flow direction.........ccccccevcvveeenne 113
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Figure 3.5 Mass spectra of myoglobin mixed with 1% acetic acid in a theta tip via
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ABSTRACT

Fisher, Christine M. Ph.D., Purdue University, May 2015. Novel Methods for
Manipulating lon Types in the Solution and Gas Phases for the Structural Analysis of
Biomolecules Using Mass Spectrometry. Major Professor: Scott McLuckey.

Mass Spectrometry has become a valuable tool for the analysis of a variety of
molecules, making it applicable to many fields. The advent of nanoelectrospray
ionization (nESI) as a soft/low energy ionization technique has enabled the analysis of
large, intact biomolecules. Most mass spectrometry experiments consist of three main
steps: ionization, probe step(s), and mass analysis. The present work focuses on a
variety of methods for altering ion types at various stages of the mass spectrometry
experiment to affect ion fragmentation.

lon types can be manipulated in the solution/droplet phases using novel nESI
emitters, generated from borosilicate theta capillaries. These nESI emitters enable the
mixing of two solutions as they are sprayed into the mass spectrometer. This technique
has been used to manipulate protein charge states (i.e. protein folding and unfolding)
and to demonstrate peptide/protein analyte-reagent complex formation and covalent
modification. This technique provides a simple and inexpensive method for
manipulating ion types as the ions are generated during the electrospray process on the

sub-millisecond timescale. These nESI emitters are also expanded to longer solution



XXiii

mixing times through the use of electroosmotic flow (EOF) between the two channels of
the theta capillary prior to mass analysis. This work presents initial efforts to use theta
capillaries to develop a “lab-in-a-tip” to provide for the manipulation of ion types on
short timescales just prior to mass analysis.

Additionally, ion types can be manipulated once the ions are in the gas-phase
and trapped inside the mass spectrometer via ion/ion reactions. This work presents
ion/ion reactions with reagents containing chromophores, which can be activated via
ultraviolet photodissociation (UVPD) to generate radical peptide cations. Altering ion
types in this way provides complementary sequence information upon collision induced
dissociation (CID) when compared to CID of the even electron species.

The McLuckey group is well known for work with ion/ion reactions to modify ion
types and to conjugate biomolecules through covalent chemistry in the gas-phase.
However, the kinetics and energetics of these reactions are not well known. This work
will provide a method for measuring ion/ion reaction kinetics using dipolar DC CID (DDC-
CID), which was previously developed in the McLuckey lab. Knowledge of gas-phase
ion/ion reaction kinetics and energetics will provide insights for improving current
ion/ion reaction efficiencies as well as for improving reagent design for future ion/ion

reactions.



CHAPTER 1. INTRODUCTION

Since the first parabola mass spectrum was collected by Sir J. J. Thomson in the
early 1900’s,"* mass spectrometry has become an invaluable analytical tool. Through a
series of significant advancements over the past century, mass spectrometry (MS) has
developed into a routine technique that is now found at the forefront of a number of
diverse fields due to its unparalleled sensitivity, resolution, limit of detection, speed,
and versatility. Mass spectrometry has made significant contributions to many fields
including forensics, food chemistry, the analysis of natural products, and the study of
reaction kinetics and thermodynamics. Particularly with the advent of electrospray
ionization and tandem mass spectrometry, the analysis of the structures and
interactions of large biomolecules has become possible. Additionally, mass
spectrometry has been coupled to various other analyte separation methods, including
liguid and gas chromatography and capillary electrophoresis. Because many of these
separation methods are orthogonal to mass spectrometry (i.e. the techniques separate
analytes based on different characteristics), the power of each of these techniques is
amplified making mass spectrometers invaluable for complex mixture analysis.

The simplest mass spectrometry experiment includes two main stages: ionization

and mass analysis. lonization, includes transferring the analyte from the bulk sample



into the gas phase and converting the analyte into an ion. During the mass analysis step
the mass spectrum containing the generated ions’ mass to charge ratios is obtained. In
more complex mass spectrometry experiments additional ion manipulation techniques
(e.g. tandem MS, ion activation, ion/molecule, and ion/ion reactions) can be applied to
probe ions via fragmentation and reactions that can lead to covalent modifications or
altered ion types. These probing techniques are useful for determining the structures of
molecules. More recently, these techniques have become invaluable in the analysis of
biomolecular structures from the primary sequence structure to higher order structures

of biomolecular complexes.

1.1 Electrospray lonization

The first step in all mass spectrometry experiments is the generation of gaseous
analyte ions that can be steered and controlled in an electric or magnetic field under
vacuum. There are many different ionization methods that can create a variety of
different ion types. In general, the main ionization methods commonly used in mass
spectrometry include electron ionization (EI) and chemical ionization (Cl, e.g. proton
transfer, charge transfer, adduct formation), desorption ionization (e.g. SIMS, secondary
ion MS, and MALDI, matrix assisted laser desorption ionization), and spray ionization.
There are many factors that should be considered in order to determine the best
ionization method for a given analyte. These factors include the energy distribution

imparted on the ions (i.e. hard vs. soft ionization), the chemical characteristics of the



analyte (e.g. vapor pressure, solubility, thermal stability), the phase of the sample
matrix (i.e. solid, liquid, gas), and the efficiency and stability of the ionization method.
Ambient ionization methods are characterized by ionization at atmospheric
pressure followed by transfer into the main vacuum of the instrument; often through a
differentially pumped region to assist in ion transfer. Ambient ionization methods have
become popular due to their simplicity and compatibility with on-line separation
methods. In addition, the advent of low energy/soft ambient ionization techniques, such
as atmospheric pressure MALDI (AP-MALDI) and electrospray ionization (ESI), has

enabled the analysis of large, intact biomolecules.

1.1.1 History

Electrospray ionization (ESI) was first demonstrated on macromolecules such as
polystyrene by Dole et al. in the late 1960’s and early 1970’s.>* John Fenn et al. applied
ESI to the analysis of proteins in 1989 where multiply charged, intact, gaseous protein
ions were generated for the first time.> The multiple charging characteristic of ESI
brought the protein signal into the mass range of most commercially available mass
spectrometers. ESI has also become one of the most commonly used ionization
techniques for large and small analytes alike due to its compatibility with continuous
flow separation techniques including high pressure liquid chromatography (HPLC)® and
capillary electrophoresis (CE).” ESI has been used to study a wide range of chemicals of

varying size and complexity from small organic molecules to extended polymeric



systems. Because ESI has had such an impact on many versatile fields of study,
expansive efforts have been directed toward understanding the electrospray process

and ionization mechanisms.®%1011

1.1.2 The Electrospray Process
Practically, ESI is performed by pumping an analyte solution through a capillary
(~100 um diameter) at flow rates in the low pL/min range. A potential, usually 2-5 kV, is
applied to the capillary, which creates an electric field between the capillary and the
orifice of the mass spectrometer, the counter electrode. The electric field results in
charge separation within the solution. The electric field at the tip of the capillary (E.) can

12
be calculated as follows:®

2V
¢ relndd /7.

(1.2)

where V. is the applied potential, r. is the radius of the capillary orifice, and d is the
distance from the capillary to the counter electrode. As charge builds up on the surface
of the solution, a “Taylor cone” will form at the end of the capillary. The “Taylor cone” is
named in homage of Sir Geoffrey Taylor, who introduced the first theoretical
explanation for liquid protrusions and disintegrating droplets in an electrical field in
1964." The liquid will continue to protrude from the capillary until the Coulombic
repulsion on the surface of the droplet is equal to the surface tension of the solution,

14,15

known as the Rayleigh limit. The total charge on a droplet surface (g,) at the Rayleigh

limit is described by:



qr = 8m(egyR*)'/? (1.2)
where gy is the permittivity of free space, y is the surface tension of the droplet, and R is
the droplet radius. Once the solution reaches the Rayleigh limit, a Rayleigh fission occurs
in which a large, highly charged droplet will break off from the Taylor cone. As this
satellite droplet travels toward the mass spectrometer, solvent evaporates from the
droplet which decreases its volume and thus increases the charge density on the surface
of the droplet. This droplet will undergo another fission process once it reaches the
Rayleigh limit. Numerous subsequent fissions will occur producing a cascade of progeny
droplets until all of the solvent is evaporated.10 Each successive fission event results in a
loss of 2% of the mass and 15% of the charge of the parent droplet.g’9 The mechanisms
by which ions are formed from these charged droplets will be discussed in more detail
below.

ESI is an electrochemical process with a continuous electrical current, which can
be represented as an electrolytic cell.®'® In the positive mode, positive ions are
generated and sprayed from the capillary. As a result, negative charge must also be
removed from the solution to maintain charge balance in the solution. The oxidation of
solution components (i.e. analyte and solvent) occurs at the tip of the capillary, the
anode, which provides the removal of negative charge from the solution. Reduction
occurs at the orifice of the mass spectrometer, the cathode, where positive ions are
neutralized. The current generated by the spray travels from the orifice of the mass

spectrometer (cathode) toward the negative terminal of the power supply, then to the



capillary (anode) from the positive terminal of the power supply, and finally returns to
the orifice of the MS. The spray current is representative of the rate of charge
separation and the current produced by the oxidation and reduction reaction limits the
total rate of ion production. The electrospray ion current (igs) is often limited to less
than 1 pA™ and can be calculated according to the Hendricks equation:***’
lgs = Hvfog'ES (1.3)

where H is a constant determined by the dielectric constant and the surface tension of
the solvent, vy is the solution flow rate, E. is the electric field at the capillary tip as given
above in equation (1.1), and os is the specific conductivity of the solution. A similar
electrolytic cell can be used to describe ESI in the negative mode, however the capillary

acts as the cathode, where reduction occurs, while the orifice is the anode, where

oxidation occurs and the current flow is reversed relative to positive mode ESI.

1.1.3 lonization Mechanisms
While the general electrospray process described above explains the generation
of charged droplets from a solution, the mechanism(s) for generating ions from the
charged droplets remains to be discussed. There are currently two main models used to
describe the ionization mechanisms of ions.™ The first model was proposed by Dole et
al. in 1968 and is commonly referred to as the charge residue model (CRM). The second
model is called the ion evaporation model (IEM), which was first proposed by Iribarne

and Thomson in 1976." Both mechanisms have been well studied and experimental



support has been provided for both mechanisms. Recently, an additional model has

been proposed by Konermann et al., termed the chain ejection model (CEM).?

1.1.3.1 Charge Residue Model

The charge residue model (CRM) relies on the Rayleigh fission process**

described above for the ionization of molecules. A series of Rayleigh fissions occurs until
the final generation of progeny droplets in which each droplet contains a single analyte
molecule. The remaining solvent in this droplet will evaporate, leaving behind the
charge, which complexes with the analyte molecule. Often the charge carriers in this
mechanism are remaining protons and/or metal ions such as sodium and potassium.
Since Dole’s first description of the CRM for neutral macromolecules, the model has
been extended to describe the ionization of analytes including small metal and organic
ions®* and multiply charged macromolecules.?” lons that are thought to be ionized via
the CRM tend to be more adducted with salts such as sodium and potassium as these
highly soluble species are concentrated toward the center of the droplets during solvent
evaporation.”> The CRM is generally accepted as the mechanism for the ionization of
larger ions, including native/globular proteins.?> Ferndndez de la Mora provided
experimental evidence that ions with masses ranging from 3.3 kDa to 1.4 MD ionize via
the CRM by comparing the observed charge states of globular proteins and dendrimers
to the charge at the Rayleigh limit (g,) on a droplet of approximately the same radius as

the bare molecule. The Rayleigh limit is inherently an upper-bound for the charge state



of ions formed via the CRM as a charge state greater than g, would result in another
Rayleigh fission to relieve Coulombic repulsion as the droplet evaporates. De la Mora
found the charge states for globular proteins ranged from 65-110% of the calculated g,

value, thus indicating the macromolecule ions were mainly formed via the CRM.*

1.1.3.2 lon Evaporation Model

The second most widely accepted model for ionization via ESI is the ion
evaporation model.* According to this model, ions are generated by evaporation from
the surface of droplets during the droplet desolvation process, once the droplet radii
decreases below 10 nm."* As ions are ejected from the surface of the droplet, they
remove charge from the droplet, providing an alternative mechanism to reduce charge
repulsion on the droplet surface as opposed to droplet fissions at the Rayleigh limit.
Evidence for this mechanism has been provided by Iribarne’s and Thomson’s work with
NaCl clusters in electrospray droplets, in which they observed more abundant signal
from Na® and hydrated Na* species compared to the abundance of larger salt complexes.
The salt clusters were presumed to have formed via the CRM, while the presence of
hydrated Na* ions indicated that some of the sodium cations evaporated off the surface
of the droplet with solvent molecules.’® The IEM is generally accepted as the primary
ionization mechanism for small inorganic ions.**

As mentioned above, the analyte size plays a significant role in the mechanism

for ion generation (i.e. larger molecules via CRM, smaller molecules via IEM). However,



the surface activity of the analyte will also influence the mechanism by which it is
ionized. Analytes that are very surface active (e.g. hydrophobic detergents) will tend to
reside on the surface of the droplet. Thus surfactants will be more likely to evaporate
from the surface of the droplet taking surface charge with them (IEM) when compared
with less surface active analytes, which are more likely to ionize via the CRM. One
example in which the surface activity has been shown to affect the ionization
mechanism of the analyte is when comparing the ionization of folded/native proteins
and unfolded/denatured proteins.

As described above, large globular proteins are expected to ionize via the CRM.
However, unfolded proteins tend to be more hydrophobic and thus more surface active
than folded proteins. In 2013 Konermann and coworkers proposed a third ionization
mechanism, dubbed the chain ejection model (CEM), to describe ion formation from
denatured or unfolded proteins.”° This mechanism is very similar to the IEM, where
denatured protein ions are generated at the surface of the droplet via the charge
residing on the surface. More precisely, it is proposed that a small portion of the protein
reaches the droplet surface and begins to protrude from the surface, where it picks up
charge and is ejected from the droplet. As the protein is ejected, charge equilibration
occurs between the droplet surface and the protein, which provides Coulombic

repulsion to propel the protein out of the droplet.zo'24

A comparison of the CRM and
CEM has been performed via the analysis of salt adducts on various charge states of

proteins.” The correlation between the observed CSD of a protein and its conformation
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d.?®?”% Higher charge states correspond to more

in solution has been well studie
denatured proteins, while folded proteins tend to have lower charge states due to
Coulombic repulsion. It has often been observed that the lower protein charge states
tend to contain more salt adducts, while the higher charge states are less adducted. This
observation is consistent with the lower charge states/folded protein ions being formed
via the CRM, while the higher charge states/denatured protein ions are formed via the
CEM.”

The mechanism(s) of ion formation via ESl is not fully understood and thus is still
an active area of research. It is clear that none of the models described above are able

to explain all observations and it is quite possible that all of these processes are

occurring simultaneously during the dynamic ESI process.

1.1.4 Nanoelectrospray lonization (nESI)
A variation of ESI, namely nanoelectropsray ionization (nESI), has recently gained
popularity due to its higher salt tolerance, improved sensitivity, and low sample

2930 \While the general electrospray process

consumption compared to conventional ESI.
and mechanisms ion formation are very similar for nESI and ESI, there are several
differences that distinguish the techniques. The tip diameters for nESI (100s of nm to
~10 um) are much smaller than the tip diameters for ESI and thus, the first droplets

generated from the Taylor cone are an order of magnitude smaller in diameter than

those produced by ESI. The smaller parent droplets enable the nESI tip to be placed
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closer to the orifice as less time is needed for desolvation compared to larger ESI
droplets, resulting in a better sampling efficiency for nESI compared to ESI in which most
of the generated ions are lost."* Additionally, nESI has become heavily utilized in the
biological mass spectrometry community due to its lower sample volume requirement,
higher salt tolerance, and compatibility with aqueous solvent systems. The preparation
of many biomolecules involves the addition of salts (i.e. from buffers), thus the salt
concentration of these samples is usually much greater than in other fields. Karas and
coworkers have shown that nESI will produce biological ions at higher concentrations of
salt than can be observed by ESI, which they have attributed to the much smaller initial

. 1,32
droplet size.’'?

ESI of aqueous solutions is also challenging due to the high surface
tension of water, which requires larger ESI voltage gradients and thus increases the
propensity for electrical discharges. Most biological molecules are inherently soluble
and more stable in water, which makes nESI the preferred ionization method for these
aqueous samples due the ability to operate at lower voltage gradients.™

In practice, nESI is performed using borosilicate glass capillaries that are pulled
to a tip of ~1-10 um. These capillaries can be coated with a conductive material, or a
wire electrode can be inserted into the channel. A ~1-2 kV potential is applied to either
the coating or the wire electrode that is in contact with the solution. The potentials
associated with nESI are usually lower than those used in ESI due to the shorter tip-

orifice distance and the smaller tip diameter. The tip diameter is also small enough that

the application of a potential creates an electric field at the tip that is sufficient to
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produce a spray without requiring a pressurized flow as is used in ESI.'* All experiments
that will be described in this work (vide infra) were performed using nESI with a wire-in-

a-capillary setup to generate gas-phase ions.

1.2 Mass Analyzers

There are a variety of mass analyzers that separate ions based on their motions
in static or dynamic electric or magnetic fields. lons are separated based on their mass
and charge, thus the x-axis of a mass spectrum scales with increasing mass (m) to charge
(2) ratio (m/2). All mass analyzers have various advantages and limitations, thus the type
of mass analyzer used for a given experiment is usually chosen based upon the ultimate
goal of the experiment. The common figures of merit for mass spectrometers include
mass range, analysis speed, transmission efficiency, resolution, and mass accuracy. The
combination of a variety of mass analyzers into hybrid instruments is a common method
used to compound the advantages of each of the stand-alone mass analyzers.
Quadrupole ion traps are frequently used in hybrid instruments to mass select an
individual ion for further analysis in the following mass analyzer (i.e. ion cyclotron
resonance (ICR) or time of flight (TOF)). The main mass analyzers that are currently used
include quadrupoles, quadrupole ion traps (QIT), orbitraps, time of flight (TOF),
magnetic and electric sectors, and Fourier transform ion cyclotron resonance (FT-ICR).
The instruments used in this work are limited to quadrupole ion traps (i.e. 2D/linear QIT

and 3D QIT) and time of flight mass spectrometers. A more detailed description of the
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operation and characteristics of the mass analyzers relevant to this work will be
discussed below. Figure 1.2 and Figure 1.3 show the instrument schematics of the
homebuilt 3D ion trap mass spectrometer33 and QgTOF (Q-STAR Pulsar XL, AB Sciex,

Toronto, ON, Canada)* used for the present work, respectively.

1.2.1 Quadrupole lon Traps

Quadrupole ion traps (QIT) are one of the most versatile mass analyzers which
also function as ion transmission devices. They can be found in many commercially
available mass spectrometers as they are relatively simple to combine with each other
and with other mass analyzers, and are capable of performing ion isolations to simplify
mass spectra. They are particularly amenable to tandem MS experiments, vide infra.
Generally, there are two types of QITs: the 3D, or Paul ion trap, and the 2D, or linear ion
trap. The Paul ion trap is so-called as it was first described by Paul and Steinwedel in
1960.%®> More recently, the 2D or linear ion trap was developed from linear quadrupole
ion guides.*® 3D quadrupole ion traps perform better at higher mass extensions (i.e.
higher m/z) than 2D quadrupoles and are capable of trapping ions of either polarity
under the same conditions and in a small volume, making them advantageous reaction
vessels. However, 2D ion traps have better trapping efficiencies and are more resistant
to space charge effects due to the larger trapping volume.*” The details of operation for

each of the QITs are provided below.
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1.2.1.1 3D Quadrupole lon Traps

Although the Paul trap was first proposed in 1960, it was not until 1984 that it
was used as a mass spectrometer via a mass instability scan (the most popular mode of
operation currently in use).*® The trap consists of a central ring electrode that is
enclosed by two hyperbolic endcap electrodes, each corresponding to either the
entrance endcap or the exit endcap. In the most common method of operation, ions are
injected into the trap through a hole in the center of one of the endcap electrodes, the
entrance endcap. lons are held in the trap by a trapping potential well formed by the
guadrupolar field, which is produced by applying a radio frequency (RF) voltage in the
radial (r) dimension (i.e. on the ring electrode) and a direct current (DC) potential in the
axial (z) dimension (i.e. on the endcaps). The most common method of mass analysis
from the 3D trap is a mass instability scan, in which the amplitude of the RF is ramped
from low to high amplitude resulting in the successive instability of ions of increasing
m/z. lons are ejected through both the entrance endcap (vide supra) as well as the exit
endcap (the endcap opposite of the entrance endcap), however there is usually only a
detector outside the exit endcap. Thus, up to only 50% of the ions originally injected
into the trap are ultimately detected. However, there have been efforts to increase the
detection efficiency such as the application of a monopolar DC field to push ions closer
to the exit endcap during mass analysis.39 The stability, or instability, of an ion can be

determined using the solutions to the Mathieu equations:***!

_ 16eU
m(rg+22z2)02

a, = —2a, (1.4)
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8eV
2= —5 s = —20; (1.5)

m(ré+2z2)02

where a, and a, are trapping parameters in the axial (z) and radial (r) dimensions
corresponding to the DC potential (U), g, and g, are trapping parameters in the axial (2)
and radial (r) dimensions corresponding to the RF amplitude (V), e is the charge state of
the ion, m is the mass of the ion, rp and z, correspond to the radius in the radial and
axial dimensions respectively, and Q is the drive RF frequency applied to the ring
electrode.

An ion must be stable in both the r and z dimensions in order to be stable in the
trap. The a and q equations for each dimension can be graphed onto a 2D plot to
determine the regions in which the stability in the radial and the axial dimensions
overlap, indicating that the ion will be stable in the trap. The first stability region is the
most commonly used region of the so-called Mathieu stability diagram, which is shown
in Figure 1.4a.”° The first stability region corresponds to 8, = 0 through 8, = 1, where 8 is
a secondary trapping parameter and u represents any of the Cartesian coordinates,
specifically r and z as it pertains to the trapping of ions in the ion trap. The 8, = 1 line,
representing the stability boundary, crosses the g, axis at g, = 0.908. According to
Equations 1.4 and 1.5 the m/z of an ion increases as the value of g, decreases. The
mass-selective instability scan (or mass-selective ejection) is usually performed by
ramping the RF amplitude such that the ions will successively be brought to a g value of
0.908, where they will become unstable and will be ejected from the trap. Since the

smaller ions are closets to a g value of 0.908 at lower RF amplitudes, the ions will be
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ejected through the endcap electrodes in the order of low m/z to high m/z over the
duration of the RF ramp. The ions ejected via the exit endcap will be detected
successively, producing a mass spectrum ranging from low to high m/z.

The mass range of a 3D trap using mass selective ejection for detection is often
limited by the amplitude of the RF. High m/z ions (above m/z ~650) require higher
amplitudes of RF than is often available in commercial power supplies. A common
solution to this limitation is resonant ejection,*” which is performed by applying
supplementary dipolar AC to the two endcaps (i.e. AC waveforms that are at the same
frequency, but 180° out of phase applied to each endcap). This supplementary AC
accelerates ions whose secular frequency is in resonance with the frequency of the
dipolar AC applied to the endcaps. Given a large enough AC amplitude, the ions in
resonance will be ejected from the trap. In this way, the dipolar AC effectively puts a
“hole” in the stability diagram at a specific g value (g<0.908). Similar to the mass
selective instability scan described above, the amplitude of the RF is scanned to sweep
ions into resonance with the dipolar AC successively. In this way, larger ions can be
mass-selectively ejected from the trap through the “hole” at lower RF amplitudes than

would be required to eject them via the 8, = 1 boundary line (g, = 0.908).
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1.2.1.2 2D Quadrupole lon Traps

Linear quadrupoles were originally used as strong focusing ion guides and ion

traps in the early 1950’s."4

Most commercially available linear ion traps consist of four
cylindrical rods that run parallel to each other. Although the rods should theoretically be
hyperbolic in shape for the ideal electric field, round rods are far simpler to manufacture.
Thus, round rods are more commonly used and are spaced such that the electric field is
optimized with the round geometry.” The quadrupolar field is generated by coupling
opposite rods together and applying both DC and RF potentials to the separate rod pairs.
The RF potential on the rod pairs is 180° out of phase relative to each other. Similar to
the 3D quadrupole described above, the Mathieu equation can be solved for the 2D

quadrupole to give the a, and g, trapping parameters:*°

8eU

a, = o~ = —a, (1.6)
—4eV
U = gz = (1.7)

where e is the charge state of an ion with mass m, U is the DC potential, V is the RF
amplitude, ry is the radius of the trap, and Q is the RF frequency. The RF provides the
trapping well that maintains ions in the radial dimension, while repulsive DC potentials
are applied to lenses on both ends of the rods to trap ions in the axial dimension. The
first stability region for a linear ion trap is depicted in Figure 1.4b.

Linear ion traps (2D ion traps) were first proposed as mass spectrometers using
mass selective, radial ejection in 1995 by Bier and Syka,*® which was first demonstrated

in 2002 by Schwartz, Senko, and Syka from Thermo Finnigan.?’ This form of m/z



18

dependent ion detection is similar to that described above for a 3D trap. A dipolar
auxiliary AC potential is applied to the rods to accelerate ions in the radial dimension
while ramping the drive RF amplitude such that ions are successively ejected (from low
to high m/z) through a slit cut in one of the rods and into a detector placed outside the
rod with the slit.*’

Another method for mass selective ion ejection from a 2D ion trap was first
described by Hager from MDS Sciex in 2001,*”*** in which ions are ejected axially
through the ends of the rods. This so-called mass selective axial ejection (MSAE) method
couples the radial and axial motions of ions near the fringing fields at the end of the
guadrupole to eject ions. Fringe fields are created at both the entrance and exit of the
rods as the quadrupolar field ends abruptly due to field penetration by the external
trapping lenses. The imperfect quadrupolar field created by the fringe fields enables the
coupling of axial and radial ion motion, in which ions with radial motion furthest from
the center of the trap are affected the most. lons can be selectively accelerated in the
radial dimension by applying a supplementary quadrupolar AC field to the rods (180°
out of phase on the two rod pairs) or by applying an AC field to the exit lens of the ion
trap. lons of a specific m/z that have a secular frequency in resonance with the
supplemental AC waveform will be accelerated radially. Near the fringe fields, the radial
motion is translated into axial kinetic energy which results in ion ejection from the trap
in the axial dimension. The auxiliary AC amplitude and drive RF amplitude can be

ramped simultaneously to successively scan ions out of the trap from low to high m/z.
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1.2.2 Time of Flight
The time of flight (TOF) mass analyzer was first described in 1946°° and was first
built and demonstrated in the early 1950’s.°*? The separation of ions in TOF analyzers
is based upon the velocity of ions through a field-free drift tube; ions of large m/z will
travel slower, while ions of lower m/z will travel faster through the drift tube. The

relationship between m/z and drift time (t) is given below:

™= (ﬂ) £2 (1.8)

z L2

where e is the elementary charge of a proton, V; is the acceleration potential, and L is
the length of the field-free region.

TOF analyzers have many advantages over other mass spectrometers, including a
theoretically unlimited mass range, speed (microseconds timescale), high transmission

16,53

efficiency (i.e. good sensitivity), and they are simple to calibrate. TOF is a pulsed ion
technique, making it compatible with pulsed ion sources such as matrix-assisted laser
desorption/ionization (MALDI). However, distributions in the position and initial kinetic
energy of the ions during the pulse as well as the pulse length contribute to losses in
resolution, thus the ion beams produced by most pulsed techniques limit the resolution
that can be obtained in the mass spectrum. The first TOF instruments suffered from
poor resolution due to these ion distributions.

Improvements in TOF resolution have been attributed to two main

52,54,55,56

advancements: delayed pulsed extraction and the reflectron.”” Delayed pulsed

extraction is a technique that aims to correct for distributions in ion kinetic energies.
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lons are brought in from the source and after a time delay on the order of microseconds,
a pulse is applied. The delay provides time for ions to separate based upon their initial
kinetic energies. The delayed pulse then accelerates the ions of lower kinetic energies
more than those of higher kinetic energy as they are closer to the source. While this
method provides better resolution without sacrificing sensitivity, it makes mass
calibration more complicated and is limited to a smaller mass window.***?

The reflectron was developed initially by Mamyrin et al. in 1973 as another
method for improving TOF resolution by accounting for ion kinetic energy
distributions.”” A reflectron is a series of ion mirrors that decelerate and then
reaccelerate ions back toward the direction of the source. lons of the same m/z that
have higher initial kinetic energies will penetrate further into the mirror, which
effectively increases their flight path relative to the ions with lower kinetic energies. The
detector is often placed next to the source at the focal point where ions with different
kinetic energies but the same m/z will arrive at the detector at the same time. The
resolution of a TOF is also directly proportional to the length of the drift path. Thus,
reflectrons also improve resolution by increasing the flight length without drastically
increasing the size of the mass spectrometer.53 Resolution has been further improved by
adding multiple stages of reflectron mirrors>® or by including multiple turns (i.e.

%80 However, the alignment at focal points becomes more

increased path length).
complicated with the increase in number of turns, thus most commercial TOF mass

spectrometers are sold with a single reflectron. The ability for TOF instruments to reach
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resolutions on the order of 10° — 10* combined with their ability to easily analyze
masses in the kDa range with great accuracy has made them popular in the analysis of
large biomolecules. An example of their use for the analysis of proteins is provided in

this work, vide infra.

1.3 Tandem Mass Spectrometry

Tandem mass spectrometry, also known as MS/MS, refers to experiments in
which ions are manipulated in a way such that at least two mass analysis steps are
performed. If n mass selective steps are performed, the experiment is commonly
referred to as MS".*® Examples of tandem mass spectrometry experiments include ion
isolation, ion activation/dissociation, and ion reactions with molecules or other ions. The
latter will be discussed in more detail in the following section, vide infra. Tandem mass
spectrometry in the form of ion activation has become a standard capability on most
commercially available mass spectrometers and has become a powerful technique as
the mass of not only the intact analyte, but also the mass of fragments of the analyte
can be determined. Thus tandem mass spectrometery can be used to determine the
chemical structure of analytes. This technique is particularly useful in determining the
primary structure of large biomolecules. One of the main strengths of tandem mass
spectrometry is spectral simplification as the desired analytes can be individually

isolated from all other analytes in a complex mixture and fragmented for structural

interrogation. In this way, chemical noise is often diminished in tandem MS experiments.
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In general, a tandem mass spectrometry experiment involves ionization of the
analyte followed by trapping of the ions in an ion trap, where the desired analyte ion
can be isolated and subsequently activated. Mass analysis follows such that the masses
of the individual fragment ions produced by the activation step can be analyzed.
Activation methods include ion trap and beam-type collision induced dissociation (CID),
surface induced dissociation (SID), ultraviolet photodissociation (UVPD), infrared
multiphoton dissociation (IRMPD) and electron transfer/dissociation methods (e.g. ETD,
ECD, ExD). The methods used in this work include ion trap CID and UVPD, which will be
discussed in detail below.

All of these ion activation methods impart energy on the ions via either collisions
or with light, however the rates of heating and cooling for each technique can differ
greatly, which has implications for the fragmentation products that will be generated.
Generally, ion activation methods are divided into two main categories: fast and slow
heating. These categories refer to the timescale over which the ion is activated. Slow
heating methods such as ion trap CID and IRMPD occur on the order of 10° — 10% s,
while fast heating methods including SID, beam-type CID, and UVPD occur on the order
of 10 — 10" 5.°! Slower ion activation methods provide time for chemistry to occur
(i.e. rearrangements or reactions), while fast ion activation methods generally result in
simple cleavages due to the short time scale. An important distinction for slow heating
methods is that the rates of heating and cooling are comparable such that the internal

energy of the ions reaches a steady state.
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1.3.1 lon Trap Collision Induced Dissociation
lon trap collision induced dissociation is a slow heating method. The ‘ergodic’
process (i.e. energy that is imparted upon the molecule is redistributed throughout the
bonds in the molecule) usually proceeds through two steps. The first step, a relatively
fast process, is collisional activation (CA) which is caused by collisions of the ion with
gaseous molecules. The second step involves the conversion of the translational energy
from the collision into internal energy which results in unimolecular dissociation of the

1662 Additionally, ion trap CID as it is performed in a

ion, which is a longer process.
guadrupole ion trap mass spectrometer usually involves multiple low energy collisions.
The type of fragments observed depend not only on the activation method, but also on
the nature of the precursor ion. Most fragmentation is either charge-directed or radical-
directed, thus fragments tend to be more abundant if they result from bonds breaking
near the charge or radical site, respectively.

Prior to ion activation, the desired ion is isolated. In a 3D ion trap the ions are
isolated by performing a mass selective instability scan similar to that described above
for mass analysis; however the supplemental AC as well as the amplitude of the RF ramp
are tuned such that all ions except the desired precursor ions are ejected from the trap.

This is an RF only isolation such that a = 0.5354

In a linear ion trap, the ions are isolated
by ramping the RF amplitude such that the desired ion will be at g = 0.703, which is just
below the apex of the first stability region. A DC potential is then applied to raise the ay

value such that the precursor ion is brought into the apex of the stability region where it
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is the only ion stable in the trap. This method is termed apex isolation. In a triple
guadrupole tandem MS instrument, ions are often isolated via apex isolation through
the first RF/DC quadrupole (Q) prior to storage in an RF only quadrupole (q).*® Both 2D
and 3D ion traps can be operated via RF only, or via RF and DC for ion isolation, however
the descriptions given above were the configurations used for this work. Once ions are

isolated, they can be activated to induce fragmentation to obtain structural information.

1.3.1.1 Resonant Collision Induced Dissociation

Resonant CID, or resonant excitation, is one of the most commonly used ion
activation methods in quadrupole ion traps as it is a universal technique and is simple to
implement.®® A supplementary AC waveform is applied, similar to that described above
for mass extensions and ion isolations, where the frequency is in resonance with the
secular frequency of the desired ion in the trap, which will accelerate the ion motion in
the trap. This method increases the radius of motion of the desired ion cloud such that
the ions experience more RF heating (i.e. move closer to the electrodes) and will
undergo more energetic collisions with the background or buffer gas.®® Both the
frequency and the amplitude of the supplemental AC waveform must be tuned to
provide efficient fragmentation without ion losses. For example, if the amplitude is too
low then fragmentation will not be observed, while amplitudes that are too high will
result in ion trajectories that are no longer stable in the trap. Because ions will only be

accelerated if their secular frequency matches that of the supplemental AC waveform,
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this is a selective technique. Therefore, it is possible to activate a single m/z without ion
isolation prior to CID. However, isolations are commonly performed to avoid

complicating the fragmentation spectrum.

1.3.1.2 Dipolar Direct Current Collision Induced Dissociation

Dipolar direct current CID (DDC-CID) is another method of performing ion trap
CID. Many of the same principles apply to DDC-CID as described for resonant CID. DDC-
CID is performed by applying a DC field to the quadrupole ion trap in a dipolar fashion.
In a 3D trap this field is created by applying equal voltages of opposite polarities to the
two endcaps of the trap.67 In a linear trap the dipolar DC field is created by applying
equal and opposite DC voltages to one of the rod pairs, while the other rod pair is held
at ground.® The dipolar field displaces the entire ion cloud from the center of the trap,
such that the ions are exposed to higher RF heating. Thus, ion activation is caused by
more energetic collisions with the bath gas, similar to ion activation via resonant CID. An
important distinction between resonant CID and DDC-CID is that the latter is a
broadband technique while the resonance condition is selective for a certain ion
frequency (i.e. m/z). DDC-CID is also simpler to implement and tune relative to
resonance CID because all ions are activated equally, for a pure quadrupolar field.
Higher order fields (as are found in 3D ion traps with a stretched geometry) have been
found to contribute to a slight mass discrimination in which higher m/z ions are

displaced further from the center of the trap and thus are subjected to more RF heating
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and subsequent activation and fragmentation.®® Each of the techniques has its own
advantages and disadvantages, thus the preferred method is often application

dependent.

1.3.2 Ultraviolet Photo Dissociation

Ultraviolet photo dissociation (UVPD) is a fast heating process that is also a more
selective ion activation method relative to ion trap CID because the analyte ions must
have a chromophore that absorbs at the wavelength of the incident light in order to be
activated.”® Opposed to infrared multiphoton dissociation (IRMPD), UVPD often results
in fragmentation after the absorption of one to a few, higher energy photon(s) (2-10
eV/photon). After the molecule absorbs the photon(s), the energy is vibrationally
dissipated through the bonds near the chromophore. Because the energy absorption is
more localized and imparts more energy on the ion, a wider variety of fragmentation
types can be expected relative to that obtained with ion trap CID.

The biggest drawback of UVPD is the requirement of a laser for ion activation.
Lasers are expensive and provide for more complicated experiments. There must also be
a clear line of sight to ions in the trap such that the light can reach them. Even so, the
selectivity of UVPD relative to ion trap CID may be advantageous depending on the
application. Many methods have been developed to conjugate or complex

71,72,73

chromophores to various analytes, which improves the applicability of UVPD to a

broader range of analytes (i.e. biomolecules) that do not have native chromophores.
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1.3.3 Analysis of Peptides and Proteins
This work focuses on the development of methods for analyzing biomolecules,
especially peptides and proteins. Thus, a targeted discussion of the fragmentation
schemes and nomenclature for peptides and proteins is included here. MS/MS
techniques are useful in determining the primary structure (i.e. the amino acid sequence)
of proteins. There are two main approaches for investigating the primary structure of a

protein, namely ‘bottom up’ and ‘top-down.’”*

The bottom-up approach is the most
prominent method currently used in proteomics. The first step of this approach is to
enzymatically digest an intact protein in solution, which is followed by separation
(usually via HPLC) and MS analysis to determine the mass of the digested peptides. The
main disadvantage to this method is that the mass of the intact protein is lost. Contrarily,
the top-down approach takes the intact protein into the mass spectrometer where its
intact mass is determined prior to ion modification and/or activation to induce
sequence informative fragment ions. This technique, however struggles with sensitivity
and is not currently high-throughput, which prevents its adoption as the primary
method in the proteomics community. One of the major focuses of research in the
McLuckey group is to develop and improve methods for use in top-down proteomics,
thus the following discussion will focus on tandem MS for top-down proteomics.

Most ion activation techniques result in cleavages along the backbone of

peptides. A common nomenclature for peptide fragmentation was proposed in 1984"

and was later modified to the current labeling scheme used by the community.”® lons
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that contain the N-terminus are labeled with a,, b, or c,, while ions containing the C-
terminus are labeled x,, y,, or z, for cleavages at the C* — C, amide, and N-C* bonds,
respectively, where n is the number of residues present in the fragment. A schematic
showing peptide fragmentation nomenclature is given in Figure 1.5. The observed
fragment ion types are determined by the activation method as well as the nature of the
charge on the precursor ion.

lon trap CID of protonated peptides (the most commonly used ion activation
method for peptides) usually gives b- and y-type fragment ions. This observation has
been attributed to the ‘mobile proton theory’ in which fragmentation is driven by
charge directed reactions.”” Thus, positive ions with higher charge states (i.e. more
mobile protons) tend to fragment more efficiently via ion trap CID than ions of lower
charge or negative ions. The sequence of the peptide can play a large role as well. For
example, the presence of a proline yields cleavage of the amide bond N-terminal to the
proline residue as the most abundant fragmentation pathway.”®

However, faster ion activation methods, such as UVPD, can favor other
fragments including a-type ions and side chain losses in addition to b- and y-type ions.
The observed fragments via UVPD are dependent upon the wavelength of the incident
light as well as the nature of the target chromophore. UVPD performed at €193 nm is
able to cleave peptides without chromophores. However, only tyrosine and tryptophan
residues will absorb 266 nm light. At wavelengths 2355 nm, peptides will not absorb the

light unless they are conjugated to a chromophore.”
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Additionally, certain bonds can be homolytically cleaved via ion trap or beam
type (higher energy) CID (e.g. azo compounds) or via UVPD (e.g. C-l bonds). A homolytic
cleavage results in an odd electron analyte molecule. The odd-electron molecule can be
activated via CID to provide energy for a series of hydrogen abstractions yielding free
radical migration which leads to radical-directed dissociation (RDD). The fragmentation
produced via RDD is complementary to that produced by charge directed dissociation

and often gives a- and x-type ions as well as side chain losses.”

1.4 Manipulation of lon Types

As mentioned previously, the type of precursor ion is important in determining
the information that can be obtained via ion activation (i.e. ion trap CID and UVPD, vide
supra). One method of manipulating the ion type is via reactions of the analyte with
other molecules or ions. These reactions can be performed in the solution or droplet
phases on the way into the mass spectrometer or via ion/molecule or ion/ion reactions
once the bare ions are inside the mass spectrometer.

Solution-phase derivatization of biomolecules is widely used for Iabeling80 and
crosslinking 8 studies to aid in determining primary and tertiary structures. As
mentioned above, solution-phase conjugation may be necessary to generate the desired
ion type for certain activation methods, such as conjugating a chromophore to a peptide
for UVPD.” Although this is a vast area of research, this work will focus on analyte

reactions that occur in solution within a nESI capillary, in the droplet phase during nESI,
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and in the gas-phase via ion/molecule and ion/ion reactions. The main advantage all
these techniques have over bulk solution-phase modifications is the simplification of
analyte preparation. Additionally, reactions in the gas-phase avoid solvent interactions
and are easier to tune than solution-phase reactions. Pseudo solution-phase (i.e.

Droplet-phase), ion/molecule, and ion/ion reactions are discussed in more detail below.

1.4.1 Pseudo Solution-Phase Reactions

While these reactions occur in the solution-phase, there are important
differences that have implications for the types of ions that will be formed and the types
of reactions that can be studied when compared to bulk solution-phase reactions
performed at equilibrium. For example, initiating reactions just prior to the mass
spectrometer provides the opportunity to study reactions that occur on shorter
timescales (e.g. microseconds to seconds), enabling the investigation of reaction kinetics,
products, and intermediates (even short-lived). Additionally, Cooks et al. and others
have found that reaction rates are significantly faster when the reaction occurs in an
evaporating electrospray droplet, which has been attributed to the increase in

82,83

concentration of the reagents as well as the decrease in pH as the droplet

evaporates.?®
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1.4.1.1 Solution-Phase Reactions on Short Timescales

There are two main methods for mixing reagent solutions just prior to nESl:
stopped flow or time-resolved MS and microfluidic chip mixers. Stopped-flow mixing
techniques were first used with optical spectroscopy to measure reaction kinetics and
observe short-lived intermediates.?® Konermann et al. have performed many studies,
particularly involving biomolecule reactions, by coupling stopped-flow mixers with
MS 27888990 Thjs technique consists of a Y-shaped capillary system in which two reactant
solutions are pumped through individual channels to a junction where the two
capillaries join into a single capillary, where the reactant solutions are mixed. With a
known flow rate, the length of the single capillary can be correlated to reaction time
such that the reaction mixture can be sampled into the mass spectrometer at various
time points. Thus, this technique has been useful for studying reaction kinetics including
lifetimes of short-lived (millisecond timescale) intermediates.’® Additionally, microfluidic
chips are being combined with MS to facilitate low volume reactions just prior to mass

919293 Many of these techniques use electroosmotic flow (EOF) to move

analysis.
solutions through channels on the chip. After reactions are performed on the chip, the
solution is often ionized via ESI or MALDI. Microfluidic chips have been used to improve
high-throughput analysis methods by enabling in-line enzymatic digests,94 and sample
separation from salts and detergents.95 Recently, a microfluidic chip was used to mix

two reagent solutions in the Taylor cone and subsequent droplets.’® This microchip was

used to manipulate protein charge state distributions (CSDs) with supercharging agents.
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Similarly, borosilicate theta capillaries have been used to mix solutions in the Taylor
cone and subsequent droplets, % as demonstrated by Mark et al. Vvia
hydrogen/deuterium exchange (HDX) and complex formation. A majority of the present

work will focus on the use of theta capillaries as nESI emitters for the study of protein

conformations on various timescales (microseconds to seconds), vide infra.

1.4.1.2 Droplet-Phase Reactions

The stopped-flow and microfluidic techniques described above result in reagent
mixing in the solution-phase on short timescales (non-equilibrium). Reagents can also be
mixed in the droplet phase via a variety of methods. For example, fused-droplet ESI (FD-
ESI) and extractive ESI (EESI) mix two plumes (ESI or aerosol) together and have been

98,99

used to avoid sample preparation in complex mixtures and to avoid the deleterious

effects of salts and buffers.'*>'%*

Additionally, there are a variety of vapor introduction methods that react
electrospray droplets with gaseous vapors in the interface of the mass spectrometer.
Chemical vapors can be introduced with the desolvating counter-current*® or nebulizing
gas flows,'® or by evaporation from a vial placed below the electrospray capillary.'®
These methods have been utilized for a variety of studies including salt reduction,®?
protein unfolding®®*%*% and refolding,'®” and HDX.'°*1%1% These methods do not

require bulk solution modifications and can provide protein structural information via

the manipulation and labeling of protein conformations. However, vapor introduction
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techniques inherently require volatile solvents, making them incompatible with many

reagents including supercharging reagents.

1.4.2 lon/Molecule Reactions

Another method for manipulating ion types is ion/molecule reactions. The first
ion/molecule reaction was observed by Thomson in 1913 in which he observed H3+.11°
However, the mechanisms and theory of ion/molecule product formation were not
described until 1936.'** lon/molecule reactions often interfered with early mass
spectrometry experiments due to poor vacuum technology, which resulted in higher
pressures and an abundance of reactive gas molecules.™? Initially, most ion/molecule
studies were conducted using ion cyclotron resonance (ICR) mass spectrometers. In the
1980’s the use of triple quadrupoles as reaction vessels for ion/molecule reactions

13,118 The present work will focus on ion/molecule reactions

became more popular.
conducted within quadrupole ion traps.

As the name suggests, ion/molecule reactions often occur inside the vacuum of
the mass spectrometer (although ion/molecule reactions can also occur in the interface
if the ions are desolvated at that point) between an ion and a gaseous molecule. Often
the ion is introduced via one of the many ionization methods; this work will focus on
electrosprayed ions which are charged via protonation or deprotonation. Gaseous

molecules are often introduced via a leak-in valve with the bath gas. These reactions

often occur in ion traps, where the ions are trapped while neutral molecules are brought
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into the trap with the bath gas. Advantages of ion/molecule reactions over solution-
phase reactions include that they are fast, efficient, and require small reagent
quantities..115

lon/molecule reactions have been used for a broad range of applications
including chemical ionization, HDX, and the determination of stereochemistry.'™
Additionally, ion/molecule reactions have been useful for the study of biomolecules. For
example, HDX has been used to study conformational changes in peptides and proteins
as greater HDX rates are often indicative of more denatured proteins since

116,117
lon/molecule

exchangeable sites are shielded in the more folded/native proteins.
reactions have also been used to count the number of protonation sites on a protein via

. 11
proton transfer to neutral basic reagent molecules.**®

1.4.3 lon/lon Reactions
Another method for manipulating ion types is ion/ion reactions, or reactions that
occur between two ions of opposite polarity. The interactions of opposite polarity ions
in the gas-phase were first studied by Thomson and Rutherford in the late 1890’s.1191%0
More recently, ion/ion reactions have been studied for a variety of applications

121 prior to the advent of nESI,

including atmospheric chemistry and biochemistry.
ion/ion reactions were somewhat limited to kinetic studies due to the singly charged

analytes produced by most ionization methods, which would become neutralized upon

reaction with the singly charged ion of the opposite polarity. However, ESI produces
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multiply charged ions and the charge reduced ion/ion reaction products are easier to
study as they are not neutralized upon a single charge transfer event. Advantages of
gas-phase ion/ion reactions over solution-phase reactions include their speed, their
tunability (i.e. relative amount of each reagent and reaction time can easily be varied),
that the reactants and products are easily compared, and that the reactions are better
controlled (via ion isolation).

Over the past few decades MclLuckey et al. have demonstrated the utility of
ion/ion reactions for both charged particle transfer as well as covalent modification to
manipulate biomolecular ion types in the gas-phase. Several different covalent

modifications have been performed to label specific biomolecular residues in the gas-

122,123,124

phase: N-hydroxysuccinimide ester reactions with primary amines, guanidinium

126 127,128

groups, > and carboxylates; 1*° Schiff base reactions with primary amines;

carbodiimide reactions with carboxylic acids;** alkylation reactions between ‘onium’

130,131

reagents and carboxylate, phosphate, and sulfonate groups; and peptide side chain

132,133

(e.g. methionine) oxidation with peroxy reagents. Additionally, charged particle

transfer during ion/ion reactions has been applied to the removal of metal cations from

polymers,134 charge reduction of multiply charged ions for spectral simplification,135’136

and to affect ion fragmentation via the generation of uneven electron species. 137138 p|
of these modifications provide primary and/or tertiary structural information for

biomolecules by altering fragmentation pathways, labeling specific sites, and/or

crosslinking nearby residues. The present work will focus on the instrumentation,
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complex formation (including the competition between charged particle transfer and
covalent chemistry), and the kinetics and thermodynamics of ion/ion reactions as they

apply to the present work.

1.4.3.1 Instrumentation

While ion/ion reactions have been performed using various instrument setups,
3D and linear ion traps have been most widely used due to their tandem MS
compatibility and their ability to store both positively and negatively charged ions

121,139,140

simultaneously in the same space. In 3D ion traps, the RF trapping field is

sufficient to store both ion polarities, without applying additional trapping

waveforms.'*

Although, ions must either be injected via different paths into the mass
spectrometer (i.e. one polarity injected through the ring electrode while the other is
injected through the entrance end cap), or both ion polarities traverse the same ion
path in which lens voltages are switched between the optimal potentials for each ion
polarity. Typically, one polarity ion is injected into the trap, where the desired precursor
ion is isolated. The opposite polarity ions are then injected into the trap where they
interact with the isolated precursor ions. The desired reaction product (charge transfer,
complex formation, or covalent modification) can then be isolated and further activated.

It is important to note that this configuration allows the isolation of a single ion polarity,

therefore it is often advisable to inject the ion polarity with the most chemical noise first,
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such that the desired precursor can be isolated to avoid as many unwanted reactions as
possible.

Linear ion traps can also be used for ion/ion reactions. Triple quadrupole ion
traps are particularly useful as both ion polarities can be isolated in the first quadrupole
prior to trapping in the reaction cell (usually a higher pressure ion trap). Both ions can
be trapped in the same linear quadrupole simultaneously by applying an AC waveform
to the axial trapping lenses. The RF trapping field is sufficient to trap both ion polarities
in the radial dimension (see Figure 1.3 for example). lon/ion reactions performed by
trapping both ion polarities simultaneously are referred to as ‘mutual storage’

137,142

reactions. Additionally ions can be reacted in ‘transmission mode’ in which one ion

polarity is trapped in the quadrupole, while the opposite polarity ions are transmitted

through the quadrupole without trapping.***4%>

1.4.3.2 Complex Formation

There are two main reaction pathways that are observed via ion/ion reactions:
charged particle transfer and covalent modification. Charged particle transfer includes
proton transfer, electron transfer, and metal ion transfer, which have recently been
reviewed.' During an ion/ion reaction, the first step is a long-range Coulombic
attraction of the ions of opposite polarity. This long-range interaction can develop into a
stable orbit, which collapses through collisional cooling with the bath gas in the ion trap.

Charged particle transfer tends to be a relatively fast process that can occur during a
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long-range orbit. Once a smaller, intimate orbit is generated, the anion and cation
undergo a series of collisions with each other. Under these conditions it is possible for
chemistry to occur if chemically reactive functional groups are present. In fact, reaction
rates tend to be greater in the gas-phase as opposed to solution-phase due to the
nature of this complex and the increased probability of multiple collisions during the
complex lifetime.

The nature of both the reagent and the analyte are important in determining if a
long-lived complex can be generated via a ‘sticky collision’ (a collision in which a long-
range Coulombic orbit of the ions of opposite polarity is formed). Similar to
ion/molecule reaction complexes and sticky collisions in CID, larger analytes and
reagents have more degrees of freedom, which favors sticky collisions.®> On the other
hand, proton transfer is favored over complex formation for reactants that are highly
charged.121 For ion/ion reactions in which covalent modifications are desired,
multifunctional reagents are necessary.'?! Multifunctional reagents contain a ‘sticky
group,’ such as sulfonate for anionic reagents or quaternary ammoniums for positive
reagents, and a chemical functional group capable of reacting with a functional group on
the analyte. The sticky group promotes the formation of a long-lived complex, which
then provides time for the chemical reaction to proceed. If the complex is stable enough,
it can be isolated and activated to provide additional energy for chemical reactions (vide

infra). It is important to note that charged particle transfer can occur with or without
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intimate complex formation when the interaction potentials of the ions are at a crossing

point.

1.4.3.3 Reaction Energetics

The ion/ion reactions described in this work usually consist of a competition
between covalent modification and proton transfer. Thus, the following section will
focus on the competition between these two specific pathways, although this
competition is also present for other charged particle transfers as well. A general
representation for an ion/ion reaction in which a proton is transferred from a multiply

charged cation to a singly charged anion is given below:"****°

(M +nH)"™ +Y~ - [M+ (n—1)H]|® Y+ +YH (1.9)
where, for this work, M is the peptide cation with n protons and Y is the anionic reagent.
Thermodynamically, ion/ion reactions are quite exothermic (2100 kcal/mol). The
entrance channel to an ion/ion reaction is dominated by the Coulombic attraction of the

121,136

two oppositely charged ions. The Coulomb potential (Eps) of this interaction is

given below:

—212232

r

Epor = (1.10)

where Z; and Z, are the number of charges on the cation and anion, e is the electronic
charge, and r is the distance between the two ions. The exit channel for ion/ion

reactions is determined by ion-dipole and ion-induced dipole interactions, unlike that of
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ion/molecule reactions which is determined by a Coulomb barrier. However, there may
be a reaction barrier for ion/ion reactions including covalent modification.

For the same proton transfer ion/ion reaction described in equation (1.9),
pseudo-first order reaction kinetics can be obtained if there is a large excess of the
singly charged anion reagent relative to the multiply protonated cation analyte. The rate
of proton transfer has been found to have a Z° dependence,’*® which indicates that the
formation of the orbiting complex is the rate limiting step. The rate constant for the

formation of the orbiting complex (k.) is given below:**

k, = vm [212—22]2 (1.11)

ATTEQ U2

where v is the relative velocity of the ions, gy is the permittivity of vacuum, and u is the
reduced mass of the two ions. The strength of the long-range attractive potential is
great enough that ion orbits can form at distances larger than is suitable for chemistry
to occur. In these cases, dampening collisions of the background gas with the ion orbit
can reduce the velocity of the ions such that the orbit collapses to a diameter over
which chemistry can occur. Thus, helium buffer gas is often used to avoid collisional
scattering, often observed with higher mass buffer gases, which can destroy the
complex.’**** |n addition, the ion distance can be decreased due to ‘tidal’ effects in
which large polyatomic ions, such as proteins, are influenced by the electric field of the
orbit such that translational energy is converted to vibrational energy in the bonds of

- 146,147
the large ion.**®
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The covalent modification ion/ion reactions presented in this work always
compete with a proton transfer pathway. Thus, the ion/ion reaction spectrum shows
evidence of the charge reduced peptide as well as a charge reduced complex. The
complex can be isolated and heated via CID. Upon activation of the complex, often a
proton transfer product as well as a covalent modification product (usually indicated by
a signature neutral loss dependent upon the reaction and reagent used) are observed.
The additional energy imparted by the CID step may drive the covalent modification
reaction step or it could be responsible for the dissociation of the electrostatically
bound complex post covalent chemistry. This is an interesting question that will be

addressed in further detail in this work, vide infra.

1.5 Conclusions

Mass spectrometry combined with ESI and tandem mass spectrometry has
proven to be a valuable instrument for the analysis of biomolecules. The manipulation
of ion types is key in determining the type of analyte structural information that can be
obtained. This work presents novel methods for manipulating ion types at various stages
of a typical mass spectrometry experiment. Herein, lon types are manipulated prior to
and during nESI and while gas-phase ions are trapped in a quadrupole ion trap via
ion/ion reactions. When combined with well-known ion activation techniques, these
techniques provide alternative methods to provide complementary primary and tertiary

structural information of large biomolecules.
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Figure 1.1 Electrospray ionization mechanims. Adapted with permission from reference
20. Copyright 2013 American Chemical Society.
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Figure 1.2 Instrument schematic for the dual source 3D ion trap used in this work.
Reprinted with permission from reference 33. Copyright 2015 John Wiley and Sons.
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Figure 1.3 Instrument schematic for the QqTOF (QSTAR Pulsar XL, AB Sciex, ON, Canada)
modified for ion trap CID and ion/ion reactions used in this work. Adapted with
permission from reference 34. Copyright 2006 American Chemical Society.
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Figure 1.4 Mathieu Stability Diagram for the first stability region in a 3D ion trap (a) and
linear ion trap (b). Reprinted with permission from reference 41. Copyright 2005 John
Wiley and Sons.
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Figure 1.5 Peptide fragmentation nomenclature as proposed by references 75 and 76.
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CHAPTER 2. AFFECTING PROTIEN CHARGE STATE DISTRIBUTIONS IN NANO-
ELECTROSPRAY IONIZATION VIA IN-SPRAY SOLUTION MIXING USING THETA
CAPILLARIES

Portions and figures of this chapter were published previously as reference 66,

copyright 2014 American Chemical Society.

2.1 Introduction

Electrospray ionization (ESI)' has been instrumental in enabling the mass
spectrometry of proteins due, in part, to the multiple charging of the analyte molecules,
which brings the high mass molecule-ions into the operational mass-to-charge range of
most mass spectrometers. The conformation of the protein in solution plays a role in
determining the charge state distribution (CSD) observed in the mass spectrum. CSDs
weighted to high relative charge states correlate with denatured/unfolded forms of a
protein, while CSDs weighted to relatively low charge states tend to reflect more

native/folded protein conformations.>**?>

The range and magnitudes of charge states
can have important implications for mass spectrometry and tandem mass spectrometry
experiments. For example, higher charge states are often preferred for protein

sequencing studies, as dissociation thresholds tend to decrease with increasing protein

charge.®’ Dissociation efficiencies, in particular, increase with charge for electron



57

91011 Many solution

transfer dissociation (ETD)® and electron capture dissociation (ECD).
additives have been shown to affect protein charge states including acids/bases or
various solvents, 1213/ 14 denaturing agents (e.g., urea, guanidine hydrochloride),
‘supercharging’ agents (e.g., tetramethylene sulfone (sulfolane) and m-nitrobenzyl
alchohol (m-NBA)),**® or derivatizing agents.’” All of these methods require the
addition of various agents to the bulk solution which can waste sample, cause
deleterious effects on the ESI response, and/or prevent the observation of short-lived
intermediates or non-covalent complexes.

To avoid manipulation of the bulk solution, various methods have been
developed to alter protein charge states either in the gas-phase after the fully

desolvated ions are formed or in the solution/droplet-phases between the ESI tip and

the orifice of the mass spectrometer. Manipulation of protein charge states has been

18,19 20,21,22,23

demonstrated in the gas phase via ion/molecule and ion/ion reactions. One
method of mixing analyte solutions with reagents during ESI is to leak gaseous vapors
into the interface of the mass spectrometer. For example, Kharlamova et al. introduced
acidic and basic vapors via a leak-in set-up in which a test tube containing the reagent
was placed in-line with the nitrogen curtain gas flow. The nitrogen gas entrained the
reagent head-space vapors and introduced them to the interface region of a mass
spectrometer where the vapors interacted with the electrospray droplets.z“'zs'26
Similarly, reagent vapors have been introduced to electrospray droplets by placing a

plate or a vial of the reagent below the spray region of the interface’’ and by mixing

vapors with the nebulizing gas.28 These methods have been used to manipulate protein
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charge states,***>?® decrease salt adducts on biomolecules,”® and to perform on-the-fly

2730 However, these techniques are limited

hydrogen-deuterium exchange (HDX) studies.
to the use of volatile reagents and may require instrument modifications for
implementation.

Several other techniques have been developed to effect analyte and reagent
mixing in the solution/droplet phase between the ESI tip and the orifice of the mass
spectrometer, including extractive electrospray ionization (EESI),*"*? fused droplet-

3334 and liquid sampling desorption electrospray

electrospray ionization (FD-ESI),
ionization (DESI).>> These techniques enable the mixing of nonvolatile reagents with
analyte solutions without addition to the bulk solution. One common class of
nonvolatile reagents used to manipulate protein charge states is supercharging agents.
The nonvolatile characteristic of supercharging agents may play a key role in the
mechanism for increasing protein charge states. While the mechanism associated with
supercharging remains under study, it has been proposed that the nonvolatile reagent
becomes concentrated in the ESI droplet during the evaporation process, thus
increasing the surface tension of the droplets.>® The increased surface tension of the
droplet results in an increase in the droplets ability to accommodate charges according
to the Rayleigh charge limit theory.a7 The role of protein conformation in solution is also
debated regarding the supercharging mechanism. 38 Recently Miladinovi¢ et al.
employed a dual-spraying microchip which contains two microchannels that cross on-

top of each other at the tip of the chip without connecting. Protein and supercharging

agent solutions were pumped separately through the two channels and ionization was
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effected by applying a voltage to an electrode in contact with the protein solution.
Mixing of the protein and supercharging agent solutions occurred at the tip of the
microchip and in the spray plume. The authors reported the observation of slightly
higher charge states as compared to mixing the analyte solution with additional solvent
in the device.* Additionally Konermann et al. have developed a technique to perform
time-resolved ESI to monitor the folding and unfolding kinetics of proteins such as
myoglobin and cytochrome c.”® This technique combines solution flows from two
syringes into a single capillary. Sampling the solution mixture at different lengths of the
capillary has been correlated with mixing time and the observation of short-lived
protein intermediates has been reported.*' These solution/droplet phase mixing
techniques enable the use of nonvolatile reagents without adding the reagent to the
bulk solution; however, they often require instrument modifications or additional
equipment.

Nano-ESI (nESl) is often performed using a borosilicate capillary that has been
heated and pulled to a tip. The sample is loaded into the capillary and is sprayed and
ionized by applying a voltage to a conductive material that is in contact with the solution.
Recently, Mark et al. used theta-shaped borosilicate glass capillaries, which are round
capillaries containing a glass septum through the center of the capillary that effectively
divides the capillary into two separate channels, for nESI. Electrical contact with the
solution was made by hand painting or sputter coating the tips with titanium and/or
gold. The authors demonstrated solution mixing via complexation of vancomycin and

diacetyl-L-lysyl-D-alanyl-D-alanine when spraying the analytes from opposite sides of a
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theta tip. The authors also demonstrated HDX between a solution of vancomycin and
deuterated vancomycin when sprayed from opposite channels of the tip. The authors
believe the solution interactions occur in the Taylor cone of the spray, thus limiting the
available mixing time of the solutions.*

All of these techniques enable the interaction of the analyte and reagent in the
electrospray tip, in the Taylor cone, and/or in the droplets as they evaporate and travel
through the interface of the mass spectrometer. Thus, these techniques are well suited
for observing short time-scale interactions. Short-lived and/or intermediately unfolded
protein conformations can be observed under these conditions. This is particularly
advantageous when analyzing non-covalent protein complexes. For example, myoglobin
contains a non-covalently attached heme group which is readily lost upon
denaturation/unfolding of the protein in solution.”* However, the limited mixing time
involved in most of these techniques makes it possible to observe higher charge states
of myoglobin without the loss of the heme group.

In this chapter, the use of borosilicate theta capillaries, similar to those
implemented by Mark et al.,* for protein charge state manipulation is reported. The
capillaries are heated and pulled to a tip, much like conventional, single barreled nESI
capillaries. Rather than painting or sputter coating the tip with a conductive material to
effect ionization as described previously,42 a platinum wire electrode is inserted into one
channel of the theta tip to form an electrical contact with the analyte solution. With this
configuration, a single wire electrode can be placed in either side of the theta tip, or a

dual emitter can be used in which electrodes held at the same potential are placed into
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both sides of the tip simultaneously. Regardless of electrode placement (each side
individually or both sides simultaneously), the generated signal contains characteristics
of both solutions loaded into the theta tip. Because the glass septum separates the
solutions while they are in the capillary, the majority of solution mixing occurs in the
Taylor cone and during droplet evolution and evaporation processes as the droplets
travel through the interface of the mass spectrometer. Thus, the resulting spectrum
includes species that exist on this short timescale (<1 millisecond).* The relatively short
timescale is an interesting platform for studying protein denaturation as the extent of
protein unfolding is dependent upon the kinetics of the conformational change, which is
protein dependent. The denaturation and/or increased charging of several proteins
(including myoglobin, cytochrome ¢, and carbonic anhydrase) on this timescale are

reported.

2.2  Experimental

2.2.1 Materials
All samples were prepared in water purified by a Barnstead nanopure infinity
ultrapure water system (Thermo Fisher Scientific, Waltham, MA). Cytochrome ¢ from
bovine heart, myoglobin from equine skeletal muscle, carbonic anhydrase Il from bovine
erythrocytes, oxalic acid, tetramethylene sulfone (sulfolane), and 3-nitrobenzyl alcohol
(m-NBA) were purchased from Sigma Aldrich (St. Louis, MO). Protein solutions were

used without further purification by diluting aqueous stock solutions to a final
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concentration of 5-20uM in water. Sulfolane and m-NBA solutions were diluted to final
concentrations of 1% and 0.5% respectively by volume in water. Acetic acid and formic
acid were purchased from Malinckrodt Chemicals (Phillipsburg, NJ) and were diluted to
final concentrations of 0.1% to 10% acid by volume in water or were used without
further dilution (100% acid). Hydrochloric acid was purchased from J. T. Baker (Avantor,

Center Valley, PA) and was diluted to a final concentration of 0.175M in water.

2.2.2 Apparatus and Procedures

All experiments were performed using a prototype version of a QqTOF tandem
mass spectrometer (Q-Star Pulsar XL, AB Sciex, Concord, ON) modified to allow for ion
trap CID and ion/ion reactions.* These features, however, were not employed in the
experiments described in this chapter. Single-barreled borosilicate capillaries and
borosilicate theta glass capillaries were purchased from Sutter Instrument Co. (Novato,
CA). The single barreled borosilicate capillaries have an internal diameter of 0.86 mm.
The theta glass capillaries have an internal diameter of ~1.17mm and contain a
0.165mm thick glass septum that runs the length of the capillary, dividing the capillary
into two parallel channels. Both the single barreled and theta glass capillaries were
pulled to a ~10um tip on a Flaming/Brown micropipette puller (Sutter Instrument Co.,
Novato, CA). Each channel of the theta tip was loaded individually with separate
solutions. The wire electrode was placed in one side of the theta tip at a time to effect
ionization, or a dual wire electrode was fashioned to apply equal potentials to solutions

in both sides of the theta tip simultaneously. All pH measurements of protein/acid
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solution mixtures were made with an Orion perpHecT LogR meter, model 320 (Thermo

Fisher Scientific; Waltham, MA).

2.3 Results and Discussion

Protein solutions were loaded into one side of the theta tip, while reagent
solutions were added to the opposite side. Similar results can be obtained by placing the
electrode in either side individually or in both sides of the theta tip simultaneously. An
example is illustrated in Figure 2.1, which summarizes a series of experiments with
myoglobin and acetic acid.

The intensity-weighted average charge state was calculated according to
equation (2.1) in which N is the number of observed analyte charge states, g; is the net
charge of the ith charge state, and W, is the signal intensity of the ith charge state.””

ZfVCIiWi
Qav = Wy~ (2.1)

We note that spectra can be obtained by loading a single side of a theta tip and
placing the electrode in the same side (data not shown); however, the resulting signal
intensity and stability are often diminished compared to spraying the same solution
from a regular, single-barreled tip. Protein solutions have been sprayed from a single
side of a theta tip with no solution added to the opposite side to ensure that the native-
like spectrum would be generated. As a control, the same theta tip was then loaded
with acetic acid in the opposite side and sprayed to ensure that shifts in protein CSD are

correlated to acid-protein mixing.
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2.3.1 Shifting Protein CSD with Acid Solutions in Theta Tips
Holomyoglobin (pl = 6.8-7.2) is a 17.6 kDa protein that contains a non-covalently
bound heme group. The tertiary structure of holomyoglobin is stabilized by hydrogen
bonding and the interaction of the non-covalently bound heme group with a proximal
histidine within a hydrophobic pocket.43 The non-covalent complex can be observed

464748 However, myoglobin rapidly denatures upon

under native electrospray conditions.
exposure to acidic environments via a short-lived intermediate of unfolded
holomyoglobin prior to the loss of the heme group yielding apomyoglobin.*!
Holomyoglobin is observed when spraying myoglobin from water without added acid
while the addition of 0.5% acetic acid results in denaturation of the protein such that
only apo-myoglobin peaks are observed (see Figure 2.1b and Figure 2.1d, respectively).
An unfolded holomyoglobin intermediate has been observable under conditions in
which the time-scale for mixing of myoglobin with acid is limited (microsecond to

2440 Theta tips isolate the solutions in each side until the tip of

millisecond timescale).
the capillary where the Taylor cone forms. Presumably, most of the solution mixing
occurs in the Taylor cone and in the progeny droplets as they travel toward the orifice of
the mass spectrometer, resulting in a short mixing time-scale (<1ms). The theta tip
spectra support this conclusion as minor contributions from both apomyoglobin and
denatured/unfolded holomyoglobin appear in Figure 2.1a, c, and e, where myoglobin is
mixed with acetic acid by spraying from a theta tip. The average charge state of

holomyoglobin sprayed from water in a regular tip is about +8.3 (Figure 2.1b) compared

to +10.6 when mixed with 1% acetic acid in the theta tips (Figure 2.1a). When the
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myoglobin and acetic acid solutions are mixed and sprayed from a regular tip, the
average charge state of apomyoglobin is +19.0 (Figure 2.1d) compared to +14.0 when
mixed via the theta tips (Figure 2.1a). The acid-induced denaturation of myoglobin in
the theta tips is evidenced by the shift of the holomyoglobin CSD to a higher average
charge state and by the presence of apomyoglobin peaks. Mixing via the theta tips
enables observation of the short-lived unfolded myoglobin without the loss of heme.

The extent of protein CSD shift can be controlled by varying the concentration of
the acid. Figure 2.2a, ¢, and e show the effect of spraying 1%, 10%, and 100% acetic acid
solutions, respectively, opposite myoglobin in a theta tip. The average CSD of apo- and
holomyoglobin increases with acetic acid concentration (Figure 2.2a, c, and e):
+14.0a/+10.6h (1% acetic acid), +16.6a/+11.1h (10% acetic acid), +18.4a/+16.5h (100%
acetic acid). As shown in Figure 2.2b, the addition of as little as 0.5% acetic acid to bulk
myoglobin solution results in 100% apomyoglobin signal.

Similar experiments were performed using cytochrome ¢ (pl = 10-10.5) and
carbonic anhydrase (pl = 5.9) as shown in Figure 2.3 and Figure 2.4, respectively. Bovine
cytochrome cis a 12.2 kDa protein containing 104 amino acids and a single heme that is
covalently attached via two thioether Iinkages.49 The unfolding intermediates and
resulting charge state distributions of cytochrome ¢ are well known, including the
transition from a more folded, lower CSD (centered around the +8/+9 charge state) to a
more unfolded/denatured, higher CSD (centered around the +17 to +19 charge state)

50,51,52,53,54

upon decreasing the pH below 2 to 3. The observed CSD of cytochrome ¢

when sprayed out of water without added acid is +5 to +11 (gay = +7.6, Figure 2.5a).
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When cytochrome c is mixed with acetic acid upon spraying from a theta tip, the higher
CSD (centered around the +15 charge state) becomes observable and increases in
abundance as the acetic acid concentration is increased from 1% (Figure 2.3a) to 100%
(Figure 2.3e). The shift in CSD obtained from mixing cytochrome ¢ with acetic acid via
the theta tips (gay = +8.6 to +12.0, Figure 2.3a, c, e) is slightly less than that observed
upon mixing acetic acid with cytochrome c in solution (gay = +9.0 to +13.5, Figure 2.3b, d,
f).

Bovine carbonic anhydrase was also sprayed opposite various concentrations of
acetic acid in the theta tips (Figure 2.4). Carbonic anhydrase (pl = 5.9) is a 29 kDa protein
that contains a divalent zinc ion coordinated to 3 histidine residues and a water
molecule within the central cavity making up the active site of the enzyme.”>° It is well
known that carbonic anhydrase undergoes two transitions in which a partially
expanded/loosened intermediate is observable upon acid denaturation occurring within

738 The carbonic

the pH ranges of 4.8-4.0 (transition |) and 3.4-2.5 (transition Il).
anhydrase CSD obtained from spraying the protein out of water without added acid
from a regular tip (Figure 2.5b) ranged from +9 to +17 (g.y = +12.5). Upon mixing
carbonic anhydrase with 1% (Figure 2.4a), 10% (Figure 2.4c), and 100% (Figure 2.4e)
acetic acid via the theta tips, the resulting average charge state increased from +13.4, to
+13.5, to +25.3, respectively. The two lower concentrations of acetic acid resulted in a
bimodal distribution centered around the +15/+16 and the +8/+9 charge states, likely

indicating the presence of two distinct conformations of the protein. With 100% acetic

acid in the theta tip the CSD shifted to much higher charge states, centered around the
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+26 charge state, suggesting an extended conformation. In comparison to the control
spectra, in which the protein was mixed in solution with 0.5% (Figure 2.4b), 5% (Figure
2.4d), and 50% (Figure 2.4f) acetic acid and sprayed from a regular tip, only the higher
CSD was observed with slight variations in the most abundant and average charge states,
respectively: +23 (qay = +25) , +27 (gay = +27), +28 (gay = +28.4). Additionally, a mixture of
holo- and apo-carbonic anhydrase was observed when acetic acid was mixed with
carbonic anhydrase via a theta tip (Figure 2.4a, ¢, and e), while only apo-carbonic
anhydrase was observed for the solution-phase mixtures sprayed from a single-barreled
capillary (Figure 2.4b, d, and f).

The short timescale and effective pH/acid concentration play a role in
determining the species that will be observed in the mass spectrum. As the acid
concentration increases, the protein denaturation rate is expected to increase, which is
consistent with the observation of the more denatured protein species (higher charge
states and apomyoglobin) when mixed with higher concentrations of acid. The extent of
the observed shift in CSD is protein dependent as proteins have different denaturation
kinetics under various pH conditions. Even at low concentrations of acetic acid (0.5%)
mixed in solution with myoglobin (Figure 2.2b), almost exclusively apomyoglobin peaks
are observed, indicating that a solution pH of 3.3 results in full denaturation at
equilibrium. However, all myoglobin theta tip spectra indicate that the protein
denaturation kinetics are sufficiently slow on the time-scale of the theta tip experiment
that the intermediate (higher holomyoglobin charge states) is observable. This is

consistent with stopped flow studies performed by Konermann et al. where they
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reported lifetimes of 0.38 + 0.06s for the unfolded holomyoglobin intermediate.*!
Similarly, the solution mixture of acetic acid with carbonic anhydrase sprayed from a
regular tip shows only the higher CSD even at lower concentrations of acetic acid (0.5%,
Figure 2.4b), while two CSDs are observable in the theta tip mixing spectra for 1%
(Figure 2.4a) and 10% (Figure 2.4c) acetic acid concentrations. When 100% acetic acid is
mixed with carbonic anhydrase via the theta tip (Figure 2.4e), only the higher CSD is
observed. In contrast, spectra in which cytochrome ¢ was mixed with lower
concentrations of acetic acid in solution (Figure 2.3b and 2d) show two CSDs centered
around the +15/+16 and the +9 charge state. The two distinct CSDs indicate that in the
pH range of 2.4 to 2.9, there are multiple conformations of the protein present at
equilibrium in solution. The kinetics of cytochrome ¢ unfolding upon acid denaturation
are not quite fast enough to reach equilibrium on the timescale of the theta tip
experiment as evidenced by the lower relative abundance of the higher CSD as
compared to the solution mixture at equilibrium (Figure 2.3a-d). However, the same two
CSDs are still present. This provides evidence that there is no partially denatured
intermediate observable via CSDs on the time-scale of this experiment (<1 ms).
Konermann and Douglas also found only two CSDs for cytochrome ¢ on the millisecond
time-scale, which indicated the loss of tertiary structure (between pH 2-4), while they
concluded that protein CSD was not a sensitive measurement for the known change in
secondary structure for cytochrome .20

It is important to note that the relative contribution of each solution in the theta

tips to the Taylor cone upon spraying will also play a significant role in the full extent of
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CSD shifting observed. Every theta tip used for these experiments was pulled
individually such that the tip geometry varies from tip to tip, which may have an impact
on the ability of each side of the tip to spray evenly. Additionally, mixing within the
theta tip capillary cannot be completely ruled out. In rare instances, the relative
contribution of higher and lower CSDs to the overall spectrum would change over time
such that the first few spectra would show dominant signal of the more denatured
species while over time the more native species would start to dominate the signal.
After a short period of time (several seconds to a minute usually) the spectrum would
reach a steady-state in which the relative contribution of higher and lower charge states
was constant. This observation was most dramatic when using 100% acetic acid on one
side of the theta tip with the protein in water on the opposite side. Presumably, this
effect is due to diffusion at the solution contact point at the end of the theta tip prior to
nESI. All spectra presented here were taken under conditions in which the relative
signals in the spectra were not changing over time.

As indicated above (see Figure 2.3e), a dramatic shift in the CSD of cytochrome ¢
in the theta tip experiments was noted only with the 100% acetic acid experiment. Thus,
it may be useful to spray proteins like cytochrome ¢ opposite stronger acids to increase
the rate of denaturation of the protein. Cytochrome ¢ was sprayed opposite formic acid
(pKa = 3.75, vapor pressure (vp) = 35 torr), oxalic acid (pKa = 1.25, vp = 0.001 torr), and
HCI (pKa = -8, vp = 120 torr) in the theta tips (Figure 2.6a, c, and e, respectively). The
solution mixtures of each acid with cytochrome c sprayed from regular tips are given in

Figure 2.6b, d, and f for formic acid, oxalic acid, and HCI respectively. Formic acid and
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HCl were each sprayed with concentrations of 0.875M for comparison with 1% acetic
acid (pKa = 4.76, vp = 11 torr) data (1% acetic acid = 0.875M). Oxalic acid was sprayed at
a much lower concentration as comparable concentrations would clog the theta tips
due to its low vapor pressure. There is an overall positive correlation between the acid
strength and the average charge state observed in the spectra generated from mixing
cytochrome c with the acids via the theta tips; acetic acid q., = +8.6 (Figure 2.3a), formic
acid q,y = +8.3 (Figure 2.6a), oxalic acid q,, = +9.7 (Figure 2.6c), and HCl g,y = +10.2
(Figure 2.6e). There are two CSDs for the solution mixture of each acid (Figure 2.3b, and
Figure 2.6b, d, and f) and for the theta tip experiments with formic (Figure 2.6a) and
oxalic acid (Figure 2.6c). The lower cytochrome ¢ CSD observed with HCI mixed both in
solution (Figure 2.6f) and via spraying from a theta tip (Figure 2.6e) is centered around
the +7 charge state, as opposed to being centered around the +8 or +10 charge state
observed with the other acids. The presence of the +7 charge state has previously been
attributed to the A-state of the protein in which the protein re-folds at low pH into a
molten globule structure. The A-state has been observed in solution at equilibrium and

24,6061,626364 Gtg et al. and Mirza and Chait have found

on the microsecond timescale.
that the acid anion plays an important role in the refolding of denatured proteins upon
further decrease in pH as the addition of acid increases the anion concentration
sufficiently to counteract the increased repulsive forces of the positive charges at high
acid concentration, enabling the protein to refold. The counter-ion effect may underlie

the observation of the lower CSD (centered around the +7 charge state) with HCl at a pH

of 1.0 (Figure 2.6f) while it is not observed with acetic acid at a pH of 0.8 (Figure 2.3f).
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The theta tips are also advantageous for use with non-volatile acids, which
cannot be used with various leak-in/vapor techniques. Oxalic acid is a non-volatile acid
that can be mixed with protein solutions to shift the CSD to higher charge states via
spraying from a theta tip (Figure 2.6c). The cytochrome ¢ CSD shifted from +5 to +12 (qay
= +7.6, Figure 2.5a) when sprayed from water in a single-barreled tip to two distinct
CSDs centered around the +15 and +9 charge states when mixed with oxalic acid in the
theta tip (Figure 2.6c). The shift in protein CSD indicates solution mixing despite the
nonvolatile characteristic of oxalic acid. A disadvantage of nonvolatile acids mixed in
solution is the resulting adducts, which decrease the signal intensity of the protonated
molecule. However, protein adduction was minimized by mixing the protein and acid
solutions in the theta tips as compared to mixing in solution. The greatest difference in
protein adducts was observed with oxalic acid and HCI (Figure 2.6c-f). For example,
many oxalic acid adducts were observed when mixed with cytochrome c in solution
(Figure 2.6d). The degree of adduction is much less with the short time-scale solution
mixing effected with the theta tips as opposed to spraying solution mixtures from a
single barreled tip. Thus, the theta tips provide a simple, inexpensive method for shifting
protein CSD with various acids and concentrations, including nonvolatile acids, while

minimizing protein adducts.

2.3.2 Shifting Protein CSD with Supercharging Agents in Theta Tips
As demonstrated above with oxalic acid, one advantage of using the theta tips to

effect analyte and reagent mixing on a short time-scale is their compatibility with
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nonvolatile reagents. Supercharging agents are a major class of nonvolatile reagents
that are used to increase charge states of peptides and proteins. Two of the most
commonly used supercharging agents are sulfolane and m-NBA. To demonstrate the use
of theta tips with supercharging agents, cytochrome c (Figure 2.7) and myoglobin
(Figure 2.8) were each mixed with sulfolane and m-NBA via spraying from a theta tip
and the generated spectra are compared to the respective solution mixture controls.

Cytochrome ¢ was sprayed opposite 1% sulfolane (Figure 2.7a) and 0.5% m-NBA
(Figure 2.7c) in a theta tip. The cytochrome ¢ CSD shifted from q,, = +7.6 sprayed from
water in a regular tip (Figure 2.5a) to g,y = +8.7 and +8.2 with sulfolane and m-NBA,
respectively, sprayed from theta tips. The average cytochrome c charge states obtained
via mixing the same sulfolane and m-NBA solutions with the protein in solution and
spraying from a regular tip were +9.2 and +9.8 respectively. The overall appearances of
the theta tip and regular tip spectra are quite similar, in that the CSD was shifted to a
slightly higher CSD, but only one distribution is observed for cytochrome ¢ for both
supercharging agents, unlike the two distinct distributions observed with the acids
above.

Similarly, myoglobin was sprayed opposite sulfolane (Figure 2.8a) and m-NBA
(Figure 2.8c) in a theta tip and resulting spectra were compared to the solution mixtures
sprayed from a regular tip (Figure 2.8b and d). As reported previously,m'65 the addition
of sulfolane and m-NBA to solutions of myoglobin results in the observation of apo- and
holomyoglobin signals, which are also observed in the control spectra and the theta tip

spectra reported herein (Figure 2.8). The percentage of apomyoglobin peaks increases
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from 9% to 33% with sulfolane and to 45% with m-NBA, which is consistent with
previous observations in which greater shifts in CSD and denaturation were observed
with m-NBA than with sulfolane.®”® Similar to the results described above with
cytochrome ¢, the overall appearance of the spectra for mixing sulfolane with myoglobin
via the theta tips is similar to the solution phase mixture sprayed from a regular tip.

As previously mentioned, the mechanism by which supercharging agents
increase the charge state of proteins is still unclear. Lomeli et al. have found that m-NBA
concentrations below 1.0% do not denature myoglobin in bulk solution.*® Additionally,
Sterling et al. have determined that the addition of sulfolane from 0.0-7.5% sulfolane
destabilizes the native conformation of myoglobin in solution, however no loss of
helicity was observed at room temperature.®” The lack of denaturation in bulk solution
indicates that the denaturation of the proteins likely occurs during the electrospray
process in the droplet. The theta tip results are consistent with this conclusion as the
theta tip spectra are similar to the bulk solution mixture spectra, indicating that the
equilibrium state of the protein in the bulk solution is not significantly affected by the
presence of the supercharging agent. The time-scale of protein denaturation using the
supercharging agents appears to be similar in both the theta tip (limited to the
microsecond mixing timescale) and regular tip spectra, suggesting that the processes

that underlie supercharging occur during the electrospray process.
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2.4 Conclusions

The use of pulled borosilicate theta glass capillaries as nESI emitters to effect
microsecond timescale mixing of protein and denaturant solutions results in shifts in
protein CSD without requiring modification of the bulk solution. The extent of protein
CSD shift is determined by acid identity, acid concentration, and the kinetics of
unfolding of the protein. Due to the short time-scale of mixing, short-lived intermediate
species such as the higher CSD of holomyoglobin can be observed. Theta tips also allow
for the use of nonvolatile acids and supercharging agents which are not compatible with
other vapor leak-in techniques. No instrument modifications are necessary, which
should make this approach widely accessible to the analytical mass spectrometry

community.
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Figure 2.1 Positive nESI spectra of myoglobin and 1% acetic acid sprayed from opposite
sides of a theta tip with an emitter in the (a) myoglobin side, (c) acetic acid side, and (e)
with a dual emitter in both sides simultaneously. For comparison (b) myoglobin in water
without acid and (d) myoglobin with 0.5% acetic acid (pH 2.9) mixed in solution were
sprayed from regular tips. (@) indicates holomyoglobin charge states, (o) indicates
apomyoglobin charge states, and () indicates heme. Lightning bolts indicate emitter

location.
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Figure 2.2 Myoglobin sprayed opposite (a) 1%, (c) 10%, and (e) 100% acetic acid in the
theta tips. For comparison, myoglobin was mixed with equi-volume amounts of (b) 1%,
(d) 10%, and (f) 100% acetic acid to yield final concentrations of 0.5% (pH 2.9), 5% (pH
2.2), and 50% (pH 0.8) acetic acid, respectively, and sprayed from a regular tip. Magenta
dots (®) indicate holomyoglobin charge states, open circles (0) indicates apomyoglobin
charge states, and yellow squares (™) indicate heme. Lightning bolts indicate emitter
location.
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Figure 2.3 Cytochrome c sprayed opposite (a) 1%, (c) 5%, and (e) 100% acetic acid from
a theta tip. Cytochrome ¢ was mixed in solution with (b) 0.5%, pH 2.9; (d) 2.5%, pH 2.4;
and (f) 50%, pH 0.8) acetic acid and sprayed from a regular tip for comparison.
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Figure 2.4 Carbonic anhydrase was sprayed opposite (a) 1%, (c) 10%, and (e) 100% acetic
acid from a theta tip. For comparison, carbonic anhydrase was mixed in solution with (b)
0.5%, pH 2.9; (d) 5%, pH 2.2; and (f) 50%, pH 0.8 acetic acid and sprayed from a regular

tip.
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Figure 2.5 Control spectra of cytochrome c (a) and carbonic anhydrase (b) sprayed out of
water from a single-barreled capillary tip.
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Figure 2.6 Cytochrome c sprayed opposite (a) 0.175M formic acid, (c) 4.4mM oxalic acid,
and (e) 0.175M HCI in the theta tips. Cytochrome ¢ was also mixed in solution with (b)
0.0875M formic acid, pH 2.3; (d) 2.2mM oxalic acid, pH 2.6; and (f) 0.0875M HCI, pH 1.0
and sprayed from a regular tip. The (*) indicates cytochrome ¢ dimer charge states.



+8
q,,=9.2
18 {
1500
+9
qav = 9‘8
Ll +114 . L . .
500 1500 2500 500 1500 2500
m/z m/z

Figure 2.7 Cytochrome c sprayed opposite (a) 1% sulfolane and (c) 0.5% m-NBA in a
theta tip. Solution mixtures of cytochrome ¢ with (b) 0.5% sulfolane and (d) 0.25% m-
NBA were sprayed from regular tips for comparison.
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Figure 2.8 Myoglobin sprayed opposite (a) 1% sulfolane and (c) 0.5% m-NBA in a theta
tip. Solution mixtures of myoglobin with (b) 0.5% sulfolane and (d) 0.25% m-NBA were

sprayed from regular tips for comparison.
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CHAPTER 3. ELECTROOSMOTICALLY-CONTROLLED SOLUTION MIXING IN
BOROSILICATE THETA GLASS NESI EMITTERS

3.1 Introduction

Mass spectrometry is a useful tool for studying varieties of organic, inorganic,
and biological molecules. Particularly with the development of electrospray ionization
(ESI),? the analysis of large biomolecules has become possible due to the generation of
multiply charged analyte ions that fall into a mass-to-charge (m/z) range that is
accessible by a wide variety of mass analyzers. The advent of nano-ESI (nESI) has further
improved this technique with its improved ionization efficiency and the requirement for
lower sample volumes and analyte concentrations.?* Mass spectrometry is also
attractive as an analytical tool due to its speed, linear dynamic range, and high
specificity via accurate mass measurement. These figures of merit have motivated the
application of mass spectrometry to various fields including the study of reaction
mechanisms, intermediates, products, and kinetics in the solution-phase and in the gas-

>%71n order to study reaction products, intermediates, and kinetics in solution on

phase.
short timescales, such as the microseconds to seconds timescale, using ESI-MS, there

must be means for mixing reactants just prior to entering the mass spectrometer.
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There are a variety of techniques that can be used to mix reactants in line with a
mass spectrometer. For example, there are vapor introduction techniques that result in
the interaction of analytes in electrospray droplets with gaseous reactants in the
atmosphere/vacuum interface of mass spectrometers. The vapors are introduced with
countercurrent® or nebulizing gas flows,” or via evaporation from a vial placed outside
the orifice of the mass spectrometer.10 These techniques have been used for protein

10,14,15,16

unfolding and refolding,g’”’lz’13 hydrogen/deuterium exchange (HDX), and salt

817 While these results enable the study of reactions that

reduction on biomolecules.
occur on the sub-millisecond timescale, they are limited to volatile reagents and can
provide only a limited range of reaction times (i.e. limited to the lifetime of the droplet
within the interface of the mass spectrometer).

In addition to vapor introduction techniques, reactants can be mixed just prior to
the mass spectrometer in the droplet and solution phases. For example, fused droplet
ESI (FD-ESI) and extractive electrospray ionization (EESI) have been used to mix reagent
and analyte droplets in front of the mass spectrometer.’® FD-ESI has been used to
improve biomolecule detection by circumventing interferences caused by high salt,

19,20

buffer, or detergent concentrations and EESI has been used to minimize sample

21,22

preparation for the analysis of complex mixtures. Reactive desorption electrospray

ionization (rDESI) has also been used to mix an electrospray droplet with an analyte
deposited on a surface in front of the mass spectrometer. This technique has been used
for many applications to enhance the ionization efficiency and selectivity of analytes in

23,24

complex mixtures without sample preparation. While these techniques do not
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necessarily require volatile reagents, the reaction times are limited to the droplet
lifetime.

Stopped-flow techniques have the capability to analyze reactions with non-
volatile reagents while providing flexibility in analyzing reactions on various, well-
controlled timescales, enabling solution phase kinetic studies by mass spectrometry.25
These techniques often involve a Y-shaped capillary system in which two solutions are
individually pumped through separate capillaries into a junction where the two
solutions flow together into a single capillary. The length of the single capillary
containing the mixed solutions can be varied to sample the reaction at various time-
points given a known solution flow rate.”® Stopped-flow solution mixing techniques have
proven useful for measuring reaction kinetics of various reactions including protein

25,27,28

unfolding and refolding as well as enzyme catalyzed reaction kinetics and

29,30,31 One study

intermediates when coupled to mass spectrometry. combined a stopped-
flow mixer with a DESI experiment, which provided a method for resolving reaction
kinetics down to the sub-millisecond timescale.*

One of the main concerns with stopped-flow techniques involves solution mixing
at the junction of the two solutions. Simply joining the flows at a junction point often
results in poor mixing, depending on the turbulence of the solutions at the junction
point. Without turbulence, the mixing of the two solutions is often dependent upon
lateral diffusion, which is relatively slow for channels with diameters on the order of or

greater than 10s to 100s of micrometers.> Various “mixers” have been developed to

provide more turbulent mixing of the two solutions. One mixer developed by He and
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Reginier et al. utilizes a system of intersecting channels with diameters ranging from 5
to 30 pm to improve the mixing of two solutions in a microfluidic stopped flow device.**
While mixers can decrease the mixing timescale from seconds to milliseconds, the
complex fabrication process may make them more expensive to purchase commercially
and/or are more difficult for individuals to fabricate themselves. Additionally, coupling
microfluidic stopped-flow devices to mass spectrometers can be challenging due to the
necessity of matching flow rates from the mixing device to the duty cycle of the mass
spectrometer to minimize sample loss.>

Recently, borosilicate theta capillaries have been used as nESI emitters to rapidly

7 . .
3637.3839 The theta capillaries are

mix analyte solutions on the sub-millisecond timescale.
similar to the single-barreled capillaries often used for nESI; however, they contain a
borosilicate septum that runs the length of the tube, dividing it into two individual
channels. The capillaries can be pulled to a tip using a conventional tip puller and the
septum has been shown to extend to the end of the tip.*® Individual solutions can be
loaded into the separate channels where they remain isolated up to the very end of the
tip. lonization of the solutions was originally shown by coating the tips with a conductive
material, which was held at ground while an attractive potential was applied to the
interface of the mass spectrometer.36 More recently, ionization has been achieved by
applying a voltage to the solution via a single wire placed in one channel of the capillary
at a time*’ or using a dual emitter which applies a potential to two wires that are each

placed into one of the channels simultaneously.*’***°
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The use of theta tips for the rapid mixing of analyte solutions is attractive
because they are compatible with non-volatile reagents and are relatively simple to use,
requiring no instrument modifications. Since they can be pulled using the same
commercially available tip pullers that are used to generate nESI tips from single-
barreled borosilicate capillaries, they are easily accessible. The utility of sub-millisecond
timescale mixing using theta tips has been demonstrated in studies of protein
unfolding®*® and refolding,® HDX,*® supercharging,®” and complex formation on the

36,38

sub-millisecond timescale. While it has been speculated that the tip diameter and

3839 these

the tip-orifice distance can be varied to access various reaction times,
experiments are hindered by ion signal losses and decreased ionization efficiencies at
non-optimal conditions. A new method for controlling the mixing/reaction time of two

solutions just prior to introduction into a mass spectrometer is described using

electroosmotic solution flow in theta glass nESI emitters.

3.2 Experimental

3.2.1 Chemicals
Myoglobin from equine skeletal muscle, hexadimethrine bromide (polybrene) and
sulforhodamine B (acid form, laser grade, dye content 95%) were purchased from Sigma
Aldrich (ST. Louis, MO). Rhodamine 610 chloride (rhodamine B) was purchased from
Exciton (Dayton, OH). Glacial acetic acid was purchased from Malinckrodt Chemicals

(Phillipsburg, NJ). All solutions were prepared using water purified by a Barnstead
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nanopure infinity ultrapure water system (Thermo Fisher Scientific, Waltham, MA) at 15
MQ. All proteins and other chemicals were used without further purification. Aqueous
stock solutions of myoglobin were diluted to a final concentration of 5-20 uM in water.
Agueous stock solutions of Rhodamine B and sulforhodamine B were each diluted to a
final concentration of ~90 uM. The aqueous polybrene solution was diluted to a final
concentration of 5% w/v. The aqueous polybrene and rhodamine B solution mixture was

diluted to a final concentration of 5% w/v polybrene and 90 uM rhodamine B.

3.2.2 Capillaries and Holder for nESI

Single-barreled borosilicate capillaries (1.50 mm O.D., 0.86 mm |.D., 10 cm length)
and borosilicate theta glass capillaries (1.17 mm I.D., 10 cm length) were purchased
from Sutter Instrument Co. (Novato, CA). The theta capillaries are very similar to the
single-barreled capillaries except that they contain a 0.165 mm thick glass septum that
runs the length of the capillary, dividing it into two channels. A Flaming/Brown
micropipette puller from Sutter Instrument Co. (Novato, CA) was used to pull both the
single-barreled and theta capillaries to tips with an O.D. of about 5-10 um. The two
solutions were loaded into each channel of the theta tip individually using Seque\Pro
pipette tips from Bio-Rad Laboratories (Hercules, CA).

A theta glass holder containing two polytetrafluoroethylene (PTFE)-coated silver
wire electrodes was purchased from Warner Instruments, LLC (Hamden, CT). The silver
wires were removed from the holder to avoid silver redox reactions and replaced with

PTFE insulated platinum wire with a 125 um bare diameter and 200 um coated diameter



93

(ADInstruments, Colorado Springs, CO). Each wire was inserted into the separate
channels of the theta tip where they were in contact with the solutions previously
loaded into each side. The wires were cut to an appropriate length such that they

extend as far toward the end of the tip as possible.

3.2.3 Fluorescence Microscopy

An Olympus BX-51 optical microscope (Center Valley, PA) was used with a mercury
excitation lamp for fluorescence excitation. An excitation filter was used to excite
rhodamine B and sulforhodamine B solutions at wavelengths of 510-550 nm. An
emission filter was used to detect rhodamine B and sulforhodamine B fluorescence at
590 nm. The microscope was also equipped with an Olympus DP71 camera (Center
Valley, PA) which was used to record fluorescent images and videos. High voltage power
supplies from ORTEC (model 556, Oak Ridge, TN) were used to supply voltages to the

individual wires.

3.2.4 Mass Spectrometry
All mass spectra were collected using a QqTOF tandem mass spectrometer (Q-Star
Pulsar XL, AB Sciex, Concord, ON, Canada), previously modified to allow for ion trap
collision induced dissociation (CID) and ion/ion reactions; 40 although, these
modifications were not utilized for the experiments described here. The potentials
applied to the wire electrodes were supplied by the instrument supply (controlled by

the Q-Star software) as well as additional high-voltage ORTEC power supplies. The
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power supplies were fed into a high-voltage switchbox developed in house by the
Jonathan Amy Facility for Chemical Instrumentation (JAFCI) at Purdue. A TTL trigger
provided in the instrument software was used to trigger the switch box during the
electroosmosis step of the scan function. These supplies were sufficient for performing
the one-way electroosmosis experiments (Figure 3.1a). In order to generate and trigger
the square wave used for the square wave electroosmosis experiments (Figure 3.1b), an
additional TTL trigger from the instrument software was used to initiate a waveform
generator (Agilent 33220A, Santa Clara, CA) which provided a square wave trigger to a
DEI pulser (Directed Energy, Inc., PVX-4140, Fort Collins, CO). A potential versus time
diagram showing the voltages applied to each wire electrode during a typical scan
function for one-way electroosmosis and square wave electroosmosis experiments are
depicted in Figure 3.1a and b, respectively. The relative voltages applied to each
electrode are differentiated by the purple solid line and the orange dotted line. The wait
step was not used for the square wave electroosmosis step, indicated by the gray box in
Figure 3.1b. The ionization step is relatively short such that only ions from the mixed
volume are sampled. The dump spray step is used to provide extra time to remove
solution volume from the tip without collecting the ions that are generated (the low
mass cut off in Q1 is set low to keep the ions from being transmitted to Q2 where the
ions generated during the ionization step are stored) such that overall a larger volume
of solution is sprayed from the tip than is mixed during the electroosmosis step. This
ensures there will be no carry-over of mixed volume between subsequent scans and

experiments. The mixed volume is determined by the electroosmosis flow rate as well as
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the duration of the electroosmosis step. The flow rate of electroosmosis for the
myoglobin and 1% acetic acid system, for example, was found to be roughly twice that
of the spray flow rate when the voltage difference between the two wires was 200 V
and the spray potential was +1.0-1.5 kV. The length of the dump spray step was made
sufficiently long to remove all mixed solution by confirming that a subsequent

experiment without electroosmosis yielded the original non-mixed mass spectrum.

3.3 Results and Discussion

3.3.1 Mixing Solutions in Theta Tips Using Electroosmosis

Electroosmosis is the process by which bulk solution flow is generated in glass
capillaries or channels. It is caused by the negatively charged silicate groups on the
surface of the capillary that give rise to the formation of an electrical bilayer in which
positive ions in solution are attracted to the oppositely charged capillary surface. The
formation of this bilayer results in electroosmotic flow of the bulk solution from the
more positive terminal toward the more negative terminal. Electroosmosis can be used
to move solution from one side of a theta tip to the opposite side of the theta tip by
applying different voltages to the wire electrodes in contact with the solution in each
side of the tip. To demonstrate this phenomenon, rhodamine B was used to monitor
bulk solution flow in a theta tip. A theta tip was loaded with water in one side and with
an aqueous solution of rhodamine B in the opposite side of the tip (Figure 3.2). Most of

the rhodamine B in a solution of pH 6-7 exists as a zwitterion that is net neutral, thus
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this dye can be used to trace the flow of the bulk solution due to electroosmosis (as a
neutral it will not have electrophoretic mobility). Electroosmosis was effected by
applying +300 V to the water side of the theta tip and +500 V to the opposite side
containing the rhodamine B solution. A fluorescent microscope was used to monitor the
location of the rhodamine B dye during electroosmosis, which indicates the flow of bulk
solution from one side to another. Images were taken prior to electroosmosis (Figure
3.2a) and after 10 s (Figure 3.2b) and after 30 s (Figure 3.2c) of applying the voltages for
electroosmosis. Figure 3.2a shows that rhodamine B fluorescence (bright orange/yellow
color) is detected only in the right side of the theta tip prior to applying voltages. The
red color in the left side of the tip is attributed to light reflections off the glass capillary.
Upon applying a voltage difference of 200 V between the two wire electrodes, the bulk
solution flows from the right side of the tip, which is held at the higher positive voltage,
toward the left side of the tip, which is held at the lower positive voltage (Figure 3.2b,
and c). The direction of solution flow is consistent with electroosmotic flow.

As mentioned above, the rhodamine B dye is mostly net neutral under the pH
conditions used for the experiment (pH 6-7) and thus will be carried with the bulk
solution flow. However, analytes that have a net charge in solution will have both
electroosmotic and electrophoretic mobilities in the electric field, thus their observed
motions are a combination of their electrophoretic and electroosmotic mobilities. For
example, positively charged analytes will flow from the more positive terminal to the
more negative terminal due to their electrophoretic mobility, which is the same

direction of the bulk solution flow, thus their total velocity will be greater than the
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electroosmotic velocity of the bulk solution. Conversely, negatively charged analytes will
have electrophoretic mobilities in the opposite direction of the bulk solution flow (i.e.
from the more negative terminal toward the more positive terminal). Depending on
experimental variables (i.e. electrolyte strength, voltage gradient, solution pH, analyte
charge, etc.) the electroosmotic mobility may be greater than the electrophoretic
mobility. Thus, negatively charged ions will still travel in the same direction as the bulk
solution, although at a lower velocity than the electroosmotic flow.

To demonstrate the competition between electrophoretic and electroosmotic
mobilites of a charged analyte, sulforhodamine B, a net singly negatively charged dye in
solution at a pH of 6-7, was used as a tracer dye (Figure 3.3). Similar to the experiment
shown in Figure 3.2, a theta tip was loaded with water in the left side of the capillary
and an aqueous solution of sulforhodamine B in the right side of the capillary. The
fluorescent image in Figure 3.3a shows that fluorescence from the sulforhodamine B is
only observed in the right side of the tip (bright orange/yellow color) prior to applying
voltages to the wire electrodes. A +500 V potential was applied to the wire inserted in
the water side (left), while a +300 V potential was applied to the wire inserted in the
aqueous sulforhodamine B solution (right). Fluorescent images were taken after 10 s
(Figure 3.3b) and after 30 s (Figure 3.3c) of applying the respective voltages to the wires.
Electroosmotic flow of solution from the more positive terminal (water at +500 V, left)
to the more negative terminal (aqueous sulforhodamine B at +300 V, right) is observed
as indicated by the absence of fluorescence in the right side of the tip. If the

electrophoretic velocity of the negatively charged dye was greater than the
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electroosmotic velocity, then the fluorescent tracer dye would have been expected to
move from the right side (+300 V) toward the left side (+500 V) of the tip. This result
indicates that under these experimental conditions (~760 V/cm, pH 6-7) the
electroosmotic flow velocity of the bulk solution is greater than the electrophoretic
velocity of the sulforhodamine B analyte.

The polarity of the electrical bilayer that is responsible for electroosmotic flow
can be reversed by coating a positively charged surfactant or polymer on the surface of
the capillary. Reversing the polarity of the bilayer results in a reversed electroosmotic
flow direction (i.e. from the more negative terminal to the more positive terminal). A
common capillary coating or solution additive for this effect is polybrene
(hexadimethrine bromide), a polymer containing positively charged quaternary

41,42 . .
"*“ Polybrene was used to demonstrate reversed electroosmotic flow in

ammoniums.
the theta tips by adding it into water and into an aqueous solution of rhodamine B
which were individually loaded into the left and right side of a theta tip, respectively
(Figure 3.4a). As shown in Figure 3.4a, the rhodamine B is only present in the right side
of the theta tip (red color) before applying voltages to the wires in the tip. A +500 V
potential was applied to the wire in the aqueous polybrene solution (left), while a +300
V potential was applied to the wire in the aqueous polybrene and rhodamine B solution
(right) and a video of the electroosmotic flow in real time was recorded (Video S-1).

Images after 10 s and after 30 s of electroosmosis are provided in Figure 3.4b and c,

respectively. The neutral dye is indicative of the flow of the bulk solution which moves
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from the right side of the tip (+300 V) to the left side of the tip (+500 V), which is

consistent with reversed electroosmotic flow.

3.3.2 Controlling Acid Denaturation of Myoglobin with Electroosmosis

The fluorescent tracer dye experiments are consistent with electroosmotic flow
of solution from a more positive potential to a less positive potential (or the reversed
direction with polybrene), resulting in the movement of solution from one side of a
theta tip to the opposite side. This phenomenon can be exploited to provide a method
for controlling the mixing times of solutions loaded into individual channels of a theta
tip just prior to analysis by mass spectrometry. This experiment is carried out using a
scan function similar to that shown in Figure 3.1a, in which the first step triggers the
different voltages (AV = 100 V to 300 V) on the two wire electrodes followed by a ‘wait’
step in which both wire electrodes are held at the same potential that is lower than that
required for a spray (i.e. 0 V to +500 V). The ionization step raises the voltage on both
wires to a voltage sufficient for spray (i.e. +1 kV to +1.5 kV). One of the variables that
affect the electroosmotic flow rate is the voltage gradient between the two electrodes,
which is controlled by varying the voltage difference between the two wires in the theta
tips. A larger AV is expected to result in the transfer of a larger volume from one side of
the tip to the other (given a fixed time).

The acid denaturation of myoglobin was chosen as a system to demonstrate the
use of electroosmosis to vary solution mixing and reaction time in the theta tips just

prior to mass analysis. Myoglobin is a ~17.6 kDa protein with a tertiary structure
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stabilized by hydrogen bonding and a heme group, which forms a non-covalent
interaction with a proximal histidine within a hydrophobic pocket.”* The acid-induced
unfolding of holomyoglobin has been found to proceed first with the unfolding of
holomyoglobin (containing the heme) followed by loss of the heme group to generate
apomyoglobin. In addition, it is well established that more denatured/unfolded proteins
exhibit higher charge state distributions (CSDs), while more native-like forms of proteins
tend to appear at lower charge states due to Coulombic repulsion.****® Thus, the
denaturation of myoglobin is indicated by both a higher CSD as well as a mass shift
equivalent to the loss of the heme group. The lifetime of the unfolded holomyoglobin
intermediate has been found to be ~380 ms using time-resolved ESI-MS,?® and has
previously been observed by spraying myoglobin opposite acetic acid in theta tips.*’
Thus, the acid-induced unfolding of myoglobin is a good system for demonstrating the
utility of electroosmosis in the theta tips on the millisecond timescale. When myoglobin
is dissolved in water at a neutral pH (6-7) and is sprayed from a regular tip, the
noncovalent myoglobin-heme complex can be preserved during the electrospray
process. **®* This result is reproduced in Figure 3.5f. Myoglobin unfolds on the
millisecond timescale and is very sensitive to acid concentration. Adding even a small
concentration of acid (e.g. 0.5% acetic acid) to myoglobin in solution results in unfolding
and loss of heme from the complex at equilibrium, as shown in Figure 3.5d. As
previously described, the mixing of solutions sprayed from opposite sides of a theta tip

occurs in the Taylor cone and subsequent droplets on the sub-millisecond timescale,

which is shorter than the lifetime of the unfolded holomyoglobin intermediate.
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Therefore, spraying myoglobin opposite 1% acetic acid (Figure 3.5b) results in less
denaturation of myoglobin compared to mixing myoglobin and acid in solution (Figure
3.5d), as evidenced by the presence of only 3.1% apomyoglobin signal vs. 100%
apomyoglobin signal relative to holomyoglobin signal, respectively.

Electroosmosis can be used to control the amount of mixing of myoglobin and 1%
acetic acid solutions and thus can be used to control the extent of myoglobin
denaturation (as indicated by the percentage of apomyoglobin relative to
holomyoglobin signal in the spectrum) by varying the voltage gradient (i.e. the voltage
difference, AV) between the two wire electrodes or by varying the duration of the
electroosmosis step in the scan function. Figure 3.5 shows the utility of varying the AV
between the wire electrodes in the theta tips during the electroosmosis step to control
the amount of myoglobin denaturation on the millisecond timescale just prior to mass
analysis (Figure 3.5a, ¢, and e). The duration of the electroosmosis and wait steps were
kept constant at 50 ms each, while the voltage difference between the wires was varied
between 100 V (Figure 3.5a), 200 V (Figure 3.5c), and 300 V (Figure 3.5e). In each of
these spectra, the wire in the myoglobin side was held at +500 V during the
electroosmosis and wait steps. The potential on the wire in the 1% acetic acid side was
decreased to +400 V, +300 V, or +200V (Figure 3.5a, c, and e, respectively) during the
electroosmosis step. In all cases, both wires were held at +500 V during the wait step
such that there would be no volume transfer from one side of the tip to the other but

that the voltage would be sufficiently lower than that necessary to initiate a stable nESI

spray.
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The total mixing volume can be varied by changing the voltage gradient between
the two wires as shown in Figure 3.5, or by varying the duration of the electroosmosis
step in the scan function shown in Figure 3.1. Figure 3.6a and c show the effect of
varying the duration of the electroosmosis step on the amount of apo- vs.
holomyoglobin present in the spectrum. To demonstrate the flexibility of voltages that
can be used, both Figure 3.6a and c were taken with 0 V applied to the wire in the
myoglobin solution and -100 V applied to the wire in the acetic acid solution during the
electroosmosis step (AV = 100 V). A ~63% increase in apomyoglobin signal was observed
when the duration of the electroosmosis step was increased from 50 ms (Figure 3.6a) to
100 ms (Figure 3.6c).

Unlike varying the voltage difference between the two wires (Figure 3.5), which
effectively changes the volume of solution moved from one side of the tip to the other
independent of time, varying the duration of the electroosmosis step (Figure 3.6a and c)
changes both the volume of solution that is moved as well as the timescale for the
interaction between the two solutions. The wait step was originally incorporated into
the scan function to test the effect of interaction time independently of the volume of
solution mixed. However, varying the wait time does not appreciably change the ratio of
apo- and holomyoglobin observed in the spectrum when compared to the same
experiment without a wait step. The millisecond timescale used for the wait step should
be sufficient to result in an increase in the amount of apomyoglobin observed in the
spectrum based on the lifetime of the unfolded holomyoglobin intermediate (i.e., 380

ms).?® However, this assumes turbulent or complete mixing of the two solutions. If
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electroosmotic flow of solution from one side of the tip to the opposite side of the theta
tip is not turbulent, then incomplete mixing would be expected and the additional
mixing/reaction occurring during the wait step would be diffusion limited, which is
negligible (~9-11 x 10”7 cm?/s for myoglobin in water)*® on the millisecond timescale.

We note that all electroosmosis experiments were carried out with the wire in
the myoglobin side held at the higher voltage relative to the wire in the 1% acetic acid
side. Experiments were attempted in which the 1% acetic acid was held at the higher
voltage; however, very poor myoglobin signal was observed upon spraying the mixed
solutions. This observation has been attributed to incomplete mixing of the two
solutions inside the theta tip. It is well known in the capillary electrophoresis and
microfluidics communities that the bulk solution profile during electroosmosis is a plug
flow, which often results in diffusion limited mixing at the interface of the two

. 1
solutions.®* >

On the millisecond timescale, diffusion is relatively slow. When
electroosmosis is performed in which solution is moved from one side of a theta tip to
the other (i.e. one-way electroosmosis), the resulting mass spectrum will be a mixture of
the diffusion limited, partially mixed volume from one side of the theta tip and the
unmixed solution from the opposite side of the theta tip. Since experiments were
performed with myoglobin at the higher electroosmosis voltage, it is not surprising that
the lower charge states of holomyoglobin are observed in all one-way electroosmosis

spectra (Figure 3.5a, ¢, and e; Figure 3.6a and c), since the unmixed myoglobin side will

always contribute “native” myoglobin to the mixture in the Taylor cone.
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One method commonly employed in the microfluidics community to improve
mixing of solutions in microchannels is to design the channels to curve and turn to
introduce turbulence.”® For example, Kane et al. made a microfluidic channel with a
serpentine structure, which goes through a series of 180° turns to improve solution
mixing to study protein foIding.SzA theta tip can be viewed as two channels that run
parallel to each other. Moving solution from one side of the tip to the other side is
similar to moving solution through a 180° bent channel. Therefore it should be possible
to improve solution mixing by moving solution back and forth between the two sides of
the theta tip using electroosmosis. For this experiment, electroosmosis is still effected
by applying a voltage difference between the two wires inserted into the two channels;
however, the wire that is held at the higher relative potential (e.g. +100 V) is then
switched to an equally lower potential (e.g. -100 V) relative to the opposite emitter (e.g.
0 V). Figure 3.1b shows the relative voltages applied to each wire electrode throughout
the scan function during the square wave electroosmosis experiments.

Applying a square wave to one of the wires improves the mixing of the two
solutions as evidenced by Figure 3.6. The duration of the one-way electroosmosis and
wait steps in Figure 3.6a (50 ms each) and Figure 3.6¢ (100 ms each) are equivalent to
one full period of a 10 Hz (Figure 3.6b) and 5 Hz (Figure 3.6d) square wave respectively.
The amount of apomyoglobin signal increased from ~36% to ~91% when solution is
moved in only one direction (Figure 3.6a) compared to moving solution back and forth
between the two sides once using a 10 Hz square wave (Figure 3.6b). Similarly, when

comparing one-way electroosmosis (Figure 3.6c) to electroosmosis with a 5 Hz square
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wave (Figure 3.6d), the amount of apomyoglobin signal relative to holomyoglobin signal
increased from ~82% to ~92%. When additional cycles of the square wave were used
during the electroosmosis step, very little change in the amount of apo- vs.
holomyoglobin was observed (Figure 3.7). Nearly all of the myoglobin species in solution
are denatured to apomyoglobin after one square wave cycle, suggesting near complete

solution mixing is achieved after as little as one square wave cycle.

3.4 Conclusions

Electroosmotically-controlled solution mixing within a borosilicate theta glass nESI
emitter has been demonstrated. Electroosmosis is effected by applying different
voltages to the wire electrodes inserted into each channel of the theta tip. Fluorescence
microscopy was used to image the flow of rhodamine B tracer dyes from one channel of
the theta tip to the opposite channel of the theta tip. This was demonstrated with a
neutral dye as well as a negatively charged dye. Additionally, the electroosmosis flow
direction was reversed by adding a positively charged surfactant, polybrene to the
analyte solutions in each side of the theta tip. The utility of electroosmotically-
controlled solution mixing in the theta tips was demonstrated using acid denaturation of
myoglobin as a model system. Increasing the potential difference between each wire
electrode (at a fixed time) or increasing the duration of the electroosmosis step
increases the volume of solution transferred from one side of the tip to the opposite
side of the tip, evidenced by an increase in the amount of apomyoglobin signal relative

to holomyoglobin signal observed in the mass spectrum. A limitation to this method is
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that mixing relies on diffusion to some extent, which is slow on the millisecond
timescale. To address this limitation, a square wave potential was applied to one of the
wire electrodes during the electroosmosis step which switches between a higher and a
lower potential relative to the opposite wire electrode to effectively move solution back
and forth between the two sides of the theta tip. This technique appears to induce
nearly complete mixing of the two solutions with only 1 cycle of the square wave. The
experiments described in this chapter demonstrate that electroosmosis can be effected
in borosilicate theta tips to expand the use of theta nESI emitters to the analysis of
reactions occurring on the millisecond timescale, as opposed to previous studies in

which interaction times were limited to the microsecond timescale.
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Figure 3.1 Schematic showing the relative voltages applied to each wire electrode during
each step of a scan function. The orange dotted line and the purple solid line
differentiate the relative voltages applied to each wire electrode individually. The wait
step is included in the one-way electroosmosis experiments (a) to match the total time
used in the square wave electroosmosis experiments (b) while maintaining a similar
mixing volume. The wait step is not used (gray box) for the square wave electroosmosis
step (b). The typical range of times used for each step is indicated in italics. High SW and
low SW indicate the high and low square wave voltages, respectively.
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Figure 3.2 Fluorescent images of a theta tip containing water (left channel, +300 V) and
an aqueous rhodamine B solution (right channel, +500 V) in opposite channels.
Fluorescent images were taken prior to applying potentials to the wire electrodes (a)
and after 10 s (b) and 30 s (c) of applying voltages. The curved arrows indicate the
observed solution flow direction.
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Figure 3.3 Fluorescent images of a theta tip containing water (left channel, +500 V) and
an aqueous solution of sulforhodamine B (right channel, +300 V) in opposite channels.
Fluorescent images were taken prior to applying potentials to the wire electrodes (a)
and after 10 s (b) and 30 s (c) of applying voltages. The curved arrows indicate the
observed solution flow direction.
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c)

Polybrene and

Figure 3.4 Fluorescent images of a theta tip containing an aqueous polybrene solution
(left channel, +500 V) and an aqueous rhodamine B and polybrene solution (right
channel, +300 V) in opposite channels. Fluorescent images were taken prior to applying
potentials to the wire electrodes (a) and after 10 s (b) and 30 s (c) of applying voltages.
The curved arrows indicate the observed solution flow direction.
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Figure 3.5 Mass spectra of myoglobin mixed with 1% acetic acid in a theta tip via
electroosmosis. The wire electrode in the myoglobin side was held at +500 V during the
electroosmosis step while the electrode in the 1% acetic acid (AA) side was held at +400
V (a), +300 V (c), and +200 V (e) (red text). The electroosmosis and wait steps were 50
ms each. The spectrum generated by spraying the same theta tip without
electroosmosis is given in (b). The control spectra for myoglobin in water (f) and
myoglobin mixed with acid in solution (d) are also given. Holomyoglobin peaks: purple
filled circles (®), apomyoglobin peaks: green open circles (o), and the heme peaks:
orange square (H).
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Figure 3.6 Mass spectra of myoglobin mixed with 1% acetic acid via electroosmosis in
one direction (a) and (c) and with one cycle of a square wave (b) and (d). The wire
electrode in the myoglobin side was held at 0 V during the electroosmosis and wait
steps for all spectra. The wire electrode in the 1% acetic acid side was held at -100 V
during the electroosmosis step and was switched to 0 V for the wait step of the scan
function for (a) and (c). A single cycle of a square wave, oscillating between -100 V and
+100 V was applied to the wire electrode in the 1% acetic acid side for (b) and (d).



116

a)

100 Elect: 5 Hz, AV =100 V

1 cycle

Intensity (%)

b)

Intensity (%)

Intensity (%)

i
0 +lSPoall
00

5

m/z

Figure 3.7 Effect of number of square wave cycles during electroosmosis on the
denaturation of myoglobin. A 5 Hz square wave ranging from +100 V to -100 V was
applied to the acetic acid side of the theta tip for one cycle (a), three cycles (b), and 5

cycles (c). A 0 V DC potential was applied to the myoglobin side of the theta tip during
the electroosmosis step.
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CHAPTER 4. EXPLORATION OF ALTERNATIVE APPLICATIONS FOR THETA CAPILLARIES
AS “LAB IN A TIP” NANOELECTROSRPAY EMITTERS

4.1 Introduction
Electrospray ionization (ESI) has proven to be an immensely useful tool for the
analysis of biomolecules, as the soft ionization technique preserves the structure of
large molecules as they are ionized and transferred into the gas phase.? Additionally,
the multiply charged ions produced by this ionization method bring the signal of large
mass analytes into an m/z range that is accessible by many commercial mass
spectrometers. Mass spectrometry has become a popular method for the analysis of a
variety of biomolecules, particularly with the advent of nanoESI, which has improved
ionization efficiency and requires lower sample volumes and concentrations relative to
ESL.>* There are numerous methods for determining the structures of biomolecules,
ranging from primary to higher order structural information, using mass spectrometry.
These methods often include manipulation of the ion types such that tandem mass
spectrometry experiments (e.g. fragmentation) can be performed with better efficiency

or to generate more complete structural information.
One of the most common methods for analyzing proteins is via enzymatic
digestion or modification of the analyte in the bulk solution phase prior to ionization

and mass analysis. Protein digestion is commonly used in the “Top Down” proteomic



118

approach (vide supra).’ Proteins are often digested using various enzymes such as
trypsin or pepsin, which cleave at specific residues in the protein. Protein digestions
provide smaller fragments of the protein that are often easier to analyze on commercial
mass spectrometers compared to the intact protein. The small fragments can be pieced
back together to give primary sequence information. However, this method is often
slow and missed cleavages (i.e. incomplete digestion) can complicate the resulting mass
spectrum.

In addition, solution-phase modifications (to the protein or to the peptide
mixture once the protein is digested) are often used to assist in determining the
structure of proteins. For example, fixed charge reagents or nonpolar compounds can
be added to proteins and peptides to increase their surface activity which improves
ionization efficiencies via ESL.° There are a variety of reagents that can be used to
specifically label protein side chains or the N- or C-terminus of the peptide/protein.”?
For example, primary amines can be modified with N-hydroxysuccinimide esters to label
and identify the N-terminus or lysine side chains in peptides.’ These reagents have also
been used to react two primary amines in a protein with a bifunctional reagent that
results in cross-linking of the two sites and provides protein tertiary structure

10,11

information. These and other reagents can also be used to label the N- or C-

terminus of a protein such that fragmentation of the precursor ion will result in a
product ion spectrum in which all N- or C-terminal fragments are mass shifted according

8,12,13

to the mass of the covalent modification or to produce only one type of fragment

ions (i.e. all y-type fragments).” Some modifications are used to alter gas-phase
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fragmentation such that certain cleavages are either favored or suppressed.'**>® Other
examples include the conjugation of chromophores to biomolecules, which can be more
selectively activated with specific wavelengths of light, or can be used to generate
radical ions which provide complementary fragmentation information compared to

even electron species.’”*®

While these techniques help provide diverse information for
structural characterization, they all require modification of the bulk solution and
analysis of reaction intermediates is often limited to intermediates with lifetimes on at
least the seconds timescale. Additional equipment and/or instrument modifications are
often required to analyze intermediates on the sub-second timescale (vide infra).

To avoid altering the bulk solution, peptide and protein ion types can also be
modified in the gas-phase via ion/molecule or ion/ion reactions.™ Both methods have
been used to alter the observed analyte charge states via charged particle transfers.
Recently, a variety of gas-phase covalent modifications via ion/ion reactions have been

described by McLuckey et al.2%?2%2324

Performing covalent modifications in the gas
phase offers several advantages over solution-phase techniques: reaction conditions are
easier to tune (i.e. relative amounts of reactant and reaction time), reaction rates are
often greater due to the energy associated with the Coulombic attraction of ions of
opposite polarity, and adverse solution effects can be avoided.” However, ion/ion
reactions require more complex instrumentation, and are currently limited to reactions

that do not require the presence of solvent molecules for the reaction to proceed.

Solution-phase reactions carried out on short timescales are an increasing area

25,26 27,28

of investigation as technologies such as microfluidics and stopped-flow mixers
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have been coupled with mass spectrometry. These techniques enable the study of
reaction kinetics and reaction intermediates with short lifetimes (i.e. sub-seconds
timescale) using mass spectrometry. A variety of reactions have been studied using
these techniques, including protein folding and unfolding and enzyme

27,29,30,31,32,33

catalysis. Recently, borosilicate theta capillaries have been described as

convenient nESI emitters, 3433637

These capillaries contain a glass septum that separate
the barrel into two channels which can be loaded individually with different analyte
solutions. As described previously, the solutions can be mixed on the sub-millisecond
timescale in the Taylor cone and subsequent droplets while spraying the solutions from
the tip. More recently, electroosmosis in the theta tips has been described as a method
for mixing analytes on the milliseconds to seconds timescale.® Thus far, theta capillaries
have been used to show complex formation,***® hydrogen/deuterium exchange,** and
to manipulate protein charge state distributions.>"’

There are a variety of other reactions that occur on short timescales such that
intermediates are difficult to detect when performed in the bulk solution phase. For
example, peptides and proteins often have multiple reactive sites and it may be
desirable to analyze a sample with fewer modifications than reactive sites. In some
cases this can be influenced by varying solution conditions (i.e. solution pH), but is
usually difficult or time consuming to optimize. Controlling reaction times on the sub-
millisecond to seconds time scale can provide a method for controlling the number of

modifications. Theta capillaries provide a simple and inexpensive method for performing

reactions on these short timescales such that the intermediates and products can be
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analyzed via mass spectrometry. Additionally, mixing reagents just prior to MS analysis

using theta capillaries is advantageous in that bulk solution modification is not required.

4.2 Experimental

4.2.1 Materials

Bovine serum albumin, cytochrome ¢ from bovine heart and from equine heart,
melittin from honey bee venom, ubiquitin from bovine erythrocytes, myoglobin from
equine skeletal muscle, carbonic anhydrase from bovine erythrocytes, 4-formyl-
benzene-1,3-disulfonic acid (FBDSA), propionic anhydride, trimethylamine, piperidine,
sodium periodate, and sodium persulfate were purchased from Sigma Aldrich (St. Louis,
MO). Glacial acetic acid and ammonium hydroxide were purchased from Malinckrodt
Chemicals  (Phillipsburg, NJ). Sulfosuccinimidyl acetate (Sulfo-NHS-acetate),
sulfosuccinimidyl [4-iodoacetyl] aminobenzoate (Sulfo-SIAB), and N-succinimidyl [4-
iodoacetyl] aminobenzoate (SIAB) were purchased from Thermo Scientific (Rockford, IL).
The peptide ARAMAKA was custom synthesized by NeoBiolLab (Woburn, MA). All
analyte solutions were prepared using water purified at 15 MQ using a Barnstead
nanopure infinity ultrapure water system from Thermo Fisher Scientific (Waltham, MA).
All analyte solutions were prepared without further purification. All protein solutions
were diluted in water to a final concentration of 5-20 uM. The peptide solution was
diluted to a final concentration of 0.1mg/mL in water with 1% (v/v) acetic acid. All acetic

acid solutions were diluted to the designated concentration or percent by volume in
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water. All other reagent and peptide solutions were diluted to final concentrations of

0.01-0.1 mg/mL in water.

4.2.2 Nanoelectrospray lonization Emitters

Borosilicate theta capillaries as well as single-barreled capillaries were purchased
from Sutter Instrument Co. (Novato, CA). Both capillaries are 10 cm in length. The theta
capillaries have a 1.17 mm I.D., while the single-barreled capillaries have an I.D. of 0.86
mm. Both capillaries were pulled to a 5-10 um O.D. tip using a Flaming/Brown
micropipette puller from Sutter Instrument Co. (Novato, CA) equipped with a heated
filament. Analyte solutions were loaded into capillaries, including individual channels of
the theta tip, using Seque\Pro pipette tips from Bio-Rad Laboratories (Hercules, CA).
lonization was provided using a wire-in-a-capillary configuration with Pt wire electrodes.
For the theta capillary experiments, a single wire electrode was inserted into one
channel at a time or two wires were inserted into each channel of the capillary
simultaneously. The placement of the wire electrode(s) for each experiment is indicated
by the lightning bolt(s) in theta cartoon for each spectrum. All theta tip experiments
were performed without electroosmosis (vide supra), such that solution mixing occurs in
the Taylor cone and subsequent droplets on the sub-millisecond timescale. However, all

of these reactions could be performed using electroosmosis to increase the mixing time.
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4.2.3 Mass Spectrometry
All protein experiments were performed on a QqTOF tandem mass spectrometer
(Q-Star Pulsar XL, AB Sciex, Concord, ON, Canada), which was previously modified for
ion/ion reactions. The experiments using the peptide, ARAMAKA, were performed on a
QTRAP 4000 hybrid triple quadrupole/linear ion trap mass spectrometer (AB Sciex,
Concord, ON, Canada), also previously modified for ion/ion reactions. However, the
modifications to allow for ion/ion reactions were not used for the experiments

described here.

4.3 Results and Discussion

4.3.1 Adduct Reduction

One disadvantage of ionizing large biomolecules via ESI is adduct formation (e.g.
Na® and K*). Adducts result in reduced sensitivity as the analyte signal is spread over
various m/z ratios. Larger biomolecules tend to be more extensively adducted and tend
to be observed at higher charge states. As the charge states increase the adducts
become separated by fewer m/z units such that many mass spectrometers are unable to
resolve the individual adduct peaks, which complicates accurate mass measurements.

There are a variety of methods for adduct reduction, including bulk solution
treatment with ion exchange resins,ag’40 bulk solution additives,‘”'42 leak-in techniques,43
and mild collisional activation to heat ions.** For example, volatile acids such as acetic

acid and formic acid can be added to solution for positive mode analysis such that the
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proton concentration in solution is increased relative to the metal cations such as Na*
and K'. This shifts the equilibrium toward protonated species as opposed to metal
adducted species. However, adding acid into the bulk solution often results in
denaturation of the protein, which may interfere with the desired experiment. Similarly,
acid vapors can be introduced to the interface of the mass spectrometer to interact with
electrospray droplets during the desolvation process.43 However, the leak-in of acidic
vapors also results in denaturation of the protein.* As described previously, acids can
be sprayed opposite protein solutions from theta capillaries, which results in mixing of
the acid with the protein in the Taylor cone and subsequent droplets.> The
concentration and identity of the acid can be varied to provide more or less
denaturation of the protein. Low concentrations of acetic acid (e.g. 1%), can be used to
help remove cationic salts while shifting the protein charge state distribution(s) only
slightly. This is demonstrated with bovine serum albumin (BSA), a ~66.4 kDa protein that
is responsible for transporting various molecules including fatty acids in biological
systems.™ Figure 4.1a shows the resulting spectrum when aqueous BSA is sprayed from
a single-barreled tip. The peaks are quiet broad as a variety of unresolved salt adducts
are present on the high charge states. The overall signal/noise ratio is also poor due to
the spread of signal for each charge state over a large m/z range. Adding acetic acid
(0.5%) to the solution improves the signal/noise ratio and decreases the peak widths via
salt adduct reduction, providing better resolution between charge states (Figure 4.1b).
However, the charge state distribution is also shifted to significantly higher charge

states. It is well known that higher charge states are indicative of unfolded/denatured
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proteins, while more native proteins tend to have lower charge states.****® Thus,
adding acid to the solution to decrease adducts also prevents the analysis of more
native structures. Mixing BSA with 1% acetic acid in the Taylor cone and subsequent
droplets on the sub-millisecond timescale by spraying the two solutions from opposite
channels of a theta tip results in adduct reduction with only a mild shift to higher charge

states (Figure 4.1c).

4.3.2 Protein Refolding
Protein tertiary structure plays an important role in protein function. Therefore,
determining the tertiary structure of proteins and understanding their unfolding and
folding dynamics is important for understanding the biological function of the protein.
Protein folding and unfolding can occur on timescales ranging from sub-microsecond to
minutes. As described previously (vide supra), proteins can be unfolded on the sub-
millisecond timescale by spraying the protein opposite acidic solutions from theta

3337 Under these conditions, short-lived intermediates can be observed (i.e.

capillaries.
higher charge states/unfolded holomyoglobin). It is also possible to refold acid
denatured proteins by spraying them opposite a buffer solution®” or basic solutions (as
described here) from a theta capillary. Figure 4.2 shows the results of spraying equine
cytochrome ¢, denatured with 1% acetic acid, opposite 0.1 M trimethylamine, 0.1 M
ammonium hydroxide, and 0.1 M piperidine from a theta capillary (Figure 4.2a, b, and c,

respectively). Charge state reduction is observed with each base when compared with

spraying the acid denatured protein from a single-barreled capillary (Figure 4.2f),
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although the stronger bases (trimethylamine, pKa = 9.8; piperidine, pKa = 11.12) show a
greater shift in CSD compared to the weaker base (ammonium hydroxide pKa = 9.25).%
The shift to lower charge states obtained by spraying the denatured protein opposite
the basic solutions from a theta tip is less than that observed by mixing the bases with
the denatured protein in solution at equilibrium and sprayed from a single-barreled tip
(Figure 4.2d and e). No protein signal was observed when 0.1M piperidine was mixed
with the protein in solution and sprayed from a single-barreled tip (data not shown).

It is important to note that shifts to lower protein charge states in the refolding
experiment can be caused by gas-phase ion/molecule reactions as well as protein
conformational changes in solution. This is not a likely scenario for the unfolding
experiment (vide supra) because the energy required to overcome Coulombic repulsion
to increase protein charge states in the gas-phase is prohibitively high. However, the
refolding experiment results in a decrease of protein charge states and the energy
associated with gas-phase proton transfer from a multiply protonated protein to a gas-
phase basic vapor is much more favorable. Thus gas-phase ion/molecule reactions may
contribute to charge state reduction during the refolding experiment. However,
multimodal charge state distributions are observed in Figure 4.2b and c and Figure 4.3a
and b. If gas-phase ion/molecule proton transfer was the only process contributing to a
decrease in the observed charge states, certain charge states would not be favored over
others, rather, only a slight shift to lower charge states (relative to no base exposure,
Figure 4.2f and Figure 4.3c, d) would be expected. Protein conformational changes

however could lead to multimodal charge state distributions, corresponding to multiple
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conformations in solution. Therefore, the multimodal charge state distributions indicate
protein folding is occurring, although gas-phase proton transfer reactions may also
contribute to a decrease in the charge states.

Protein refolding was also studied with carbonic anhydrase and myoglobin, both
of which contain non-covalently bound co-factors (Figure 4.3). Carbonic anhydrase
contains a zinc co-factor in its holo- form,*® while myoglobin contains a heme group in
its holo- form.” The sub-millisecond mixing timescale associated with spraying the
solutions from a theta tip does not result in the incorporation of the co-factors into the
proteins (i.e. no refolding from the apo- form to the holo- form is observed for either
protein). All charge states in the carbonic anhydrase spectra (Figure 4.3a and c) are
apocarbonic anhydrase peaks, although refolding of the apocarbonic anhydrase to a
more compact form without the Zn co-factor is observed. There are two charge states of
holomyoglobin observed when myoglobin is mixed with 0.1% acetic acid (Figure 4.3d),
and upon refolding via spraying the denatured protein opposite ammonium hydroxide
in the theta tip the amount of holomyoglobin relative to apomyoglobin does not
increase (Figure 4.3b). However, as seen with carbonic anhydrase, refolding of
apomyoglobin into a more compact structure without heme incorporation is observed.

Protein refolding into the native structure is often a slower process than protein
unfolding as refolding usually consists of subsequent folding and unfolding events prior
to reaching the specific native or most stable structure. Refolding apocarbonic
anhydrase into holocarbonic anhydrase has been found to occur through a series of

intermediates and zinc incorporation occurs during one of the initial refolding steps.>
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However, apocarbonic anhydrase can refold into a structure similar to that of the holo-
form prior to zinc incorporation, although this refolding process is slower than that
observed with zinc incorporation. Refolding of apomyoglobin into holomyoglobin
requires the specific binding of heme followed by a rapid collapse of the protein around
the heme. However, the heme group may go through a series of non-specific binding
events before the specific interaction is formed, slowing the overall rate of specific
heme binding.*® The various nonspecific interactions of the co-factors with the
apoprotein slow the apo- to holo- refolding rate and likely contribute to the fact that
refolded holocarbonic anhydrase and holomyoglobin are not observed on the sub-
millisecond timescale associated with solution mixing via nESI from a theta tip (Figure
4.3). Protein refolding using electroosmotically-controlled solution mixing in the theta
tips (vide supra) to provide longer reaction times is currently on ongoing area of

research in the McLuckey group.

4.3.3 Complexation and Reactivity
Forming complexes between biomolecules and reactive reagents using theta
capillaries is useful for manipulating ion types without modification of bulk solutions.
Theta tips have previously been used to demonstrate complex formation between a
peptide and vancomycin, although no reactivity was reported.34 N-hydroxysuccinimide
reagents are often used to modify primary amines (i.e. lysine side chains and the N-
terminus) of proteins resulting in a signature loss of NHS or sulfo-NHS.>'' These

reagents can be complexed with proteins such as bovine cytochrome ¢ by spraying the
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reagent and protein from opposite channels of a theta tip as is demonstrated with
sulfosuccinimidyl acetate (sulfo-NHS-acetate, SNa), sulfosuccinimidyl [4-iodoacetyl]
aminobenzoate (Sulfo-SIAB), and N-succinimidyl [4-iodoacetyl] aminobenzoate (SIAB)
(Figure 4.4a, b, and c, respectively). Similarly, 4-formyl-benzene-1,3-disulfonic acid
(FBDSA) has been shown to react with primary amines in biomolecules via Schiff base

formation resulting in a signature loss of water.>*’

FBDSA was also sprayed opposite
cytochrome ¢ from a theta tip (Figure 4.4d). A zero charge deconvolution of each
spectrum is given (Figure 4.4 e, f, g, and h, respectively) to simplify the spectra such that
the extent of adduction is easier to visualize. A variety of numbers of reagent adducts to
the protein charge states are observed. Some reactivity is observed with sulfo-SIAB as
indicated by the signature loss of sulfo-NHS from the complex mass (Figure 4.4b and f).
Complex formation only (i.e. no reaction) was observed with the other three reagents. It
is likely the sub-millisecond mixing timescale is too short for covalent modification to
occur in addition to complex formation for most of the reagents. However, covalent
modification could be driven via mild collision induced dissociation (CID) of the gas-
phase complex.

Another common biomolecule modification is the acetylation of primary
amines.® This reaction is often performed to label the N-terminus such that N-terminal
fragments can be identified by the mass shift in top-down proteomics.”” This reaction
can also be performed using theta capillaries to mix acetic anhydride with a peptide or

protein in the Taylor cone and subsequent droplets. Although acetylation experiments

were performed (data not shown), the present data shows propionylation (using



130

propionic anhydride) of melittin and ubiquitin, which produces a larger mass shift upon
reaction (Figure 4.5). Melittin and propionic anhydride were sprayed from opposite
channels of a theta tip (Figure 4.5a). On the sub-millisecond timescale via nESI from a
theta tip, fewer reactions are observed when compared to mixing melittin with
propionic anhydride in solution at equilibrium (Figure 4.5b). This modification can also
be performed on a protein such as ubiquitin. The spectrum produced by spraying
ubiquitin opposite propionic anhydride from a theta tip is given in Figure 4.5c with the
corresponding zero charge deconvolution in Figure 4.5d. Up to two propionylations are
observed on the charge states of ubiquitin. Adduction of the intact propionic anhydride
(without reaction) is also observed. Performing the propionylation reaction on the sub-
millisecond timescale provides a spectrum that contains both the unmodified precursor
as well as the covalently modified signal. It is useful to obtain both species in the same
spectrum as each species can be subsequently isolated and fragmented to determine
differences in fragmentation that may be caused by the modification, without changing

nESI emitters and wasting solution.

4.3.4 Oxidation of Peptides with Peroxy Compounds
Protein oxidation is a common process that occurs in biological systems and has
implications for a variety of diseases, especially those associated with aging (e.g.
alzheimers).”® Oxidation can also be used to label peptides and proteins similarly to the
covalent modifications described above. It is well known that certain amino acid

residues (i.e. methionine and tryptophan) are more susceptible to oxidation via the
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2980 Oxidation of specific residues has also

addition of peroxy compounds in solution.
been described as a result from electrochemical reactions during the electrospray
process.61 Recently, oxidation via ion/ion reactions has shown that these same residues
are more susceptible to oxidation in the gas-phase as well.? Peroxy compounds can be
added to peptides or proteins in solution to oxidatively label certain residues, which

6263 15 demonstrate oxidation of

affects the observed fragmentation of the biomolecule.
a peptide via nESI from a theta tip, ARAMAKA is sprayed opposite periodate and
persulfate (Figure 4.6a and b, respectively). Oxidation is observed with both peroxy
compounds, however the relative abundance of oxidized peptide vs. the unmodified
peptide is greater with persulfate than with periodate, which correlates to the strength
of the oxidizing agent (persulfate > periodate). Complex formation of the peptide with
the intact peroxy compounds is also observed. It is important to note that some of the
easily oxidized residues can become oxidized in older solutions that are exposed to light
and the air. As a control, the ARAMAKA sample was sprayed opposite water in a theta
tip in Figure 4.6c. No oxidation of the peptide was observed, thus the oxidation

observed in Figure 4.6a and b is a result of mixing with the periodate and persulfate

solutions, respectively.

4.4  Conclusions
The use of theta capillaries as nESI emitters can be useful for performing a
variety of reactions on the sub-millisecond timescale just prior to mass analysis. The

simplicity and convenience of theta capillaries makes them a useful technique for the
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analysis of reaction intermediates and products from reactions that occur on this short
timescale. These reactions can be performed to manipulate ion types, which influences
the favored fragmentation pathways and efficiencies. The reactions described here
include metal cation adduct reduction with minimal protein denaturation using acids,
refolding of acid denatured proteins using basic solutions, complexation of primary
amine reactive reagents such as N-hydroxysuccinimide esters and a formyl benzene
compound, propionylation of a large peptide and a protein, and oxidation of a
methionine containing peptide using peroxy compounds. All experiments performed in
this chapter were performed by spraying the two reactants from separate channels of a
theta tip, such that mixing is limited to the Taylor cone and subsequent droplets.
However, future work in this area could include performing all of these reactions (and
others) using electroosmosis as described in the previous chapter to extend the
mixing/reaction timescale. In many of the experiments in which complex formation was
observed without reactivity (NHS reagents and FBDSA), electroosmosis in the theta tips
provides additional mixing/reaction time to obtain reaction products. While the
propionylation reaction did occur on the sub-millisecond timescale, extending the
reaction time via electroosmosis in the theta tips could provide for additional
modifications and/or increase the amount of product observed. Controlling the mixing
time via electroosmosis provides the flexibility to affect the number of modifications or
extent of reaction observed easily and with the same nESI tip. This chapter provides a

summary of reactions that show interesting and promising results using the theta tips,
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which could be expanded upon to provide additional insights and methods for

manipulating ion types.
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Figure 4.1 Aqueous bovine serum albumin (BSA) dissolved in water and sprayed from a
single-barreled tip (a) and mixed with 0.05% acetic acid in solution and sprayed from a
regular tip (b) and mixed with 0.1% acetic acid via spraying from a theta tip (c).
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Figure 4.2 Refolding acid denatured (5% acetic acid, AA) equine cytochrome c via
spraying from theta tips using 0.1 M ammonium hydroxide (NH4OH) (a), trimethylamine
(TMA) (b), and piperidine (pip.) (c). Solution mixtures sprayed from a regular tip for
ammonium hydroxide (d) and trimethylamine (e) are given for comparison. The control

spectrum in which the acidified cytochrome c¢ solution is sprayed from a regular tip is
given in (f).
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Figure 4.3 Refolding Carbonic anhydrase in 0.5% acetic acid by spraying opposite 1%
piperidine from a theta capillary (a) and refolding myoglobin in 0.1% acetic acid by
spraying opposite 15% ammonium hydroxide from a theta capillary (b). The charge state
distribution produced by spraying the acid denatured proteins from a regular tip are
given in (c) and (d), respectively. All peaks in the carbonic anhydrase spectra indicate
apocarbonic anhydrase. The green open circles indicate apomyoglobin charge states and
the purple solid circles indicated holomyoglobin charge states.
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Figure 4.4 Complex formation of bovine cytochrome ¢ with sulfo-NHS-acetate (SNa) (a),
sulfo-SIAB (b), SIAB (c), and FBDSA (d) when sprayed from opposite sides of a theta tip.
Each spectrum is deconvoluted in (e) — (h), respectively. Triangles indicate adducts of
the intact reagent. Stars indicate covalent modification (b and f).
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Figure 4.5 Melittin sprayed opposite propionic anhydride (prop. anhy.) in a theta tip (a)
and corresponding solution phase mixture sprayed from a single-barreled tip (b).
Ubiquitin sprayed opposite propionic anhydride in a theta tip (c) and the corresponding
deconvolution (d). Triangles indicate adducts of intact propionic anhydride and stars
indicate propionylation.
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Figure 4.6 Oxidation of the peptide ARAMAKA via spraying opposite periodate (a) and
persulfate (b) solutions from a theta tip. A control spectrum in which ARAMAKA is
sprayed opposite water from a theta tip is given in (c).Gas-phase Synthesis of peptide
radical cations via ion/ion reactions and ultraviolet photodissociation
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CHAPTER 5. GAS-PHASE SYNTHESIS OF PEPTIDE RADICAL CATIONS VIA ION/ION
REACTIONS AND ULTRAVIOLET PHOTODISSOCIATION

Portions and figures of this chapter were published previously as reference 42,
copyright 2015 John Wiley and Sons.

5.1 Introduction

There are a variety of different ionization methods that each produces different
types of ions (e.g. protonated, odd-electron). For example, electron ionization (El) is a
high energy ionization technique that often produces M** ion types as well as extensive
fragmentation of the analyte.”?> On the other hand, electrospray ionization (ESI)
produces either protonated or deprotonated ions which are usually multiply charged.>*
ESI is a soft ionization technique that is capable of transferring analytes, including large
biomolecules, into the gas-phase with little or no fragmentation. ESI has become a
superior ionization method for intact, large biomolecules due to preservation of the
intact analyte during ionization and transfer to the gas-phase. Additionally, the multiply
charged signal brings their mass to charge ratio (m/z) into the operational range of most
commercial mass spectrometers.

One of the methods used to analyze biomolecules such as large proteins is to

ionize the intact analyte via ESI and interrogate the amino acid sequence via a variety of
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activation or dissociation methods. This method has been termed “top-down”
proteomics. > Both the ion type and the activation method are important in determining
the type of structural information that can be obtained via tandem mass spectrometry
experiments.6 Because ESI is the preferred ionization method for the analysis of intact
proteins, most studies have been performed on even electron, protonated species via
collision induced dissociation (CID). The widely accepted mechanism for fragmentation
of protonated proteins and peptides via CID has been termed the “mobile proton

7% This fragmentation mechanism relies on the movement of protons along the

theory.
backbone of the protein/peptide and often results in the formation of b- and y-type ions.

Several methods have been described to produce a variety of biomolecule ion
types in an effort to produce complementary fragmentation via CID. One attractive ion
type includes odd-electron or radical ions as they afford quite different fragmentation
when compared to CID of the even-electron, protonated species as produced via ESI. As
described above, using El or other high energy ionization methods to produce radical
ions is not an optimal technique for biomolecules as extensive analyte fragmentation
results, which complicates sequence analysis and prevents determination of the intact
biomolecule mass.® Therefore, a variety of methods have been developed to produce
biomolecular ions containing a free radical using ESI. 1% Once the radical ion is generated,
CID is performed to induce radical directed dissociation (RDD), which consists of a series

of hydrogen abstractions from various locations on the biomolecule and ultimately

yields complementary structural information.**
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One common method of generating radical peptides is through metal-ligand-
peptide complexes. A variety of these complexes have been described and have been
found to generate M™® species through oxidative dissociation or dissociative electron

9,12,13,14

transfer. A common metal used in these complexes is copper, while a common

9,15,16

ligand is salen. These techniques have been particularly useful in the identification

of isomers such as leucine and isoleucine based on differences in side chain
fragmentation.™"’

Additionally, azo and nitroso functional groups can be homolytically cleaved by
CID, yielding free radicals on the R-groups that were on either side of the functional

18,19,2 - .
81920 peagents containing these functional

group and a loss of N, or NO, respectively.
groups have been conjugated to peptides or proteins in solution and ionized via ESI. CID
of the modified ion results in generation of radical peptide/protein ions. A distinct
advantage of this method is that proteins can be modified via bifunctional crosslinkers
containing an azo group such that a single CID step will produce two free radicals on the
analyte ion. The cross-linking experiment can be used to determine protein tertiary
structure by varying the length of the crosslinker.?*

Van Berkel et al. have taken advantage of electrochemical reactions that occur
during the electrospray process to generate a variety of radical cations.? This method
has been demonstrated for porphyrin compounds and polyaromatic hydrocarbons.23
This method has also been used to improve the ionization efficiency of alcohols by

conjugating ferrocene-based groups, which are ionizable via electrochemical reactions

to the analyte.24 The generation of radical ions via electrochemical reactions during ESI
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is dependent upon the oxidation potential of the analyte as well as the solvent system,
which must dissolve the analyte as well as stabilize the radical.?®

Recently, Julian et al. have described a variety of methods using homolytic
cleavage of C-1 bonds to produce radical peptides and proteins. For example, they have
modified tyrosine residues in solution to contain a C-l bond, which is selectively cleaved
homolytically with ultraviolet photodissociation (UVPD) at 266 nm to produce a radical

25,26,27

peptide. Julian et al. have also generated radical biomolecules via non-covalent

complexes formed in solution between biomolecules and crown ethers containing C-I

2829 YVPD at 266 nm was used to cleave the C-1 bond to produce a radical site on

bonds.
the crown ether.

All of these techniques require modification of the bulk solution and/or solution-
phase conjugation reactions. The most common methods for synthesizing radical
containing species is by electron capture dissociation (ECD)* or by electron transfer
dissociation (ETD) in the gas-phase.’’ During ECD, analyte ions are subjected to an
electron source such that the analyte captures an electron. ETD is often performed as a
gas-phase ion/ion reaction in which an anionic electron transfer reagent (e.g.
anthracene) transfers an electron to a multiply protonated analyte (i.e. peptide). When
these methods are performed on peptides or proteins, c- and z-type ions are favored,
which is complementary to the b- and y-type ions produced via fragmentation of even
electron species.

Recently, ion/ion reactions have been used to alter biomolecule ion types via a

32,33,34,35,36

variety of different covalent modification reactions in the gas-phase. lon/ion
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reactions offer several advantages over solution-phase reactions.®’ Solution-phase
optimization is not required and reactants can be isolated in the gas-phase prior to
reaction to avoid unwanted side reactions with other components in the solution.
Additionally, the relative concentrations of each reactant and the reaction time are
controlled via the injection time for each ion polarity and the mutual storage time
(usually 10’s to 100’s of milliseconds), respectively, making ion/ion reactions easier to
tune compared to solution-phase reactions. Recently, the complexation and conjugation
of azo containing compounds to peptides in the gas-phase via ion/ion reactions has
been demonstrated as a viable radical cation synthesis method.’® Upon CID, the
complexed or conjugated peptides were shown to yield RDD-specific fragmentation.

In this chapter, two synthetic pathways will be described for the generation of
radical peptides via ion/ion reactions coupled with UVPD. Both pathways will consist of
an ion/ion reaction between a multiply protonated peptide and a singly deprotonated
reagent containing a C-l bond. One pathway contains a reagent that is held near the
peptide via a long-lived electrostatic complex. The second pathway consists of covalent
modification in the gas-phase via an ion/ion reaction to conjugate the reagent directly
to the peptide. In both cases, UVPD at 266 nm is used to homolytically cleave the C-I
bond, producing a free radical at a site near the peptide. A final CID step is used to
induce radical migration through hydrogen abstraction from the peptide to the reagent,

which results in RDD.
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5.2 Experimental

5.2.1 Chemicals

Potassium 2-iodo-5-methylbenzene sulfonate (MIBS), bradykinin, 2-iodobenzoic
acid, and 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide HCI (EDC) were purchased
from Sigma Aldrich (St. Louis, MO). N-hydroxysulfosuccinimide (sulfo-NHS) was
purchased from Thermo Fisher Scientific (Waltham, MA). The peptide RARARAA was
custom synthesized by NeoBioSci (Cambridge, MA). N,N-dimethylformamide (DMF) was
purchased from Mallinckrodt Chemicals (Phillipsburg, NJ). Methanol (MeOH) was
purchased from Macron Chemicals (part of Avantor, Center Valley, PA). All aqueous
samples were prepared with water purified at 15 MQ by a Barnstead nanopure infinity
ultrapure water system from Thermo Fisher Scientific (Waltham, MA). All samples were
used without further purification.

lodobenzene sulfo-NHS (IBSN) was synthesized using a procedure similar to that
available through Life Technologies (Thermo Fisher Scientific, Inc.). Briefly, IBSN was
synthesized by mixing equimolar solutions of 2-iodobenzoic acid, EDC, and sulfo-NHS at
room temperature for several minutes. The 2-iodobenzoic acid solution was prepared in
DMF. EDC was dissolved in 11% H,0 and 89% DMF. Sulfo-NHS was dissolved in 50:50,
H,0: MeOH. The final solution was ~135 uM in 80% DMF and 20% H,0. All other
reagents and peptide solutions were prepared at a concentration of 0.1 mg/mL in 1:1,
H,0: MeOH. The reaction solution was used directly as the nanoESI reagent mixture

without further purification.
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5.2.2 Mass Spectrometry and UVPD

All ion/ion reactions were performed using a dual source 3D ion trap mass
spectrometer that has been described previously.39 Briefly, positive peptide ions are
generated via one source and are injected into the trap where they are isolated. The
negative reagent ions are then generated via the opposite source and are injected into
the ion trap where they interact with peptide ions. Alternatively, ions can be injected in
the opposite order; usually the order is determined by the complexity of the precursor
ion spectrum for each polarity as only one polarity of ions can be isolated using this
instrument. In order to perform UVPD experiments, the dual source 3D ion trap mass
spectrometer was interfaced with a Nd:YAG laser (Continuum, San Jose, CA) as depicted
in Figure 1.2. UVPD was performed with 266 nm photons at a pulse rate of 20 Hz. The
266 nm photons were generated by passing the Nd:Yag fundamental wavelength (1064
nm) through two second harmonic generators. A mechanical beam blocker was
controlled by a TTL trigger using the instrument software to allow photons to pass into
the instrument only during the desired UVPD segment of the scan function. A series of
mirrors were used to direct the laser beam into the instrument through a quartz
window. An iris was placed just in front of the quartz window to tune the beam
diameter. The laser beam travels along the ion path and enters the 3D ion trap through
the entrance endcap electrode (along the z-axis), such that the laser beam will overlap
with the ion cloud.

Figure 5.1 shows the two synthesis methods used to generate radical peptides

after the desired ion/ion reaction product is isolated. The first method (Figure 5.1a)
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shows the synthesis of a free radical through an electrostatic complex (i.e. no covalent
modification of the peptide). The doubly protonated peptide forms a long-lived
electrostatic complex with the reagent. Upon UVPD, the C-I bond of the reagent is
homolytically cleaved. This product is then isolated prior to CID which results in both
proton transfer to the sulfonate group of the reagent as well as hydrogen abstraction
from a site on the peptide to the reagent, producing a singly positively charged radical
peptide and the neutralized reagent. CID of this species produces RDD fragmentation.
The second method (Figure 5.1b) shows the procedure for generating a radical
peptide through an ion/ion reaction in which the peptide is covalently modified. The
first step involves the reaction of the doubly protonated peptide and a singly
deprotonated sulfo-NHS reagent. CID of the initially electrostatic complex yields the loss
of a neutralized sulfo-NHS moiety, indicating that covalent modification has occurred.?®
UVPD of the covalently modified peptide results in homolytic cleavage of the C-I bond.
This product is then isolated and upon CID, radical migration through a series of
hydrogen abstractions along the modified peptide occurs, yielding RDD fragments of the

peptide.

5.3 Results and Discussion

UVPD is a selective technique, as only chromophores that absorb at the incident
wavelength will be activated.* Thus, UVPD offers a distinct advantage over other CID
methods. The experiments described below take advantage of the selectivity of UVPD at

266 nm by incorporating C-I bonds into the reagent. C-l1 bonds selectively absorb 266 nm
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light, which results in homolytic cleavage of the bond to yield a radical species. Provided
there are no other chromophores that absorb at 266 nm (i.e. peptides and proteins),

this is the only site that will be activated.

5.3.1 RDD of an Electrostatically Bound Radical Site

The first method for producing radical peptides via ion/ion reactions coupled
with UVPD does so through an electrostatic complex between the peptide and the
reagent containing the C-I bond. Method 1 (see Figure 5.1a) is demonstrated with an
ion/ion reaction between the doubly protonated peptide, RARARAA, (IM+2H]*") and
singly deprotonated reagent, MIBS (Figure 5.2). The structure of MIBS is given in Figure
5.2e. The ion/ion reaction spectrum consists of the unreacted precursor ([M+2H]*"), a
peak corresponding to proton transfer from the peptide to MIBS ([M+H]’), and the
ion/ion reaction complex ([M+2H+MIBS]*). The desired ion/ion reaction complex was
isolated and subjected to UVPD to generate the loss of I° (Figure 5.2a). The radical site
generated through the loss of I° is given in Figure 5.2e. This product ([M+2H+MIBS-1]%)
was isolated and CID was used to induce proton transfer and/or hydrogen abstraction
from the peptide to MIBS ([M+H]"/[M]"®). The resolution of the 3D ion trap is not
sufficient to resolve the two species, which differ by only 1 m/z, nor can the species be
individually isolated and activated via CID. Therefore, the peak corresponding to both
products is isolated and upon CID, RDD fragmentation is obtained (Figure 5.2c). The
fragmentation spectrum obtained via CID of the even electron species ([M+H]") is given

in Figure 5.2d for comparison. One of the most abundant fragments obtained via RDD
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corresponds to an arginine side chain loss (-Rgg), which is not observed when the even
electron species is subjected to CID. This is a well-known fragmentation pathway that is
favored during RDD.™

It is also important to note that there is a trade-off between resolution and the
transmission efficiency of the laser beam. It is well known that the resolution of 3D ion
traps is dependent upon the size of the apertures in the endcaps. Large apertures create
imperfections in the electric field. End cap inserts with various geometries can be used
to allow for a more uniform electric field. However, these inserts also decrease the laser

and ion transmission efficiency.

5.3.2 RDD of a Covalently Bound Radical Site

Method one, described above, generates a radical site that is able to abstract a
hydrogen from the peptide through an electrostatic complex that is formed via an
ion/ion reaction. A radical site can also be formed on a reagent that is covalently
attached to a peptide via an ion/ion reaction as shown in Figure 5.1b for Method 2. The
same doubly protonated peptide, RARARAAA, is reacted with singly deprotonated IBSN,
whose structure is given in Figure 5.3e. The ion/ion reaction spectrum (Figure 5.3a)
contains three charge states of the precursor peptide (+1, +2, and +3), which are a
mixture of the precursor peptide ions and proton transfer ion/ion reaction products.
Two ion/ion reaction complexes are also observed: [M+3H+IBSN]2+ and [M+2H+IBSN]".
CID of the singly protonated complex ([M+2H+IBSN]*), without prior isolation, yields the

peptide covalently modified with iodobenzene ([M+H+IB]") as indicated by the signature
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loss of sulfo-NHS (Figure 5.3b). The covalently modified peptide was isolated and
subjected to UVPD at 266 nm (Figure 5.3c) to homolytically cleave the C-I bond, yielding
the [M+H+B]"® product. This product was then isolated and RDD was induced via CID
(Figure 5.3d). Again, one of the most prevalent fragments observed is the loss of the
arginine side chain (-Rgg). There is also a loss of the arginine side chain that contains the
benzene modification (-Rge+B). The sulfo-NHS chemistry used in this ion/ion reaction
results in covalent modification to either an unprotonated arginine side chain or the N-
terminus of the peptide. Although arginine side chains are usually unreactive in solution,
unprotonated arginine side chains have shown reactivity toward NHS esters in the gas-
phase.** Therefore, it is not surprising that a loss of the arginine side chain containing a
benzene modification would be observed. Additionally, two a-type ions are observed,
which are also common fragment types observed with RDD. Both the arginine side chain
losses and the a-type ions are not observed via CID of the even electron peptide (Figure

5.2d).

5.3.3 Comparison to Other Methods
The peptide, RARARAA, provides a good model system for indicating RDD due to
the prevalent arginine side chain loss, which is only present during RDD. However, it is
important to demonstrate the utility of ion/ion reactions coupled with UVPD to
synthesize radical peptides using a system that is well studied via other RDD methods.
Bradykinin (RPPGFSPFR) is a peptide that has been well studied by a variety of other

RDD methods. Figure 5.4 shows the RDD spectrum generated using method 1. Briefly,
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the doubly protonated peptide was reacted with MIBS to form an electrostatic complex.
The reaction complex was isolated and the C-I bond was homolytically cleaved via UVPD
at 266 nm. The UVPD product corresponding to the loss of I* was isolated and subjected
to CID to induce proton transfer and/or hydrogen abstraction from the peptide to the
MIBS reagent. The resulting bradykinin radical cation ([M+H]*/[M]**) was isolated and
subjected to another CID step to induce RDD. The RDD spectrum of bradykinin is given
in Figure 5.4a. For comparison, the CID spectrum of even electron bradykinin is given in
Figure 5.4b. The RDD specific fragments include the loss of the arginine side chain (-Rgs),
an abundant cs fragment, as well as a series of a-type ions. Similar fragmentation has

also been observed by Julian et al.***! and Laskin et al.*®

5.4 Conclusions

Two methods have been described for synthesizing radical peptide cations using
ion/ion reactions coupled with UVPD. Both methods utilize reagents containing C-I
bonds which selectively absorb 266 nm photons, resulting in homolytic cleavage of the
bond to form a radical site. The first method generates the radical on a reagent that is
electrostatically bound to the peptide via an ion/ion reaction. The second method
generates the radical on a reagent after it is covalently linked via an ion/ion reaction to
the peptide. Both synthesis methods produce radical peptides as evidenced by RDD
specific fragments including the loss of the arginine side chain as well as a-type ions. The

first method is also demonstrated on bradykinin which is a well-studied peptide via
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mass spectrometry. RDD fragmentation including the same arginine side chain loss and

a series of a-type ions was also observed for this peptide.
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Figure 5.1 Depiction of the steps for each method in which ion/ion reactions and UVPD
are combined to synthesize radical peptide ions for RDD. Method 1 consists of an
ion/ion reaction to form an electrostatic complex, in which the peptide is not modified
(a). Method 2 consists of an ion/ion reaction to form a covalently modified peptide (b).
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Figure 5.2 A stepwise demonstration of the generation of a radical peptide via UVPD of
an electrostatic complex: UVPD of the electrostatic complex between RARARAA (M) and
MIBS (a), CID of the resulting 1° loss (b), and CID of the radical peptide (c). CID of the
even-electron peptide is given for comparison (d). The purple starburst indicates the
species subjected to UVPD and the yellow lightning bolts indicate peaks subjected to CID.
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Figure 5.3 A stepwise demonstration of the generation of a radical peptide via UVPD
after covalent modification: lon/ion reaction of RARARAA (M) with IBSN (a), CID of the
reaction complex (b), isolation and UVPD of the resulting covalently modified peptide (c),
and CID of the resulting odd-electron modified peptide (d). The purple starburst
indicates the species subjected to UVPD and the lightning bolts indicate the species
subjected to CID.
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Figure 5.4 RDD of the radical cation of bradykinin (M) generated via UVPD of an
electrostatic complex (method 1) between the peptide and MIBS (a). CID of the even

electron peptide is also given for comparison (b).
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CHAPTER 6. METHOD FOR THE ANALYSIS OF ION/ION REACTION KINETICS USING
DIPOLAR DIRECT CURRENT COLLISION INDUCED DISSOCIATION (DDC-CID)

6.1 Introduction

Elucidating the primary structure of biomolecules has been a long sought-after
goal.! Primary structures of biomolecules can give insight into how biological systems
function and are regulated and thus can be useful in developing new methods for
treating diseases and other health problems.? Tandem mass spectrometry (MS)
experiments in which the parent peptide/protein ion is selected and sequentially
fragmented have been instrumental in achieving this goal by helping identify proteins,
perform de novo sequencing, and identify sites of post translational modifications
(PTMs).3 There are many fragmentation techniques that are commonly used including
collision induced dissociation (CID),* electron capture dissociation (ECD),> electron
transfer dissociation (ETD),® and infrared multiphoton dissociation (IRMPD),’ and
ultraviolet photodissociation (UVPD),8 each of which provides complementary sequence
information. The general mechanism involves the transfer of energy to the ionized
protein or peptide via collisions with a bath gas (CID), via ion/electron interactions (ECD),
ion/ion reactions in which an electron is transferred between the biomolecule and a

reagent ion (ETD), or via absorption of photons (IRMPD).? This increases the internal
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energy distribution of the ion causing it to fragment at various locations along the
backbone, within side chains of the individual amino acids, and/or at near (PTM) sites.’
These fragmentation methods provide complementary sequence information as
different fragment types are preferentially formed based on the ion type and form of
activation. For example, CID usually forms b and y ions, while ECD and ETD usually form
¢ and z ions.’ Additionally, beam type CID was shown to preferentially fragment the
glycosylation site of a glycopeptide while ETD maintained the site of glycosylation,
forming only ¢ and z fragments from the backbone of the peptide.'® Most of these gas
phase ion/ion reactions use a reagent to transfer electrons or protons to manipulate the
ion type and thus the fragments obtained from the dissociation of biomolecules.
Solution phase derivatization of biomolecules has also been widely used to
provide complementary fragmentation in biomolecules to enhance sequence and PTM
site identification.’ Recently the McLuckey group demonstrated that it is also possible to
carry out chemical derivatization in the gas phase using various chemical reagents such
as 4-formyl-1,3-benzene sulfonic acid derivatives** and N-hydroxysuccinimide ester

derivatives.'*

Based on these experiments, both of these reagents are expected to
react with the primary amines of basic amino acids including lysine (K) and arginine (R).
A typical ion/ion reaction involving covalent modification consists of a mutual
storage step, where ions of opposite polarity interact with each other, which often
results in either proton transfer or the formation of a long-lived reaction complex.** The

reaction complex is then isolated from all precursor ions and subjected to CID, to yield

two main products: proton transfer and covalent modification. The proton transfer
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product is a result of proton transfer from the positively charged analyte to the
negatively charged analyte which often results in neutralization of one of the ions such
that the complex is no longer held together via Coulombic attraction of opposite
charges. The covalent modification product is often the desired product in which the
analyte has been modified by the reagent. For the Schiff base and sulfo-NHS reactions
mentioned above, covalent modification is indicated by a signature loss of water and

1128 1t is not known whether there is enough energy associated

sulfo-NHS, respectively.
with the Coulombic attraction of ions of opposite polarity during an ion/ion reaction to
induce chemistry upon complex formation, or if the subsequent CID step provides the
additional energy necessary for the reaction to occur. For example, with reactions of
protonated peptides with sulfo-NHS reagents, it is possible that the reagent reacts with
the peptide upon complex formation, and the subsequent CID step is only responsible
for the transfer of a proton from the analyte to the reagent and subsequent disruption
of the ion/neutral interaction, which enables the loss of a neutral sulfo-NHS moiety. On
the other hand, the CID step may provide the additional energy necessary for the
reaction to occur, resulting in a loss of sulfo-NHS. This problem can be investigated by
studying the kinetics of ion/ion reactions.

It is desirable to investigate the reaction kinetics for ion/ion reactions to better
understand the reaction mechanisms, predict reaction sites in peptides and proteins,
and to understand the relative reactivity of various reagents and biomolecular

functional groups (i.e. amino acid side chains). A method for measuring peptide ion

dissociation rates has been described by Goeringer et al.”® In these studies, the rates of
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dissociation of a protonated peptide, leucine enkephalin (YGGFL), were determined
from mass spectra taken at various CID activation voltages and activation times using
pseudo-first-order reaction kinetics. The equation representing pseudo-first-order
reaction kinetics is given in equation 6.1:
[M]; = [M]pe™™ (6.1)

where [M]; is the abundance of the ion at time t and k is the depletion rate of the ion. As
Goeringer et al. have shown, [M], can be calculated by summing the abundance of the
precursor and all product ions, which normalizes the abundance of the complex to the
total ion abundance in the mass spectrum to account for fluctuations in the
electrospray.’® Rearranging Equation 6.1 gives Equation 6.2, which shows how a plot of
In([M]/[M]o) vs. activation time (t) gives a slope of -k, which is the dissociation rate of

the precursor ion.

In (%) = —kt (6.2)

These dissociation rate experiments15 were performed using resonant CID, in
which a dipolar ac waveform is applied to the ion trap that is in resonance with the
secular frequency of the desired precursor ion. Fragmentation via resonant CID is highly
dependent upon both the amplitude and the frequency of the ac waveform (i.e. how
accurately does the supplementary ac frequency overlap with the secular frequency of
the ion). It is possible to induce fragmentation of ions without exciting them at the exact
resonance frequency, provided the amplitude and bandwidth is sufficient to cause off-

resonance excitation. This aspect of resonant CID gives rise to poor reproducibility.
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Recently, dipolar DC (DDC)-CID has been described as an alternative method for

1617 DpC-CID is performed by applying

performing CID in both linear and 3D ion traps.
equal and opposite polarity DC potentials to either two rods of a rod pair in a linear ion
trap, or to the two endcap electrodes in a 3D ion tap. Unlike resonant CID, DDC-CID is a
broadband technique, which obviates the resonance condition and provides more
reproducible results. When applied to ion dissociation kinetic studies, DDC-CID results in
improved linearity due to improved reproducibility and due to the broadband nature of
the technique.

This chapter will describe a method for measuring ion/ion reaction kinetics using
a procedure similar to those previously used to measure ion dissociation kinetics. In
addition, DDC-CID will be applied as a more reproducible ion dissociation technique
when compared to resonance CID. The method will be demonstrated using an ion/ion
reaction between doubly protonated KGAGGKGAGGKL and singly deprotonated

sulfosuccinimidyl acetate (Sulfo-NHS-acetate). As this is an active area of investigation,

future prospects for this research project will also be provided.

6.2 Experimental

6.2.1 Chemicals
Sulfosuccinimidyl acetate (Sulfo-NHS-acetate, SNa) and N-
hydroxysulfosuccinimide (sulfo-NHS) were purchased from Thermo Scientific (Rockford,

IL). The peptide KGAGGKGAGGKL was custom synthesized by NeoBioLab (Cambridge,
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MA). Methanol was purchased from Macron Chemicals (part of Avantor, Center Valley,
PA). Water was purified at 15 MQ using a Barnstead nanopure infinity ultrapure water
system from Thermo Fisher Scientific (Waltham, MA). Both the peptide and sulfo-NHS
acetate used without further purification and were dissolved in water:methanol at a 1:1

ratio at a concentration of about 0.3 to 0.5 mg/mL.

6.2.2 Mass Spectrometry

All experiments were performed using a home-built, dual source 3D ion trap
mass spectrometer that has previously been described.'® The instrument was previously
modified to allow for DDC-CID. Positive and negative ions were ionized and introduced
into the 3D ion trap subsequently from separate nanoelectrospray ionization (nESI)
sources. The ions were stored in the 3D ion trap simultaneously to allow for ion/ion
reaction complex formation. The complex was then isolated from the unreacted
precursor ions and from side products (i.e. proton transfer products). DDC-CID was
performed at various DDC voltages (measured as the total voltage difference between
the two end cap electrodes) and for various times and the resulting ion abundances

were used to produce the kinetic plots as described below.

6.3 Results and Discussion

The steps of a typical ion/ion reaction including covalent modification are
described in Figure 6.1 for the reaction between the doubly protonated peptide,

KGAGGKGAGGKL ([M+2H]*) and singly deprotonated sulfo-NHS-acetate (SNa). The
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doubly charged peptide was injected into the 3D trap and isolated (Figure 6.1a). The
anions were subsequently injected into the 3D trap. Only one ion polarity can be
isolated for an ion/ion reaction using this instrument, thus all anions present in the
precursor anion spectrum (Figure 6.1b) can interact with the cations during mutual
storage in the trap. The ion/ion reaction spectrum (Figure 6.1c) shows the remaining
cation precursor, [M+2H]2+, the proton transfer product, [M+H]*, and the desired
reaction complex, [M+2H+SNa]*. The complex was then isolated and subjected to DDC-
CID at various DDC voltages and for various activation times (see below). An example
DDC-CID spectrum is given in Figure 6.1d, which was taken with a DDC voltage of 56 V
for 80 ms. The complex peak is quite broad in the spectra. This is due to dissociation of
the complex during the mass selective instability RF scan for mass analysis. The
abundances of the complex, proton transfer (H" xfer) and covalent modification (cov.
mod.) peaks were determined by summing the intensities over the m/z range
corresponding to the baseline width for each ion peak. The abundances of the complex
and both products were determined for each spectrum similar to that given in Figure
6.1d taken at different DDC voltages and with different activation times. These

abundances were used to make the kinetic plots described below.

6.3.1 Method for Measuring lon/lon Reaction Kinetics

The depletion rate of the complex is determined using a procedure similar to the

/15

unimolecular ion dissociation kinetics method described by Goeringer et al.”> Equation

6.2 is used to find the rate of complex depletion where [M]; is the abundance of the
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complex peak at time t ([complex];), [M]o is the sum of the abundances of the complex
and all product ions in the spectrum, and t is the duration of the DDC-CID activation step
for a given DDC voltage. The duration of the DDC-CID step is varied at a constant DDC
voltage. The abundances of the complex and product peaks are measured for each
spectrum at each DDC-CID time as described above. An excel macro was written to aid
in the calculation of the abundances of all peaks in the spectra, although any
programming software could be used to aid with these calculations. A plot of
In([complex]/[complex+Zproducts]) vs. t yields a linear relationship (Figure 6.2a). A linear
regression is performed to determine the slope of the line which corresponds to the
complex dissociation rate (k) at that DDC voltage. The experiment is performed at
various DDC voltages, which produces multiple dissociation lines, with different slopes
(higher DDC voltages usually correspond to larger slopes/faster rates of complex
dissociation).

Similar kinetic rate plots can be generated to determine the appearance rate of
each product. Appearance rates are calculated similar to the procedure described by
Vékey.' A reaction that results in two different products can be described according to
Equation 6.3:

AemEp (6.3)
where A and B are two different products ions (i.e. proton transfer and covalent
modification) that have appearance rates of k; and k,, respectively and M represents

the ion/ion reaction complex. The sum of the rates of appearance for all products is
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equivalent to the rate of depletion of the precursor complex. Thus, the concentration of

product A can be determined using Equation 6.4:

[4] = (ﬁ) (1— e Zkt) (6.4)

where Jk is the sum of all appearance rates, which is equal to the complex depletion
rate (k), and [A] is the normalized abundance of A present in the mass spectrum
(normalized similar to that described for the complex peak, [M],/[M],) Equation 6.4 can
be rearranged to give Equation 6.5, which shows a linear relationship between [A](Zk)
and (1-[M]). The slope of the linear relationship is equivalent to the appearance rate (k;)
for the product A:
[AlX k) = ko(1 - [M]) (6.5)

The same equation can be written for the appearance of product B, although
only the equations for A are given here for simplicity. The appearance rate plots for the
proton transfer and covalent modification products are given in Figure 6.2b and c,

respectively.

6.3.2 Analysis of k vs. DDC Voltage Curves
The rates of complex depletion and product appearance can then be plotted vs.
the corresponding DDC voltage to generate a “k vs. E” curve (Figure 6.3). It is important
to note that the DDC voltage does not scale linearly with the ion internal energy (E),
therefore this will be referred to as a k vs. DDC Voltage curve. This plot is very similar to

20,21

those generated for unimolecular dissociation kinetics using RRKM theory. There are
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many molecules that have been studied via RRKM theory that show a competition
between direct cleavages and cleavages that result in a rearrangement.”? In many of
these cases, it is possible to vary the dissociation energy and activation time such that
different fragmentation products are favored. For example, direct cleavages tend to
occur faster, but at higher energies than rearrangements. Thus rearrangement products
can be favored at lower energies and longer activation times. Similarly, generating k vs.
DDC Voltage plots from kinetic studies of ion/ion reaction complexes can provide
insights into possible methods for varying the relative amount of proton transfer and
covalent modification products.

A k vs. DDC Voltage curve for the reaction between KGAGGKGAGGKL and sulfo-
NHS-acetate is given in Figure 6.3. As expected, the sum of the rates of appearance of
proton transfer and covalent modification (green triangles) is roughly equivalent to the
rate of complex depletion (purple x’s) for all DDC voltages used. The rates of appearance
for the proton transfer and covalent modification products are relatively similar at low
DDC voltages. However, the rate of appearance of the proton transfer product increases
more rapidly compared to the rate of appearance of the covalent modification product
as the DDC voltage increases. The k vs. DDC Voltage curves for the appearance of proton
transfer and covalent modification products suggest that performing DDC-CID at lower
voltages (i.e. lower energy) for longer times is the optimal condition to favor the
covalent modification product. It is not surprising that a covalent modification reaction

would be slower than proton transfer reactions, as is indicated by these results.
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Additionally, complex dissociation rates from different complexes (i.e. different
ion/ion reactions) can be compared, provided the kinetic data was collected under the
same conditions (i.e. same pressure). For example, an ion/ion reaction between the
doubly protonated peptide KGAGGKGAGGKL and singly deprotonated sulfo-NHS was
performed on the same day as the data given above (to ensure the same experimental
conditions) and complex depletion rates were determined following the same
procedure described for the reaction with sulfo-NHS-acetate. Figure 6.4 provides a
comparison of the k vs. DDC Voltage curves for the dissociation of the peptide-sulfo-NHS
complex (blue diamonds) and for the peptide-sulfo-NHS-acetate complex (red squares).
The complex depletion rate for the reaction of the peptide with sulfo-NHS-acetate is a
convolution of the rates associated with the chemical reaction and with proton transfer
from the peptide to the reagent to neutralize the sulfo-NHS group. Therefore, it is not
known which step may be rate limiting. Thus, the comparison between complex
depletion rates with sulfo-NHS-acetate and sulfo-NHS is interesting because the reaction
of sulfo-NHS with the peptide enables the measurement of the kinetics for dissociation
of the electrostatic complex via proton transfer to the sulfo-NHS moiety in the absence
of rates associated with covalent modification. As shown in Figure 6.4, the rates of
depletion for both reactions are similar. Assuming the sulfo-NHS and sulfo-NHS-acetate
are similarly “sticky,” this indicates that the proton transfer step may be the rate limiting
step and it is possible that the covalent modification reaction occurs during the ion/ion
reaction, prior to applying additional heating via CID. If the covalent modification

required additional energy (via CID) to occur, and/or was the rate limiting step, then the
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rate of complex depletion for sulfo-NHS-acetate would be expected to be slower than
that for the complex with sulfo-NHS. There may be some indication of this at the highest
DDC voltage used in this data set (i.e. 62 V). Additional work on other systems is

currently underway to more definitively answer this question.

6.4 Conclusions

The methods described here can be used to generate k vs. E curves for various
ion/ion reactions. These curves can be plotted for the appearance rates of two different
products, which provides information regarding the competition of the two reactions
and may indicate the ideal activation conditions to favor the desired product.
Additionally, the comparison of complex depletion rates between different ion/ion
reactions can be used to isolate the kinetic rates correspond to certain steps of a multi-
step process.

This is an active research project in the MclLuckey group. Several systems
(different peptides and sulfo-NHS reagents) have been investigated and in many cases
have resulted in ambiguous results. However, we have recently investigated the ion/ion
reaction between doubly protonated KGAGGKGAGGKL and the singly deprotonated
reagets, benzoate-sulfo-NHS (BSN) and sulfo-benzoate-NHS (SBN). The two reagents
differ in the location of the sulfonate “sticky” group. For BSN, the sulfonate group is
attached to the NHS moiety such that the leaving group will remain electrostatically
bound after the reaction occurs. On the other hand, in SBN, the sulfonate group is

attached to the benzene group such that the NHS leaving group will not be
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electrostatically bound after reaction. This is another method to distinguish the rates
associated with covalent modification and proton transfer. Additionally, BSN can be
reacted with the peptide in solution to generate the benzene modified peptide. An
ion/ion reaction between the modified peptide and sulfo-NHS provides an
electrostatically bound complex that should be structurally similar to that generated
during the ion/ion reaction between the peptide and BSN after the reaction has
occurred. Thus, these reaction rates can be compared to determine if the reaction has
occurred prior to the CID step or if the CID step is necessary to provide sufficient energy
for the reaction to occur.

The method for measuring ion/ion reaction kinetics described here can be
applied to the other ion/ion reaction chemistries that are currently being investigated in
the McLuckey group to provide insights for improving reaction efficiencies. The
information obtained in these kinetic studies can be combined with density functional

theory calculations to determine the energy surface of ion/ion reactions.
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Figure 6.1 Mass spectra depicting the process for generating a covalently modified
peptide via an ion/ion reaction. The doubly protonated peptide KGAGGKGAGGKL (M) is
isolated (a) and anions produced by —nESI of sulfo-NHS-acetate (SNa’) are introduced
into the trap (b) where they react with the cations (c). The reaction complex (Complex,
[M+2H+SNal*, blue) is then isolated and subjected to DDC-CID to produce a proton
transfer (H" xfer, [M+H], red) and a covalently modified peak (Cov. Mod., [Ma+H]",
green) (d). SN indicates sulfo-NHS.
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Figure 6.2 Kinetic plots for the depletion of the ion/ion reaction complex ([M+2H+SNal")
(a) and the appearance of the proton transfer product (H* xfer, [M+H]") (b) and covalent
modification product (Cov. Mod., [Ma+H]") (c) upon DDC-CID at the specified voltage
and time.
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Figure 6.3 Plot of the rates of appearance of the proton transfer (blue diamonds) and
covalent modification products (red squares) and rate of depletion of the complex
(purple x’s) vs. DDC voltage. Rates were determined from the slopes of the linear fits in
Figure 6.2. The sum of the rates of appearance for the products (green triangles) is also
given for comparison to the rate of depletion.
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APPENDIX

VAPOR TREATMENT OF NANO-ELECTROSPRAY DROPLETS: DETERMINATION OF
DROPLET PH

Background: A leak-in system was previously developed by Kharlamova et al. to
introduce chemical vapors to the interface of a PE/Sciex API QSTAR Pulsar i QqTOF mass
spectrometer between the curtain plate and the orifice.! Briefly, the leak-in set-up
consists of a Nitrogen gas flow over a test tube containing a solution of the chemical to
be vaporized. As the nitrogen flows over the chemical, it entrains the vapors which are
then carried toward the interface where they are further diluted by the curtain gas, a
secondary flow of nitrogen just prior to entering the interface.

Initially acidic vapors were used introduced to decrease the amount of metal
counter-ions present in spectra for DNA, siRNA, and LNA. More recently, Kharlomova et
al. have demonstrated that it is possible to alter charge state distributions (CSD) of
proteins through the interaction of acidic and basic leak-in vapors with nano-
electrospray droplets.>** This work has demonstrated that in positive mode the CSD can
be shifted to higher charge states upon the leak-in of acids while the leak-in of bases
results in lower CSDs.>* Similarly, in negative mode the leak-in of bases results in a shift
to a higher CSD* and the leak-in of acids leads to a shift to lower charge states.* The

changes in CSD for various proteins have implied the folding and unfolding of proteins in



184

which more unfolded proteins can carry more charge resulting in a higher CSD, while
more folded proteins carry fewer charges due to Coulombic repulsion resulting in lower
CSD’s. Similar experiments were performed using nano electrospray ionization (nESI) to
generate protein ions from a buffered solution, in which no change in CSD was observed.
This supports the authors’ hypothesis that the change in CSD is attributed to a pH effect.

It is important to understand the mechanisms of the leaked-in vapor interaction
with ions as they are being formed in the interface for reproducibility and to explain the
observed phenomenon. Previous studies lead to the conclusion that the observed shifts
in CSD are due to a droplet/vapor interaction as opposed to an ion/molecule interaction.
Ultimately it is important to develop a mathematical model to describe the effect of the
leak-in on the electrospray droplets. Having attributed the effect of the leaked-in
acidic/basic vapors to a pH effect, it is important to determine and predict the effective
pH of the electrospray droplets with various leak-in reagents. A mathematical model
was developed by Prentice et al. to calculate the pH of electrospray droplets during the
leak-in experiments. The titration experiments described below were used to
experimentally test the concentration of acidic vapors in the interface for use with the

mathematical model.

Experimental:
Materials: Hydrochloric acid (HCl) was purchased from J.T. Baker (36.5-38.0%,
Phillipsburg, NJ). Acetic acid was purchased from (Mallinckrodt Chemicals, Phillipsburg,

NJ). Trifluoroacetic acid (TFA) was purchased from Pierce Chemicals (Rockford, IL).
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Formic acid was purchased from EM Science (Darmstadt, Germany). Sodium hydroxide
(NaOH) was purchased from Mallinckrodt Chemicals (Phillipsburg, NJ). A ~10M NaOH
solution was diluted with nano-pure water (obtained from a nano-pure infinity water
purifier purchased from Barnstead/Thermo Scientific; Rockford, IL) to the desired
concentration using a volumetric flask. The pH 4, 7, and 10 standard solutions were
purchased from Aldrich Chemical Company Inc. (St. Louis, MO). The leaked-in acids were
not diluted prior to being placed in the leak-in test tube/flask.

Instrumentation: Nitrogen gas was used to entrain headspace vapors of HCI, TFA,
or formic acid contained in a test-tube or flask. A flowmeter purchased from OMEGA
Engineering Inc. (Stamford, CT) was used to monitor the total flow rate of leaked-in HClI,
TFA, or FA vapors and nitrogen gas. The flow was adjusted to a flow rate of about 1.0-
1.5 L/min by varying the nitrogen tank regulator and two Swagelok leak valves. An
ORION PerpHecT Log R Meter Model 320 pH meter (OMEGA Engineering Inc., Stamford,
CT) and glass electrode were used for titrations and the pH was monitored and recorded

manually.

Results: A titration method was developed and used to determine the number
densities of the acid molecules that are being leaked into the interface of the QSTAR
mass spectrometer during leak-in experiments. The leak-in system was removed from
the interface of the QSTAR and the end of the leak-in tubing was submerged in a jar of
nano-pure water as shown in Figure A.1. The nitrogen gas was turned on and the flow

both before and after the leak-in test tube was controlled via two Swagelok leak valves.
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A flow meter was placed just before the end of the leak-in tubing to maintain a flow rate
of about 0.499-1.5 L/min. The leak-in was bubbled into a jar of nano-pure water for a
designated time (usually about 1hr), then titrated to determine the concentration of the
leaked-in acid. Both HCl and acetic acid were used for the leaked-in/bubbled titrations.
The acidic samples were titrated with varying concentrations of NaOH.

The mole fraction of acid molecules was calculated using Henry’s Law and
Dalton’s Law given below in equations A.1 and A.2, respectively, where P, is the partial
pressure of acid A (where acid A is either HCI or acetic acid) in the headspace above a
solution of concentration C4, Ky is Henry’s Law constant for acid A, X, is the mole
fraction of acid A in solution, and Py is the total pressure of the system. A range of Ky
values for each acid were obtained from those reported on the NIST chemistry web
book.’ The total pressure, P Was assumed to be 1 atmosphere. The acids in the test
tube were not diluted and the solution concentration was obtained from the stock
bottle. The mole fraction of the acid was calculated using the aforementioned values
and Henry’s and Dalton’s Laws.

Pa=Ky * Ca (A.1)

Pa=Xa * Piotal (A.Z)

The total moles in the mole fraction was assumed to be ~100% N, as the moles
of acidic vapors would be relatively low compared to the moles of nitrogen flowing
through the leak-in set-up. With this assumption, the molecular weight and density of
nitrogen were used to determine the moles of acid A per liter of gas in the leak-in

system. The flow rate was then used to determine the number of moles of acid A
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flowing through the tubing per minute. Given a monitored time of bubbling the leaked-
in vapors into a given volume of water in a jar (usually 20 mL), the expected
concentration of acid molecules in the water was determined.

The bubbled leak-in experiments were typically run for about 1 hour of bubble
time into 20 mL of water. The sample was then titrated with NaOH and the
concentration was calculated from the concentration and volume of base added at the
equivalence point. The equivalence point was determined from the maximum of the
first derivative of the titration curve which is given in the plot with the corresponding
titration curve in Figure A.2. Figure A.2a and d show the titration curves obtained for HCI
and acetic acid leak-ins using the test tube set-up depicted in Figure A.1, respectively.
Table A.1 compares the acid concentrations determined from the titration curves to the
expected concentration based on the Henry’s Law calculation described above with the
corresponding conditions.

As can be seen in Table A.1, the concentrations calculated from the titrations in
Figure A.2a and d are much lower than the predicted range using Henry’s and Dalton’s
Laws. In addition, the titration curves depicted in Figure A.2a and d have very shallow
equivalence points, indicative of very low concentrations. Under these conditions, the
titrations are being operated near the limit of detection for a titration. For example, the
titrations with HCl often showed two faint equivalence points as can be seen in Figure
A.2a. The second equivalence point likely corresponds to the equivalence point for
carbonic acid present in the water due to the partitioning of carbon dioxide from the air

to the solution. It was hypothesized that the small surface area of the acid solution in
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the test tube could explain the discrepancy between calculated and experimental
concentrations and the low concentrations obtained with the titrations. To test this
hypothesis, a stoppered Erlenmeyer flask was used in place of the test tube, as depicted
in Figure A.3, which provides a much larger surface area for the acid molecules to
partition between the solution phase and the vapor phase in the headspace. As
hypothesized, the larger surface area of the flask resulted in a more concentrated
bubbled solution, with a more distinct equivalence point as was observed in Figure A.2b
and e. Switching the leaked-in acid vessel also gave titration concentrations within the
range of predicted values using Henry’s Law. Note, the upper bound concentration
predicted from Henry’s Law for HCl is not realistic. There is a wide range of reported
values for Henry’s Law constants for HCI, as can be seen in the NIST Chemistry webBook,
and it has been reported that some values used to determine Henry’s Law constants are
difficult to measure for strong electrolytes such as HCI.

In an effort to determine the maximum concentration that could be obtained,
the leak-in set-up with the flask was also used to purge the acidic solution in the flask.
This was done by extending the inlet tubing into the flask until the end was submerged
in the acidic solution and began bubbling, as indicated by the dotted lines and bubbles
in Figure A.3. The titration curves resulting from this leak-in experiment are given in
Figure A.2c and f for HCl and acetic acid leak-ins, respectively. The concentration
obtained from these titration curves are also given in Table A.1 with the expected
concentration range calculated using Henry’s Law. As indicated in Table A.1 for acetic

acid, the concentration obtained from the titration curve was higher (1.379M) than the
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upper-bound of the expected concentration range (1.305M). This is to be expected
considering that purging the leaked-in acid solution with a flow of nitrogen brings the
experiment outside the range of Henry’s Law; which is applicable for determining the
headspace concentration of static solutions. However, these findings suggest that using
the purging flask set-up could enable the use of chemical vapors in the leak-in that have
lower vapor pressures.

The ultimate goal of determining these concentrations is to convert them into
number density in the interface of the QSTAR mass spectrometer. The number density is
calculated via dimensional analysis using the flow rate, bubble time, volume of water
bubbled into, and concentration from the titration curve to obtain the number of
molecules per cm?. The number density is then converted to a partial pressure using the
conversion factor: 1molecule/cm® = 3 x 10" torr. The calculated partial pressure has
been incorporated into a leak-in model that was developed by a fellow lab member
using an iterative program in MathCAD. The model is based off of a model previously
developed by Schwell et al., in which the concentration of HCI dissolved in a levitated
droplet in a 3D trap was determined as HCl vapors were leaked into the trap.® The
model Schwell et al. developed is given in equation A.3 below, where dn",e/t is the
growth rate of the droplet due to increased HCl molecule number density inside the
droplet with time, rp is the initial droplet radius, D*Hc/ is the “effective diffusion constant”
of HCl in the gas-phase and in passage to the solution phase, D¢ is the diffusion
coefficient of HCl in the gas phase, p~ ¢ is the partial pressure of HCl at an infinite

distance from the droplet (the calculated partial pressure of HCl in the interface from
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the titration data was used for this value), p"”4q is the vapor pressure of HCl in the
droplet, k is the Boltzmann constant, T is the temperature in Kelvin, vyg is the mean
thermal velocity of HCl in the gas phase, and a is an accommodation coefficient (given

as 102 by Schwell et al.).®

liq

dn 3Dy,
Mucr _ 3PHCL (o0 vap A
at KTre (Prct = Puct) (A.3)
gas
Dy = ——72id (A.4)
HCl = — ;985 -
14 HCl/_
adyciro
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Table A.1. Summary of leak-in titration data including conditions for each leak-in, titrated
concentration, and predicted range of concentrations using Henry’s Law?'.

Titration Curve | Composition Flow Rate Time ~Conc. from Expected Conc. Range
as labeled in of Leak-In (converted Bubbled | Titration (M) | from Henry’s Law (M)
Figure # from flow (min)

meter L/min)

| |
60.040 0.309
| |

N,/acetic acid 0.499 60.000 1.379 0.108 1.305

-|0D Q|0 |T|Y
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Figure A.3. Leak-in set-up with the flask. The dotted lines show the purged flask set-up
in which the inlet tube to the flask is placed below the surface of the acid solution in the
flask, and the flow of nitrogen is bubbled into the flask.
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ABSTRACT: Borosilicate theta glass capillaries pulled to serve as nano-
electrospray ionization emitters are used for short time-scale mixing of
protein and acid solutions during the electrospray process to alter protein
charge state distributions (CSDs) without modifying the sample solution.
The extent of protein CSD shifting/denaturing can be tailored by acid
identity and concentration. The observed CSD(s) are protein dependent, and
the short mixing time-scale enables the study of short-lived unfolding
intermediates and higher charge states of noncovalent protein complexes,
including those of holomyoglobin. Additionally, the theta tips provide a
simple and inexpensive method for mixing nonvolatile reagents such as
supercharging agents, which cannot be used with previously developed vapor

Intensity (Arb. Unit)

leak-in techniques, with protein solutions during the electrospray process.

lectrospray ionization (ESI)' has been instrumental in

enabling the mass spectrometry of proteins due, in part, to
the multiple charging of the analyte molecules, which brings the
high mass molecule-ions into the operational mass-to-charge
range of most mass spectrometers. The conformation of the
protein in solution plays a role in determining the charge state
distribution (CSD) observed in the mass spectrum. CSDs
weighted to high relative charge states correlate with
denatured/unfolded forms of a protein, while CSDs weighted
to relatively low charge states tend to reflect more native/
folded protein conformations.” * The range and magnitudes of
charge states can have important implications for mass
spectrometry and tandem mass spectrometry experiments.
For example, higher charge states are often preferred for
protein sequencing studies, as dissociation thresholds tend to
decrease with increasing protein charge.”® Dissociation
efficiencies, in particular, increase with charge for electron
transfer dissociation (ETD)” and electron capture dissociation
(ECD).5 10 Many solution additives have been shown to affect
protein charge states including acids/bases or various
solvents,'' ™" denaturing agents (e.g, urea, guanidine hydro-
chloride), “supercharging” agents (e.g, tetramethylene sulfone
(sulfolane) and m-nitrobenzyl alchohol (m-NBA)),'*'* or
derivatizing agents.'® All of these methods require the addition
of various agents to the bulk solution which can waste sample,
cause deleterious effects on the ESI response, and/or prevent
the observation of short-lived intermediates or noncovalent
complexes.

To avoid manipulation of the bulk solution, various methods
have been developed to alter protein charge states either in the
gas phase after the fully desolvated ions are formed or in the
solution/droplet phases between the ESI tip and the orifice of
the mass spectrometer. Manipulation of protein charge states
has been demonstrated in the gas phase via ion/molecule’”'®

v ACS Publications © 2014 American Chemical Society
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and ion/ion'*"*? reactions. Methods of mixing analyte

solutions with reagents during ESI include leaking in gaseous
reagent vapors into the interface of the mass spectrometer via
the counter-current curtain gas,> > placing a plate or a vial of
the reagent below the spray region of the interface,”® and
mixing vapors with the nebulizing gas.”” These methods have
been used to manipulate protein charge states,”> > decrease
salt adducts on biomolecules,®® and perform on-the-fly
hydrogen—deuterium exchange (HDX) studies.*** However,
these techniques are limited to the use of volatile reagents and
may require instrument modifications for implementation.
Several other techniques have been developed to effect
analyte and reagent mixing in the solution/droplet phase
between the ESI tip and the orifice of the mass spectrometer,
including extractive electrospray ionization (EESI),***' fused
droplet-electrospray ionization (FD-ESI),**** and liquid
sampling desorption electrospray ionization (DESI).** These
techniques enable the mixing of nonvolatile reagents with
analyte solutions without addition to the bulk solution. One
common class of nonvolatile reagents used to manipulate
protein charge states is supercharging agents. While the
mechanism associated with supercharging remains under
study, it has been proposed that the nonvolatile reagent
becomes concentrated in the ESI droplet during the
evaporation process, thus increasing the surface tension of
the droplets.”® The increased surface tension of the droplet
results in an increase in the droplets ability to accommodate
charges according to the Rayleigh charge limit theory.>® The
role of protein conformation in solution is also debated
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regarding the supercharging mechanism.”” Recently, Miladi-
novic et al. employed a dual-spraying microchip which contains
two microchannels that cross on-top of each other at the tip of
the chip without connecting. Protein and supercharging agent
solutions were pumped separately through the two channels,
and ionization was affected by applying a voltage to an
electrode in contact with the protein solution. Mixing of the
protein and supercharging agent solutions occurred at the tip of
the microchip and in the spray plume. The authors reported the
observation of slightly higher charge states as compared to
mixing the analyte solution with additional solvent in the
device.®® Additionally, Konermann et al. have developed a
technique to perform time-resolved ESI to monitor the folding
and unfolding kinetics of proteins such as myoglobin and
cytochrome ¢.* This technique combines solution flows from
two syringes into a single capillary. Sampling the solution
mixture at different lengths of the capillary has been correlated
with mixing time, and the observation of short-lived protein
intermediates has been reported.** These solution/droplet
phase mixing techniques enable the use of nonvolatile reagents
without adding the reagent to the bulk solution; however, they
often require instrument modifications or additional equip-
ment.

Nano-ESI (nESI) is often performed using a borosilicate
capillary that has been heated and pulled to a tip. The sample is
loaded into the capillary and is sprayed and ionized by applying
a voltage to a conductive material that is in contact with the
solution. Recently, Mark et al. used theta-shaped borosilicate
glass capillaries, which are round capillaries containing a glass
septum through the center of the capillary that effectively
divides the capillary into two separate channels, for nESIL
Electrical contact with the solution was made by hand painting
or sputter coating the tips with titanium and/or gold. The
authors demonstrated solution mixing via complexation of
vancomycin and diacetyl-L-lysyl-p-alanyl-p-alanine when spray-
ing the analytes from opposite sides of a theta tip. The authors
also demonstrated HDX between a solution of vancomycin and
deuterated vancomycin when sprayed from opposite channels
of the tip. The authors believe the solution interactions occur in
the Taylor cone of the spray, thus limiting the available mixing
time of the solutions.*'

All of these techniques enable the interaction of the analyte
and reagent in the electrospray tip, in the Taylor cone, and/or
in the droplets as they evaporate and travel through the
interface of the mass spectrometer. Thus, these techniques are
well suited for observing short time-scale interactions. Short-
lived and/or intermediately unfolded protein conformations
can be observed under these conditions. This is particularly
advantageous when analyzing noncovalent protein complexes.
For example, myoglobin contains a noncovalently attached
heme group which is readily lost upon denaturation/unfolding
of the protein in solution.*” However, the limited mixing time
involved in most of these techniques makes it possible to
observe higher charge states of myoglobin without the loss of
the heme group.

Herein, the use of borosilicate theta capillaries, similar to
those implemented by Mark et al,*' for protein charge state
manipulation is reported. The capillaries are heated and pulled
to a tip, much like conventional, single barreled nESI capillaries.
Rather than painting or sputter coating the tip with a
conductive material to effect ionization as described pre-
viously,*' a platinum wire electrode is inserted into one channel
of the theta tip to form an electrical contact with the analyte
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solution. With this configuration, a single wire electrode can be
placed in either side of the theta tip, or a dual emitter can be
used in which electrodes held at the same potential are placed
into both sides of the tip simultaneously. Regardless of
electrode placement (each side individually or both sides
simultaneously), the generated signal contains characteristics of
both solutions loaded into the theta tip. Because the glass
septum separates the solutions while they are in the capillary,
the majority of solution mixing occurs in the Taylor cone and
during droplet evolution and evaporation processes as the
droplets travel through the interface of the mass spectrometer.
Thus, the resulting spectrum includes species that exist on this
short time scale (<1 ms).** The relatively short time scale is an
interesting platform for studying protein denaturation as the
extent of protein unfolding is dependent upon the kinetics of
the conformational change, which is protein dependent. The
denaturation and/or increased charging of several proteins
(including myoglobin, cytochrome ¢, and carbonic anhydrase)
on this time scale are reported herein.

B EXPERIMENTAL SECTION

Materials. All samples were prepared in water purified by a
Barnstead nanopure infinity ultrapure water system (Thermo
Fisher Scientific, Waltham, MA). Cytochrome ¢ from bovine
heart, myoglobin from equine skeletal muscle, carbonic
anhydrase II from bovine erythrocytes, oxalic acid, tetra-
methylene sulfone (sulfolane), and 3-nitrobenzyl alcohol (m-
NBA) were purchased from Sigma-Aldrich (St. Louis, MO).
Protein solutions were used without further purification by
diluting aqueous stock solutions to a final concentration of 5—
20 uM in water. Sulfolane and m-NBA solutions were diluted to
final concentrations of 1% and 0.5%, respectively, by volume in
water. Acetic acid and formic acid were purchased from
Mallinckrodt Chemicals (Phillipsburg, NJ) and were diluted to
final concentrations of 0.1% to 10% acid by volume in water or
were used without further dilution (100% acid). Hydrochloric
acid was purchased from J. T. Baker (Avantor, Center Valley,
PA) and was diluted to a final concentration of 0.175 M in
water.

Apparatus and Procedures. All experiments were
performed using a prototype version of a QqTOF tandem
mass spectrometer (Q-Star Pulsar XL, AB Sciex, Toronto, ON)
modified to allow for ion trap CID and ion/ion reactions.**
These features, however, were not employed in this work.
Single-barreled borosilicate capillaries and borosilicate theta
glass capillaries were purchased from Sutter Instrument Co.
(Novato, CA). The single barreled borosilicate capillaries have
an internal diameter of 0.86 mm. The theta glass capillaries
have an internal diameter of ~1.17 mm and contain a 0.165
mm thick glass septum that runs the length of the capillary,
dividing the capillary into two parallel channels. Both the
single-barreled and theta glass capillaries were pulled to a ~10
um tip on a Flaming/Brown micropipet puller (Sutter
Instrument Co., Novato, CA). Each channel of the theta tip
was loaded individually with separate solutions. A platinum wire
electrode (~200 pm diameter) was inserted into one side of the
theta tip at a time to effect ionization, or a dual wire electrode
was fashioned to apply equal potentials to solutions in both
sides of the theta tip simultaneously. The tip of the emitter was
placed about 1—2 mm from the orifice, just inside a curtain
plate, used to improve the protein signal. The potential applied
to the electrode(s) ranged between 1.0 and 1.5 kV. All pH
measurements of protein/acid solution mixtures were made
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Figure 1. Myoglobin sprayed opposite (a) 1%, (c) 10%, and (e) 100% acetic acid in the theta tips. For comparison, myoglobin was mixed with equi-
volume amounts of (b) 1%, (d) 10%, and (f) 100% acetic acid to yield final concentrations of 0.5% (pH 2.9), 5% (pH 2.2), and 50% (pH 0.8) acetic
acid, respectively, and sprayed from a regular tip. Purple dots (@) indicate holomyoglobin charge states, green open circles (O) indicate
apomyoglobin charge states, and orange squares (M) indicate heme. Lightning bolts indicate emitter location.

with an Orion perpHecT LogR meter, model 320 (Thermo
Fisher Scientific; Waltham, MA).

B RESULTS AND DISCUSSION

Protein solutions were loaded into one side of the theta tip,
while reagent solutions were added to the opposite side. Similar
results can be obtained by placing the electrode in either side
individually or in both sides of the theta tip simultaneously.
Additionally, the signal intensities obtained from a theta tip are
similar to the signal intensities obtained from a regular tip. An
example is illustrated in Figure S-1, Supporting Information,
which summarizes a series of experiments with myoglobin and
acetic acid. Control spectra in which equi-volume aliquots of
the protein and reagent were mixed together in solution and
sprayed from a regular tip are provided for comparison. The
intensity-weighted average charge state (q,,) of the protein
charge state distributions (CSDs) in this study are also included
in the figure insets. The insets of myoglobin spectra include the
average charge state of apo- (q ap(,) and holomyoglobin
(Gay holo) Species as well as the % of apomyoglobin signal (%
apo) in the spectrum. The intensity-weighted average charge
state was calculated according to eq 1 in which N is the number
of observed i charge states, g; is the net charge of the ith charge
state, and W, is the signal intensity of the ith charge state."*

. = >V aw
YooYW )

In rare instances, the relative contribution of higher and
lower CSDs to the overall spectrum would evolve over time
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before reaching a steady state spectrum (e.g., several seconds to
a minute). The first few spectra would favor a high CSD while
over time the more native species at a lower CSD would
become more prominent. This observation was most dramatic
when using 100% acetic acid on one side of the theta tip with
the protein in 100% water on the opposite side. Presumably,
this effect is due to diffusion at the solution contact point at the
end of the theta tip prior to nESIL All spectra presented here
were taken under conditions in which the relative signals in the
spectra were not changing over time.

Shifting Protein CSD with Acid Solutions in Theta
Tips. Holomyoglobin (pI = 6.8—7.2) is a 17.6 kDa protein that
contains a noncovalently bound heme group.* The non-
covalent complex can be observed under native electrospray
conditions.*~*” However, myoglobin rapidly denatures upon
exposure to acidic environments via a short-lived intermediate
of unfolded holomyoglobin prior to the loss of the heme group
yielding apomyoglobin.** Holomyoglobin is observed when
spraying myoglobin from water without added acid while the
addition of 0.5% acetic acid results in denaturation of the
protein such that only apo-myoglobin peaks are observed (see
Figure S-1b, Supporting Information, and Figure 1b,
respectively). An unfolded holomyoglobin intermediate has
been observable under conditions in which the time-scale for
mixing of myoglobin with acid is limited (<1 ms).”*** Theta
tips isolate the solutions in each side until the tip of the
capillary where the Taylor cone forms. Presumably, most of the
solution mixing occurs in the Taylor cone and in the progeny
droplets as they travel toward the orifice of the mass
spectrometer, resulting in a short mixing time-scale (<1 ms).
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Figure 2. Cytochrome c¢ sprayed opposite (a) 1%, (c) 5%, and (e) 100% acetic acid from a theta tip. Cytochrome ¢ was mixed in solution with (b)
0.5%, pH 2.9; (d) 2.5%, pH 2.4; and (f) 50%, pH 0.8 acetic acid and sprayed from a regular tip for comparison.
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Figure 3. Carbonic anhydrase was sprayed opposite (a) 1%, (c) 10%, and (e) 100% acetic acid from a theta tip. For comparison, carbonic anhydrase
was mixed in solution with (b) 0.5%, pH 2.9; (d) $%, pH 2.2; and (f) 50%, pH 0.8 acetic acid and sprayed from a regular tip.
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Figure 4. Cytochrome ¢ sprayed opposite (a) 0.175 M formic acid, (c) 4.4 mM oxalic acid, and (e) 0.175 M HCl in the theta tips. Cytochrome ¢ was
also mixed in solution with (b) 0.0875 M formic acid, pH 2.3; (d) 2.2 mM oxalic acid, pH 2.6; and (f) 0.0875 M HC], pH 1.0 and sprayed from a

regular tip. The () indicates cytochrome ¢ dimer charge states.

The theta tip spectra support this conclusion as minor
contributions from both apomyoglobin and denatured/
unfolded holomyoglobin appear in Figure la,ce, where
myoglobin is mixed with acetic acid by spraying from a theta
tip. The average charge state of holomyoglobin sprayed from
water in a regular tip is about +8.3 (Figure S-1b, Supporting
Information) compared to +10.6 when mixed with 1% acetic
acid in the theta tips (Figure la). The acid-induced
denaturation of myoglobin in the theta tips is evidenced by
the shift of the holomyoglobin CSD to a higher average charge
state and by the presence of apomyoglobin peaks. Mixing via
the theta tips enables observation of the short-lived unfolded
myoglobin without the loss of heme.

The extent of protein CSD shift can be controlled by varying
the concentration of the acid. Figure 1a,c,e shows the effect of
spraying 1%, 10%, and 100% acetic acid solutions, respectively,
opposite myoglobin in a theta tip. The average CSD of apo-
and holomyoglobin increases with acetic acid concentration. As
shown in Figure 1b, the addition of as little as 0.5% acetic acid
to bulk myoglobin solution results in 100% apomyoglobin
signal.

Similar experiments were performed using cytochrome ¢ (pI
= 10—10.5) and carbonic anhydrase (pI = S.9) as shown in
Figures 2 and 3, respectively. Bovine cytochrome c is a 12.2 kDa
protein containing 104 amino acids and a sin};le heme that is
covalently attached via two thioether linkages.*® The unfolding
intermediates and resulting charge state distributions of
cytochrome ¢ are well-known, including the transition from a
more folded, lower CSD (centered around the +8/+9 charge
state) to a more unfolded/denatured, higher CSD (centered
around the +17 to +19 charge state) upon decreasing the pH
below 2—3.*7%% The observed CSD of cytochrome ¢ when
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sprayed out of water without added acid is +5 to +11 (q,, =
+7.6, Figure S-2a, Supporting Information). When cytochrome
¢ is mixed with acetic acid upon spraying from a theta tip, the
higher CSD (centered around the +15 charge state) becomes
observable and increases in abundance as the acetic acid
concentration is increased from 1% (Figure 2a) to 100%
(Figure 2e).

Bovine carbonic anhydrase was also sprayed opposite various
concentrations of acetic acid in the theta tips (Figure 3).
Carbonic anhydrase (pl = 5.9) is a 29 kDa protein that contains
a divalent zinc ion coordinated to 3 histidine residues and a
water molecule within the central cavity making up the active
site of the enzyme.>**" It is well-known that carbonic anhydrase
undergoes two transitions in which a partially expanded/
loosened intermediate is observable upon acid denaturation
occurring within the pH ranges of 4.8—4.0 (transition I) and
3.4-2.5 (transition I1).°**” The carbonic anhydrase CSD
obtained from spraying the protein out of water without added
acid from a regular tip (Figure S-2b, Supporting Information)
ranged from +9 to +17 (g, = +12.5). Mixing carbonic
anhydrase with acetic acid via the theta tips results in an
increase in the average charge state. The two lower
concentrations of acetic acid resulted in a bimodal distribution
centered around the +15/+16 and the +13 charge states, likely
indicating the presence of two distinct conformations of the
protein. With 100% acetic acid in the theta tip, the CSD shifted
to much higher charge states, centered around the +26 charge
state, suggesting an extended conformation. In comparison to
the control spectra, in which the protein was mixed in solution
with acetic acid and sprayed from a regular tip, only the higher
CSD was observed with slight variations in the most abundant
and average charge states.
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Figure S. Myoglobin sprayed opposite (a) 1% sulfolane and (c) 0.5% m-NBA in a theta tip. Solution mixtures of myoglobin with (b) 0.5% sulfolane
and (d) 0.25% m-NBA were sprayed from regular tips for comparison.

The short time scale and effective pH/acid concentration
play a role in determining the species that will be observed in
the mass spectrum. As the acid concentration increases, the
protein denaturation rate is expected to increase, which is
consistent with the observation of the more denatured protein
species (higher charge states and apomyoglobin) when mixed
with higher concentrations of acid. The extent of the observed
shift in CSD is protein dependent as proteins have different
denaturation kinetics under various pH conditions. Even at low
concentrations of acetic acid (0.5%) mixed in solution with
myoglobin (Figure 1b), almost exclusively apomyoglobin peaks
are observed, indicating that a solution pH of 3.3 results in full
denaturation at equilibrium. However, all myoglobin theta tip
spectra indicate that the protein denaturation kinetics are
sufficiently slow on the time-scale of the theta tip experiment
that the intermediate (higher holomyoglobin charge states) is
observable. This is consistent with stopped flow studies
performed by Konermann et al. where they reported lifetimes
of 0.38 + 0.06s for the unfolded holomyoglobin intermediate.*’
Similarly, the solution mixture of acetic acid with carbonic
anhydrase sprayed from a regular tip shows only the higher
CSD even at lower concentrations of acetic acid (0.5%, Figure
3b), while two CSDs are observable in the theta tip mixing
spectra for 1% (Figure 3a) and 10% (Figure 3c) acetic acid
concentrations. When 100% acetic acid is mixed with carbonic
anhydrase via the theta tip (Figure 3e), only the higher CSD is
observed. In contrast, spectra in which cytochrome ¢ was mixed
with lower concentrations of acetic acid in solution (Figure
2b,d) show two CSDs centered around the +15/+16 and the
+9 charge state. The two distinct CSDs indicate that, in the pH
range of 2.4 to 2.9, there are multiple conformations of the
protein present at equilibrium in solution. The kinetics of
cytochrome ¢ unfolding upon acid denaturation are not quite
fast enough to reach equilibrium on the time scale of the theta
tip experiment as evidenced by the lower relative abundance of
the higher CSD as compared to the solution mixture at
equilibrium (Figure 2a—d). However, the same two CSDs are
still present. This provides evidence that there is no partially
denatured intermediate observable via CSDs on the time-scale
of this experiment (<1 ms). Konermann and Douglas also
found only two CSDs for cytochrome ¢ on the millisecond
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time-scale, which indicated the loss of tertiary structure
(between pH 2 and 4), while they concluded that protein
CSD was not a sensitive measurement for the known change in
secondary structure for cytochrome ¢.**%

As indicated above (see Figure 2e), a dramatic shift in the
CSD of cytochrome ¢ in the theta tip experiments was noted
only with the 100% acetic acid experiment. Thus, it may be
useful to spray proteins like cytochrome ¢ opposite stronger
acids to increase the rate of denaturation of the protein.
Cytochrome ¢ was sprayed opposite formic acid (pK, = 3.75,
vapor pressure (vp) = 35 Torr), oxalic acid (pK, = 1.25, vp =
0.001 Torr), and HCI (pK, = —8, vp = 120 Torr) in the theta
tips (Figure 4a,c,e, respectively). The solution mixtures of each
acid with cytochrome ¢ sprayed from regular tips are given in
Figure 4b,d,f for formic acid, oxalic acid, and HCI, respectively.
Formic acid and HCI were each sprayed with concentrations of
0.875 M for comparison with 1% acetic acid (pK, = 4.76, vp =
11 Torr) data (1% acetic acid ~ 0.875 M). Oxalic acid was
sprayed at a much lower concentration as comparable
concentrations would clog the theta tips due to its low vapor
pressure. There is an overall positive correlation between the
acid strength and the average charge state observed in the
spectra generated from mixing cytochrome ¢ with the acids via
the theta tips. There are two CSDs for the solution mixture of
each acid (Figures 2b and 4b,df) and for the theta tip
experiments with formic (Figure 4a) and oxalic acid (Figure
4c). The lower cytochrome ¢ CSD observed with HCI mixed
both in solution (Figure 4f) and via spraying from a theta tip
(Figure 4e) is centered around the +7 charge state, as opposed
to the +8 or +10 charge state observed with the other acids.
The presence of the +7 charge state has previously been
attributed to the A-state of the protein in which the protein
refolds at low pH into a molten globule structure. The A-state
has been observed in solution at equilibrium and on the
microsecond time scale.”>**~% Goto et al. and Mirza and Chait
have found that the acid anion plays an important role in the
refolding of denatured proteins upon further decrease in pH as
the addition of acid increases the anion concentration
sufficiently to counteract the increased repulsive forces of the
positive charges at high acid concentration, enabling the protein
to refold°”®> The counterion effect may underlie the
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Analytical Chemistry

205

observation of the lower CSD (centered around the +7 charge
state) with HCI at a pH of 1.0 (Figure 4f) while it is not
observed with acetic acid at a pH of 0.8 (Figure 2f).

The theta tips are also advantageous for use with nonvolatile
acids, which cannot be used with various leak-in/vapor
techniques. Oxalic acid is a nonvolatile acid that can be
mixed with protein solutions to shift the CSD to higher charge
states via spraying from a theta tip (Figure 4c). The
cytochrome ¢ CSD shifted from +S to +12 (Figure S-2a,
Supporting Information) when sprayed from water in a single-
barreled tip to two distinct CSDs centered around the +15 and
+9 charge states when mixed with oxalic acid in the theta tip
(Figure 4c). The shift in protein CSD indicates solution mixing
despite the nonvolatile characteristic of oxalic acid. A
disadvantage of nonvolatile acids mixed in solution is the
resulting adducts, which decrease the signal intensity of the
protonated molecule. However, protein adduction was
minimized by mixing the protein and acid solutions in the
theta tips as compared to mixing in solution. The greatest
difference in protein adducts was observed with oxalic acid and
HCl (Figure 4c—f). Thus, the theta tips provide a simple,
inexpensive method for shifting protein CSD with various acids
and concentrations, including nonvolatile acids, while minimiz-
ing protein adducts.

Shifting Protein CSD with Supercharging Agents in
Theta Tips. As demonstrated above with oxalic acid, one
advantage of using the theta tips to effect analyte and reagent
mixing on a short time-scale is their compatibility with
nonvolatile reagents. Supercharging agents are a major class
of nonvolatile reagents that are used to increase charge states of
peptides and proteins. Two of the most commonly used
supercharging agents are sulfolane and m-NBA. To demon-
strate the use of theta tips with supercharging agents,
cytochrome ¢ (Figure S-3, Supporting Information) and
myoglobin (Figure 5) were each mixed with sulfolane and m-
NBA via spraying from a theta tip and the generated spectra are
compared to the respective solution mixture controls.

Cytochrome ¢ was sprayed opposite 1% sulfolane (Figure S-
3a, Supporting Information) and 0.5% m-NBA (Figure S-3c,
Supporting Information) in a theta tip. The cytochrome ¢ CSD
shifted from g,, = +7.6 sprayed from water in a regular tip
(Figure S-2a, Supporting Information) to q,, = +8.7 and +8.2
with sulfolane and m-NBA, respectively, sprayed from theta
tips. The overall appearances of the theta tip and regular tip
spectra are quite similar, in that the CSD was shifted to a
slightly higher CSD, but only one distribution is observed for
cytochrome ¢ for both supercharging agents, unlike the two
distinct distributions observed with the acids above.

Similarly, myoglobin was sprayed opposite sulfolane (Figure
Sa) and m-NBA (Figure Sc) in a theta tip and resulting spectra
were compared to the solution mixtures sprayed from a regular
tip (Figure Sb,d). As reported previously,">* the addition of
sulfolane and m-NBA to solutions of myoglobin results in the
observation of apo- and holomyoglobin signals, which are also
observed in the control spectra and the theta tip spectra
reported herein (Figure S). The percentage of apomyoglobin
peaks increases from 9% to 33% with sulfolane and to 45% with
m-NBA, which is consistent with previous observations in
which greater shifts in CSD and denaturation were observed
with m-NBA than with sulfolane.** Similar to the results
described above with cytochrome ¢, the overall appearance of
the spectra for mixing sulfolane with myoglobin via the theta
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tips is similar to the solution phase mixture sprayed from a
regular tip.

As previously mentioned, the mechanism by which super-
charging agents increase the charge state of proteins is still
unclear. Lomeli et al. have found that m-NBA concentrations
below 1.0% do not denature myoglobin in bulk solution.'®
Additionally, Sterling et al. have determined that the addition of
sulfolane from 0.0% to 7.5% sulfolane destabilizes the native
conformation of myoglobin in solution; however, no loss of
helicity was observed at room temperature.** The lack of
denaturation in bulk solution indicates that the denaturation of
the proteins likely occurs during the electrospray process in the
droplet. The theta tip results are consistent with this conclusion
as the theta tip spectra are similar to the bulk solution mixture
spectra, indicating that the equilibrium state of the protein in
the bulk solution is not significantly affected by the presence of
the supercharging agent. The time-scale of protein denaturation
using the supercharging agents appears to be similar in both the
theta tip (limited to the microsecond time scale) and regular tip
spectra, suggesting that the processes that underlie super-
charging occur during the electrospray process.

B CONCLUSIONS

The use of pulled borosilicate theta glass capillaries as nESI
emitters to effect microsecond time scale mixing of protein and
denaturant solutions results in shifts in protein CSD without
requiring modification of the bulk solution. The extent of
protein CSD shift is determined by acid identity, acid
concentration, and the kinetics of unfolding of the protein.
Due to the short time-scale of mixing, short-lived intermediate
species such as the higher CSD of holomyoglobin can be
observed. Theta tips also allow for the use of nonvolatile acids
and supercharging agents which are not compatible with other
vapor leak-in techniques. No instrument modifications are
necessary, which should make this approach widely accessible
to the analytical mass spectrometry community.
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