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ABSTRACT

Debnath, Suman Ph.D., Purdue University, May 2015. Control of Modular Multi-
level Converters for Grid Integration of Full-scale Wind Energy Conversion Systems.
Major Professors: Maryam Saeedifard and Steve D. Pekarek.

The growing demand for wind power generation has pushed the capacity of wind

turbines towards MW power levels. Higher capacity of the wind turbines necessi-

tates operation of the generators and power electronic conversion systems at higher

voltage/power levels. The power electronic conversion system of a wind energy con-

version system (WECS) needs to meet the stringent requirements in terms of relia-

bility, efficiency, scalability and ease of maintenance, power quality, and dv/dt stress

on the generator/transformer. Although the multilevel converters including the neu-

tral point clamped (NPC) converter and the active NPC converter meet most of the

requirements, they fall short in reliability and scalability. Motivated by modular-

ity/scalability feature of the modular multilevel converter (MMC), this research is

to enable the MMC to meet all of the stringent requirements of the WECS by ad-

dressing their unique control challenges. This research presents systematic modeling

and control of the MMC to enable it to be a potential converter topology for grid

integration of full-scale WECSs. Based on the developed models, appropriate con-

trol systems for control of circulating current and capacitor voltages under fixed- and

variable-frequency operations are proposed. Using the developed MMC models, a

gradient-based cosimulation algorithm to optimize the gains of the developed control

systems, is proposed. Performance/effectiveness of the developed models and the pro-

posed control systems for the back-to-back MMC-based WECS are evaluated/verified

based on simulations studies in the PSCAD/EMTDC software environment and ex-

perimental case studies on a laboratory-scale hardware prototype.
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1. INTRODUCTION

Wind energy has been one of the world’s fastest growing renewable energy sources

[1–4]. While wind generated electricity continues to grow as a premier source of

renewable energy, advanced wind energy conversion systems (WECSs) are required

to harness this energy more efficiently, reliably and in a cost effective manner. In the

following section, an overview of various components of the WECS is provided.

1.1 Overview of WECSs

The basic structure of a typical WECS is shown in Fig. 1.1. The major compo-

nents of a typical WECS, as shown in Fig. 1.1, include a wind turbine, generator,

gear-box (optional), a power electronic conversion system, and the associated con-

trol. A wind turbine can be designed for a constant- or variable-speed operation.

Variable-speed wind turbines produce up to 10% more annual energy as compared

to their constant-speed counterparts [5]. However, they necessitate power electronic

converters to provide a required current at a required frequency.

Fig. 1.1. Basic structure of a typical WECS [6].

The roadmap of converting mechanical energy to electrical energy using variable-

speed WECSs is shown in Fig. 1.2 [7]. As shown in Fig. 1.2, a variable-speed WECS

needs either a partially- or fully-rated back-to-back conversion system.
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Fig. 1.2. Technology roadmap of variable-speed WECSs [7].

The WECSs with partially-rated back-to-back conversion systems include the

wound rotor induction generator with dynamic slip control [8,9], shown in Fig. 1.3(a),

and the doubly-fed induction generator (DFIG) [10], shown in Fig. 1.3(b). The main

drawback of these configurations is the direct connection of their stator to the grid.

Consequently, during a fault in the grid, the system can no longer stay connected to

the grid to keep the currents and voltages in the rotor circuit under safe limits [6,11].

Presence of slip rings is another main disadvantage [12]. The partially-rated con-

version system based WECSs require a gearbox to couple the wind turbine to the

generator.

The WECSs with full-scale back-to-back conversion systems, hereafter referred to

as full-scale WECSs, are shown in Figs. 1.4 and 1.5. The generators used in these

WECSs include (i) the squirrel-cage induction generator (SCIG) and the wound-

rotor synchronous generator with a gearbox as shown in Figs. 1.4(a) and (b), respec-

tively, and (ii) the multi-pole wound-rotor synchronous generator and the multi-pole
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(a)

(b)

Fig. 1.3. WECSs with partially-rated conversion system: (a) wound rotor induction
generator with dynamic slip control, and (b) doubly-fed induction generator

(DFIG) [3].

permanent magnet synchronous generator (PMSG) without a gearbox as shown in

Figs. 1.5(a) and (b), respectively. Amongst various generators used in a variable-

speed full-scale WECS, the direct-drive WECS with a multi-pole PMSG has gained

significant interest due to its wind to electrical energy conversion efficiency, reliability

and controllability [13]. Furthermore, compared to a SCIG and a wound-rotor syn-

chronous generator system, a direct-drive PMSG-based WECS reduces system failure

rate due to the absence of the mechanical gear boxes [14].

The full-scale WECSs are interfaced to the grid through a full-scale power elec-

tronic conversion system. The back-to-back connected two-level voltage sourced

converter (2L-VSC) is the most prevailing converter configuration for the full-scale
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(a)

(b)

Fig. 1.4. Variable-speed WECSs with full-scale conversion systems: (a) squirrel-cage
induction generator, and (b) wound-rotor synchronous generator with gear-box [3].

WECSs [12]. Operation of the 2L-VSC at high voltage levels require switching devices

with high voltage ratings. This can be achieved either by using the state-of-the-art

switches available at high voltage ratings or cascading switches with lower voltage

ratings [15]. Either of the options (i) introduces a relatively high
dv

dt
stress on the

generator and transformer, (ii) needs bulky and lossy output filters and/or a high

switching frequency to comply with the grid codes in terms of total harmonic dis-

tortion (THD) requirements [16], and (iii) does not provide modularity/scalability in

the design.

The solution to the aforementioned problems with the 2L-VSC is to use multilevel

VSCs. The salient features of multilevel VSCs include: (i) low harmonic distortion of

their output voltages/currents with low switching frequency, (ii) capability to handle

high power/voltage with low-rating devices [17], and (iii) low
dv

dt
stress on the gen-
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(a)

(b)

Fig. 1.5. Direct-drive variable-speed WECSs with full-scale conversion systems: (a)
multi-pole wound-rotor synchronous generator, and (b) multi-pole permanent

magnet synchronous generator [3].

erator/transformer. In the technical literature, various types of multilevel converter

topologies have been proposed and investigated for WECSs [15,16,18–30]. The most

promising topologies include:

• Neutral-point clamped (NPC) converter [24–26]: The application of the NPC

converter, due to the complexity in counteracting the dc-capacitor voltage drift

phenomenon, has been limited to the three-level NPC converter [31, 32].

• Active NPC (ANPC) converter based topologies [19,20,22]: As compared with

the conventional multilevel converters in which the capacitor voltage balancing

task is challenging and in some cases infeasible [31, 32], the ANPC converter

based topologies need a fairly simple capacitor voltage balancing strategy to

guarantee proper operation of the converter over all operating conditions. As
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compared with the three-level NPC converter, the five- or higher-level ANPC

converter improves the THD and can potentially reduce the size of the filters.

Nevertheless, none of the aforementioned multilevel converters address the following

features required in the design: (i) equal distribution of losses and/or voltage/current

stresses among all the devices, (ii) scalability, (iii) modularity, and/or (iv) fault tol-

erance. Recently, the emergence of the modular multilevel converter (MMC) has

revolutionized high voltage direct current (HVDC) technology because of its modu-

larity and scalability [33–36]. A circuit diagram of the MMC is shown in Fig. 1.6. The

MMC addresses all of the above-mentioned features of the design. To date, research

on the operation of the MMC has been primarily focused on HVDC transmission sys-

tems where the MMC, with a large number of its main building block circuits, i.e., the

half-bridge SubModules (SMs), operates with a fixed ac-side frequency. Despite the

well-understood technical merits of the MMC with a large number of SMs in HVDC

systems, their application to drive systems and WECSs requires further research.

1.2 Motivation and Statement of the Problem

The trend in wind turbine technology has been towards large capacity units to

reduce cost per megawatt of capacity [2,17]. This trend is highlighted in the evolution

of the wind turbine size and their associated power electronic converters, highlighted

with a blue inner circle in Fig. 1.7 [12]. As shown in Fig. 1.7, the market share for

full-scale WECSs is growing. This is primarily due to their advantages mentioned

in Section 1.1. As a full-scale WECS supplies a significant amount of power and

can operate in stand-by/remote locations [37], its full-scale power electronic conver-

sion system needs to meet stringent requirements in terms of reliability, efficiency,

scalability and ease of maintenance, power quality, and
dv

dt
stress on the genera-

tor/transformer. Although the back-to-back MMC configuration embeds all of these

features, for variable-speed WECS applications, many unique challenges are imposed.

The main challenges are:
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Fig. 1.6. Circuit diagram of an MMC.

• The pulse width modulation (PWM) strategy along with a SM capacitor volt-

age balancing algorithm is necessary to (i) produce the switching state of each

SM switch and (ii) keep the SM capacitor voltages balanced at their nominal

values. The existing SM capacitor voltage balancing algorithms are mainly

based on a sorting algorithm in which the SM capacitor voltages are mea-

sured and sorted within each sampling period. Then, based on the direction of

the arm currents and the number of required on-state SMs within each sam-
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Fig. 1.7. Wind turbine evolution and the main trend of conversion system (blue
indicates power level of converters) in the last 30 years [12].

pling period, a number of SMs are inserted/bypassed [38]. Conventionally, the

PWM strategies implemented to control the MMC have been primarily based

on phase disposition PWM (PD-PWM) and phase shifted carrier PWM (PSC-

PWM) [35,38–43]. Each of these PWM strategies have been implemented with

different variations. Most notably, a unified PD-PWM strategy with a sorting

algorithm to balance the SM capacitor voltages is proposed in [38]. While [39]

proposes an improved PD-PWM strategy with indirect modulation and volt-

age balancing strategy, [40] proposes a PD-PWM strategy with selective loop

biasing mapping (SLBM) method. While [41] and [42] propose a PSC-PWM

strategy with indirect modulation, [43] proposes a PSC-PWM strategy with a

reduced-sensor SM capacitor voltage balancing algorithm and [35] proposes a

PSC-PWM strategy with reduced switching frequency. Reference [44] proposes

a staircase-PWM strategy with predictive sorting algorithm. A tolerance band

modulation method, to balance the SM capacitor voltages, has been investigated

in [45]. Reference [46] develops a few SM capacitor voltage balancing strate-

gies in which the SM capacitor voltage balancing algorithm is implemented

at a slower rate compared to the sampling period. While the strategies pro-
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posed in [38,40,43–46] change the state of multiple switches at any instant and

thereby increase switching frequency and electro-magnetic interference (EMI),

the strategies proposed in [35, 39] reduce the switching frequency by limiting

the number of switches changing their state at any instant to the minimum

possible value, potentially to only one switch change if the reference waveform

shows no sudden change. However, with increase in the carrier frequency and/or

the number of SMs, the strategy proposed in [35] suffers from intensive com-

putational burden. The strategies proposed in [39, 41, 42] require special SM

capacitor voltage control strategies to stabilize the system [47].

• The magnitude of circulating currents, under fixed-frequency operation, i.e.,

as the grid-side converter of a WECS, needs to be reduced to improve the

efficiency, components’ rating and size [35, 48–50]. A control system to reduce

the ac components of the circulating currents of the MMC has been studied

in [35]. However, it does not operate satisfactorily under unbalanced conditions

in the ac side.

• The magnitude of the SM capacitor voltage ripple is inversely proportional to

the ac-side frequency. Consequently, when the MMC operates as the generator-

side converter of the WECS under low frequency, the magnitude of the SM

capacitor voltage ripple becomes very large and, if not properly and actively re-

duced, may introduce instability and/or increase power losses and components’

size of the MMC. In the technical literature, variable-frequency operation of

the MMC has been investigated and various remedial measures have been pro-

posed to control the SM capacitor voltage ripple at low frequencies [51–55]. The

strategy proposed in [51–54] requires a large circulating current to counteract

the SM capacitor voltage ripple, which consequently results in significant power

losses. The strategy proposed in [55] has its own practical limitations.

• The controller gains of the MMC control systems have been tuned using ei-

ther (i) linearized models in [56, 57] and such that the controlled states are



10

well separated with respect to their corresponding time constants [58, 59], or

(ii) approximate linear time-invariant system models [60]. Neither of the afore-

mentioned tuning methods may lead to an optimum performance of the MMC

system.

• At the startup of the MMC, all SM capacitors are required to be charged to their

nominal voltage values before the converter proceeds to its normal operation.

To reduce the surge currents and the startup time, a fast and smooth startup

procedure is preferred. Precharging the SM capacitors and startup procedure of

the MMC from the de-energized conditions have been explored in [61–67]. Ref-

erence [61] proposes a startup procedure in which the SM capacitors are charged

from a pre-charged dc-link. An additional resistor, which is inserted/bypassed

by its parallel switch, is connected in series with the SMs of each arm to limit

the peak current. The main disadvantage of this procedure lies in the long tail-

off time noticed in the charging process that increases the time taken to charge

the capacitors. Reference [62] presents a startup procedure where the dc link

of the MMC is connected to a diode-bridge rectifier. Although this procedure

limits the arm currents, it requires a diode-bridge rectifier to charge the dc link

which is not feasible for the back-to-back MMCs. Reference [63] proposes a

precharging circuit comprised of four thyristors per SM of the MMC. Although,

by using an additional circuitry, the SMs can be precharged synchronously and

the startup procedure is accelerated, it adds additional complexity and cost

to the system. A similar problem is encountered with the charging process

described in [64] in which auxiliary voltage sources are required for charging

the SM capacitors. Reference [65] develops a charging process for the SM ca-

pacitors in a back-to-back MMC-based drive system through the grid. The

developed charging process consists of two stages: (i) uncontrolled charging

stage, and (ii) controlled charging stage. In the uncontrolled charging stage,

all the SMs in both MMCs are blocked and their capacitors charge through

the anti-parallel diodes. To limit the peak current from the grid, each phase
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of the grid-side MMC is connected to the grid through a resistor. Once the

sum of the SM capacitor voltages within each arm of the grid-side MMC reach

the peak value of the line-to-line voltage, the controlled charging stage sets in.

In the controlled charging stage, the SMs of the grid-side MMC are unblocked

and actively controlled using a qd current controller. The qd current controller

limits the charging current from the grid and maintains the required power fac-

tor. Once the voltages of SM capacitors of the grid-side MMC and the dc link

reach their respective rated values, the SM capacitors of the machine-side are

unblocked and controlled to reach their respective rated values. The sequential

charging process, where the SM capacitors of grid-side are unblocked first and

then the SM capacitors of generator-side, results in slowing down the charging

process. A similar startup strategy is proposed in [66] for charging the SM ca-

pacitors of the MMC through the ac-side. This process considers a closed-loop

charging process in the controlled charging stage, where the ac-side currents are

controlled at certain fixed values. However, the charging process considers the

sequential charging of upper- and lower-arm SM capacitors, which slows down

the charging process and limits the ac-side currents to half their rated values

due to the constraints imposed by the limits on the arm currents. Reference [67]

proposes another similar sequential charging process for the back-to-back MMC

that will also not minimize the time taken to charge the SM capacitors.

Having outlined the salient features and limitations of the MMC as a potential full-

scale converter in advancing the variable-speed WECSs, this thesis aims at developing

control systems to overcome the operational limitations and improve the performance

of the MMC.

1.3 Thesis Objectives

The main objectives of this thesis are:

• To develop state-space models that accurately represent the MMC system.
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• To improve the PWM strategy used to control the MMC so as to reduce the

switching frequency, EMI, and computational burden.

• To enhance the performance of the MMC, in terms of the magnitude of circu-

lating currents, as the grid-side converter of a WECS.

• To improve the stability and performance of the MMC, in terms of the magni-

tude of circulating currents and SM capacitor voltage ripple, as the generator-

side converter of a WECS.

• To optimize the performance of the control systems implemented to control

various MMC systems.

• To improve the startup-charging process of the SM capacitors in the back-to-

back MMC-based WECS in terms of reduction in the startup time.

Although the developments and studies of this thesis are carried out for a direct-

drive PMSG-based WECS, they are equally applicable, with minor modifications, to

full-scale WECSs with other generator technologies as well.

1.4 Thesis Outline

There are nine chapters and two appendices in this thesis document. The outline

of this thesis is highlighted in Fig. 1.8.

• The basics of operation of a direct-drive full-scale WECS is presented in Chapter

2. In this chapter, the wind turbine characteristics, the PMSG model, a maxi-

mum power point tracking (MPPT) strategy, and the grid- and generator-side

controllers are described.

• The MMC is introduced in Chapter 3. The structure, modulation strategy, and

the state-space models of the MMC are developed and explored in detail in this

chapter.
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Fig. 1.8. The thesis outline.
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• The control system of the MMC under fixed-frequency operation is developed

in Chapter 4. In this chapter, the circulating current controller under fixed-

frequency operation is proposed.

• A comprehensive analysis of the MMC under variable-frequency operation is

provided in Chapter 5. Based on the analysis, two novel strategies are proposed

to reduce the large capacitor voltage ripple under low-frequency operation. A

detailed analysis of the proposed strategies are provided and an optimization

problem is formulated to optimize the performance of the MMC under variable-

frequency operation. The corresponding controller and design of the gains of

the controller are also explained in this chapter.

• Optimization of the controller gains of a class of non-linear non-autonomous

hybrid system is considered in Chapter 6. The application of the developed

algorithm to optimize the gains of the control systems proposed in Chapters 4

and 5 is also explored in this chapter.

• Experimental results are provided in Chapter 7 to (i) verify the developed MMC

models, (ii) substantiate the performance of the proposed modulation strategy,

and (iii) validate the performance of the proposed control systems for fixed- and

variable-frequency operations of the MMC.

• The control of an MMC-based WECS is explained and investigated in Chapter 8.

The WECS considered in this chapter is a PMSG-based direct-drive system

explained in Chapter 2. The WECS consists of a back-to-back MMC, with

a grid-side MMC under fixed-frequency operation and a generator-side MMC

under variable-frequency operation. That is, the control system developed in

this chapter is based on the developments in Chapters 4 and 5. Moreover, the

startup charging procedure of the back-to-back MMC capacitors from a de-

energized state is considered in this chapter. The performance of the developed

control systems of the MMC-based WECS are validated under various operating

conditions through time-domain simulation studies.
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2. DIRECT-DRIVE WIND ENERGY CONVERSION

SYSTEMS

In this chapter, an overview on the direct-drive WECSs is provided. Various compo-

nents of a direct-drive WECS along with their control structures are presented. In

this introductory chapter, the system hub to which the modular multilevel converters

and their control systems are accommodated to develop the medium-voltage WECSs

is presented.

2.1 Basics of a Direct-Drive WECS

Fig. 2.1. Schematic diagram of a direct-drive WECS.

A single-line schematic representation of a full-scale WECS is shown in Fig. 2.1.

The system is comprised of a wind turbine directly coupled to a high-pole PMSG

and a back-to-back power conversion system. The PMSG is interfaced to an ac-dc

converter which is intended for machine control. Another converter, which is a dc-ac

converter, provides an interface to the utility grid and regulates the power transfer.

The ac side treminals of the grid-side converter are connected to the utility grid

through a series connected RgLg branch and a three-phase transformer as shown in

Fig. 2.1.

The wind turbine and the PMSG parameters used in this thesis for simulations

are presented in Tables 2.1 and 2.2, respectively.
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Table 2.1.
Parameters of the study wind turbine [68]

Quantity Value
Turbine type three-blade
Rotor radius 58 m
Rated power 5 MW
Rated speed 1.55 rad/s
Rated wind speed 11.8 m/s
Rated torque 3.226× 106 Nm
Maximum aerodynamic efficiency Cp(λopt) 0.48
Optimum tip speed ratio λopt 7
Cut-in wind speed 3 m/s
Cut-out wind speed 25 m/s
Hub height 138 m
Rotor and turbine inertia J 1.06× 107 kg.m2

Table 2.2.
Parameters of the PMSG [68]

Quantity Value
Rated power 5 MVA
Rated voltage (line-to-line) 4.0 kV
Rated electrical frequency ωr,rated 224.75 rad/s
Stator winding resistance rs 72.192 mΩ
Stator leakage inductance Lls 1.549 mH
d-axis inductance Ld 4.33 mH
q-axis inductance Lq 4.33 mH
Number of pole pairs (P/2) 145

2.2 Wind Turbine Characteristics

The wind turbine is often characterized by the relationship among its mechani-

cal power, the environmental conditions like wind speed/kinetic power, and various

turbine mechanical parameters.
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The kinetic power of wind is

Pwind =
1

2
(ρAVw) V

2
w =

1

2
ρAV 3

w , (2.1)

where ρ is the air mass density in kg/m3, A is the area covered by the rotor blades

in m2, and Vw is the wind speed in m/s. The mechanical power extracted from wind

by the wind turbine can be described as a fraction of the wind kinetic power and is

given by [69]:

Ptur = Cp(λ, β)Pwind =
1

2
ρAV 3

wCp(λ, β), (2.2)

where Cp(λ, β) is the power performance coefficient which is a non-linear function of

the pitch angle β in rad, and the blade tip speed ratio λ (dimensionless). λ is defined

by

λ =
rωr

Vw
, (2.3)

where r is the radius of the rotor blades in m and ωr is the rotor rotational speed in

rad/s. The power performance coefficient Cp(λ, β), based on [69], is described by

Cp(λ, β) = 0.5176 (116x− 0.4β − 5) e−21x + 0.007869λ, (2.4a)

x =

(

1

1.157λ+ 0.08β
− 0.035

β3 + 1

)

, (2.4b)

and is in the range of zero to 0.59, which is known as the Betz limit [70]. The variation

of Cp(λ, β) with respect to λ and for various β is shown in Fig. 2.2. As shown in

Fig. 2.2, the peak value of Cp(λ, β) is the largest when β = 0 and it drops as β is

increased. This corresponds to the same pattern for the turbine power Ptur. In most of

WECSs, β is (i) set to zero if the electrical power is below the rated value, (ii) actively

controlled to limit the turbine power in case the power exceeds the rated value, and

(iii) set to its maximum value , e.g., β = 90◦, to interrupt the power generation under
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Fig. 2.3. Wind turbine characteristics.

extreme wind conditions. Subsequently, the turbine characteristics, i.e., the turbine

power vs. wind speed is divided into three regions as shown in Fig. 2.3 [71]:

1. Region I in which wind speed < cut-in speed: The power generated is too small

and largely supplies the losses of the system. Hence, the net generated power

is zero.

2. Region II in which cut-in speed < wind speed < rated speed: The power char-

acteristics are described by (2.2) to (2.4). In this case, as shown in Fig. 2.3, the

maximum power is generated under the rated conditions.

3. Region III in which rated speed < wind speed < cut-out speed: The power

generated by the system is restricted to the power generated under rated condi-

tions. In this case, the pitch angle, β, of the wind turbine is adjusted so that the

maximum power that can be extracted at the high wind speeds does not exceed

the maximum power generated under rated conditions. Here, the cut-out speed

refers to the maximum speed at which the turbine is allowed to deliver energy.

This speed is usually limited by the engineering design and safety constraints.
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2.3 PMSG Model

Fig. 2.4. A three-phase PMSG.

Table 2.3.
Glossary of terms

Quantity Symbol
Stator resistance rs
Inductance matrix Ls

Maximum flux produced by the permanent magnet λrm
Position of rotor as shown in Fig. 2.4 θr
Phase voltage vector vabcs

Phase current vector i abcs
Flux linkage vector λabcs

Number of poles P

The electrical dynamics of a three-phase PMSG shown in Fig. 2.4 is described

by [72]

v abcs = r siabcs +
dλabcs

dt
, (2.5)
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where

f T
abcs =

[

fas fbs fcs

]

,

r s = diag
[

rs rs rs

]

,

λabcs = Lsi abcs + λ
r
m,

λ
rT
m = λrm

[

sin (θr) sin

(

θr −
2π

3

)

sin

(

θr +
2π

3

)]

,

and the rest of the terms are introduced in Table 2.3.

Applying a transformation matrix defined by

T (θ) =
2

3















cos (θ) cos

(

θ − 2π

3

)

cos

(

θ +
2π

3

)

sin (θ) sin

(

θ − 2π

3

)

sin

(

θ +
2π

3

)

1

2

1

2

1

2















(2.6)

to (2.5), the qd rotor reference frame model of the PMSG is given by

Lq

dirqs
dt

+ rsi
r
qs = vrqs − ωrLdi

r
ds − ωrλ

r
m, (2.7a)

Ld

dirds
dt

+ rsi
r
ds = vrds + ωrLqi

r
qs, (2.7b)

where i rqd0s = T (θr)i abcs, v
r
qd0s = T (θr)vabcs, ωr =

dθr
dt

and the rest of the terms are

defined in Table 2.3.

The expression for the electromagnetic torque generated by PMSG is given by [72]

Te =
3

2

P

2

[

λrmi
r
qs + (Ld − Lq) i

r
dsi

r
qs

]

. (2.8)

The electromagnetic torque in (2.8) is controlled to generate the maximum power

from the wind turbine, which is detailed in the following sections.
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The mechanical dynamics of the PMSG, whose rotor is connected to the wind

turbine, is described by

Te − Ttur = J
2

P

dωr

dt
+Bm

2

P
ωr (2.9)

where Ttur =
Ptur

ωr

, and J and Bm are the combined inertia and the damping coefficient

of the PMSG rotor and the turbine connected to it, respectively.

The PMSG is described in motor convention by its electrical and mechanical

characteristics as represented by (2.7) to (2.9).

2.4 Maximum Power Extraction from a Variable-speed WECS

0 0.5 1 1.5 2 2.5
0

2

4

6x 10
6

P
ow

er
 (

W
)

Rotational speed, ω
r
 (rad./s)

Reference Power

12 m/s

10 m/s
8 m/s6 m/s4 m/s

Fig. 2.5. Power-speed characteristics of the wind turbine characterized in Table 2.1
and the reference power calculated by the MPPT algorithm.

The power-speed characteristics of the wind turbine with the parameters listed

in Table 2.1, for different speeds and at zero pitch angle is shown in Fig. 2.5. As

mentioned before and illustrated in Fig. 2.5, for a given wind speed, Ptur is negligible

at small rotor speed. Subsequent to an increase in the rotor speed, the power increases

till it reaches a peak value corresponding to the peak of Cp (λ), which occurs at a

rotor speed that corresponds to λopt. As shown in Fig. 2.5, with the increase in wind

speed, the rotor speed corresponding to the maximum power shifts towards a higher

speed. Therefore, the rotor, based on (2.3), should run at a proportionally higher

speed to keep λ = λopt. This, consequently, enables maximum power extraction at

any wind speed.
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The PMSG electromagnetic torque reference is defined as [2]

Te,ref = −Koptω
2
r , (2.10)

where Kopt =
0.5ρAr3Cp(λopt)

λ3opt
and λopt is the optimum λ at which the maximum

power is extracted from wind. Kopt is calculated from the manufacturer’s data. There

is a negative sign in (2.10) as the PMSG dynamics are considered in motor convention.

The solid lines in Fig. 2.5 represent the power extracted from wind by the turbine

at various wind speeds and rotor rotational speeds. The dashed line represents the

absolute value of the reference power calculated from the reference torque used in

(2.10), that is, Pref = |Te,ref|ωr = Koptω
3
r . As shown in Fig. 2.5, by imposing the

machine torque based on (2.10), the reference power tracks the maxima in the power

vs. rotor rotational speed plot at any wind speed. To verify the stability of the

maximum power extraction strategy, the following two conditions are considered:

1. ωr < ωr,opt: Under this condition, based on Fig. 2.5,

Ptur > Pref. (2.11)

This leads to acceleration of the wind turbine, resulting in increase of ωr and the

MPPT controller pushes the system towards the maximum power generation

point.

2. ωr > ωr,opt: As an extension of the above description, under this condition

Ptur < Pref. (2.12)

This leads to deceleration of the wind turbine, resulting in a decrease in ωr and

the MPPT controller pushes the system towards the maximum power generation

point. In the above two conditions, ωr,opt is the optimum rotor rotational speed

at the maximum power point.
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2.5 Generator-side Converter Control

The task of the generator-side converter is to control the PMSG torque to extract

the maximum available power of the wind, except during startup. As discusssed in

the previous section, to maximize the turbine power, the PMSG torque Te should be

controlled proportional to the square of the rotor speed, i.e., the control law in (2.10).

To achieve this, a current control strategy is implemented to produce the required

torque fomulated by (2.10).

The d-axis stator current of the PMSG, irds,ref, is controlled to zero to remove

the coupling between q- and d-axis currents in the torque produced by the machine.

Subsequently, (2.8) becomes

Te =
3

2

P

2
λrmi

r
qs. (2.13)

As shown in (2.13), under this strategy, the PMSG torque becomes a linear function

of irqs. Based on (2.10) and (2.13), the q-axis stator current reference, irqs,ref, is defined

by

irqs,ref = − 4

3Pλrm
Koptω

2
r , (2.14)

which ensures that the maximum available power is extracted from the wind.

During startup or whenever there is a need to build turbine speed, the PMSG

operates in motor mode with rated torque. That is, the q-axis stator current reference

during startup is given by

irqs,ref =
4

3Pλrm
Te,rated, (2.15)

where Te,rated is the rated torque of the PMSG. The aforementioned startup procedure

is necessitated due to the dependance of both the turbine torque and the PMSG

electromagnetic torque on the speed of the motor.
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The model described in (2.7) can be written as

Lq

dirqs
dt

+ rsi
r
qs = urqs, (2.16a)

Ld

dirds
dt

+ rsi
r
ds = urds, (2.16b)

where,

urqs = vrqs − ωrLdi
r
ds − ωrλ

r
m, (2.17a)

urds = vrds + ωrLqi
r
qs. (2.17b)

Defining the proportional integral (PI) controllers for the q- and d-axis currents,

the corresponding currents are regulated at their reference values. The controllers

produce urqs and u
r
ds, which are used to generate the q- and d-axis voltage references

vrqs and vrds using (2.17). These voltages are, then, generated at the terminals of the

PMSG by the generator-side converter. The block diagram representation of the q-

and d-axis current controllers are shown in Fig. 2.6.

Fig. 2.6. Block diagram of the generator-side current controller
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2.6 Grid-side Converter Control

The task of the grid-side converter is to control the power flow at the Point of

Common Coupling (PCC).

The grid-side dynamics of the WECS of Fig. 2.1 is governed by

ej = vj −Rgij − Lg

dij
dt
. (2.18)

Applying qd-transformation given by (2.6) to (2.18) with respect to the grid-

reference frame results in

Lg

dieq
dt

+Rgi
e
q = veq − eeq − ωeLgi

e
d, (2.19a)

Lg

died
dt

+Rgi
e
d = ved − eed + ωeLgi

e
q, (2.19b)

where

eT
abc = Vs

[

cos (θe) cos

(

θe −
2π

3

)

cos

(

θe +
2π

3

)]

, (2.20)

v e
qd0 = T (θe)vabc, i

e
qd0 = T (θe)i abc, e

e
q is the magnitude of the PCC phase voltages,

eed = 0, and ωe =
dθe
dt

. Equation (2.19) can be re-written as

Lg

dieq
dt

+Rgi
e
q = ueq, (2.21a)

Lg

died
dt

+Rgi
e
d = ued, (2.21b)

where

ueq = veq − eeq − ωeLgi
e
d, (2.22a)

ued = ved − eed + ωeLgi
e
q. (2.22b)
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The active and reactive power at the PCC are given by

Pg =
3

2
eeqi

e
q, (2.23a)

Qg = −3

2
eeqi

e
d. (2.23b)

The q- and d-axis grid-side current references ieq,ref and i
e
d,ref, respectively, are generated

from (2.23). In (2.23), Pg is determined by appropriate control of the power electronic

conversion system to transfer power generated by the wind turbine to the grid and

Qg is determined based on the power factor required at PCC.

The q- and d-axis grid-side currents are controlled at their respective references

using PI controllers that are designed using (2.21). Similar to the generator-side

control, the controller outputs are used to calculate the q- and d-axis voltages at

the output of the grid-side inverter, i.e., veq and ved using (2.22), which are then

generated by the inverter. The block diagram representation of the q- and d-axis

current controllers are shown in Fig. 2.7.

Fig. 2.7. Block diagram of the grid-side current controllers.
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3. MODULATION AND MODELING OF MMC

The structure, modulation strategy, and state-space models of an MMC are developed

and explored in detail in this chapter.

3.1 Structure and Principles of Operation

The circuit diagram of a three-phase MMC is depicted in Fig. 1.6. Each phase-leg

of the MMC is comprised of two arms, i.e., an upper arm (represented by subscript

“p”) and a lower arm (represented by subscript “n”). Each arm comprises N series

connected, nominally identical, half-bridge SMs, a series inductor Lo, and a resistor

Ro. Each half-bridge SM consists of two series connected switches, connected in

parallel to a capacitor CSM and a resistor Rp. The resistor Rp is used to measure the

voltage across the SM capacitor. Each SM of the MMC of Fig. 1.6 can provide two

voltage levels at its terminal, i.e., zero or vcy,k,j, y ∈ {p, n}, k ∈ {1, 2, ..N}, j ∈ {a, b, c},
depending on the state of its two complementary switches Syk1,j and Syk2,j. Ideally,

the average value of vcy,k,j is maintained at
Vdc
N

, where Vdc is the MMC dc-link voltage.

The following pairs of switching conditions represent the different states of the SM-k

in arm-y of phase-j:

1. Syk1,j = 1 and Syk2,j = 0: ON-state or inserted,

2. Syk1,j = 0 and Syk2,j = 1: OFF-state or bypassed, and

3. Syk1,j = 0 and Syk2,j = 0: blocked-state.

The inductor Lo limits the short-circuit current of MMC and also removes the high-

frequency harmonics from the arm currents. The resistor Ro models the effective

series resistance (ESR) of the inductor.
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3.2 Modulation Strategy

The proposed modulation strategy to generate the switching states of the SMs

in each arm consists of three parts: (i) the SM modulation index generator, (ii) an

SM capacitor voltage balancing algorithm, and (iii) a PWM signal generator. The

SM modulation index generator generates N temporary modulation indices for each

arm, i.e., one for each SM. Based on the SM capacitor voltage balancing algorithm,

the temporary modulation indices are assigned to a particular SM in the arm. The

PWM signal generator compares the modulation index assigned to each SM in an

arm with a triangular carrier, to generate the switching signals for each SM. The SM

modulation index generator and the PWM signal generator are together termed as

the distributed PWM (DPWM) strategy.

3.2.1 The SM Modulation Index Generator

The modulation reference waveforms of the upper and lower arms, which are used

to generate the desired arm voltages, are given by

mp,j =
1−mj −mcm

2
−mcirc,j , (3.1a)

mn,j =
1 +mj +mcm

2
−mcirc,j, (3.1b)

where mj represents the fundamental component of the phase reference waveform,

mcm represents the common-mode component of the phase reference waveform, and

mcirc,j is used to control the circulating current that will be explained in detail in the

following chapters.

Based on the arm modulation reference waveforms, the proposed strategy keeps a

certain number of SMs inserted, one SM under the PWM strategy in each sampling

period while the rest of the SMs bypassed, in each arm. That is, the SM modulation

index generator consists of the following three components:
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Fig. 3.1. Modulation index and the number of inserted SMs.

1. Number of SMs inserted in arm-y, phase-j is given by

ny,j = ⌊Nmy,j⌋, (3.2)

where ⌊.⌋ denotes the floor operation. An illustration of the number of SMs

inserted is provided in Fig. 3.1. At any instant, ny,j SMs, determined by (3.2),

are inserted in each arm and the corresponding temporary modulation indices

are my,k,j,temp = 1 for k ∈ [1, 2, .., ny,j].

2. The modulation index of the SM that is under the PWM strategy is

mPWM,y,j = Nmy,j − ny,j . (3.3)

The temporary modulation index described by (3.3), is applied to one of the

SMs in the arm-y, phase-j. Let my,(1+ny,j),j,temp = mPWM,y,j.
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3. The rest of the SMs in the arm-y, phase-j are bypassed. That is, my,k,j,temp = 0

for k ∈ [ny,j + 2, ..., N ].

3.2.2 The SM Capacitor Voltage Balancing Algorithm

Mapping of the N temporary modulation indices to the SMs of each arm is per-

formed based on the proposed SM capacitor voltage balancing algorithm. The pro-

posed algorithm relies on (i) the direction of the arm current, (ii) the difference in

the number of inserted SMs in each arm, within the present and the previous sam-

pling period, and (iii) the measured SM capacitor voltages. The direction of the arm

current, iy,j , determines whether the inserted SMs in each arm are being charged

(iy,j > 0) or discharged (iy,j < 0). The difference in the number of inserted SMs in

the present and the previous sampling period is given by

∆ny,j [k] = ny,j[k]− ny,j [k − 1], (3.4)

where ny,j [k] and ny,j [k−1] represent the present and previous sample of ny,j, respec-

tively. Based on the status of ∆ny,j [k] from (3.4), the following decision is made:

1. If ∆ny,j [k] > 0, from the bypassed SMs, ∆ny,j [k] SMs with the highest (lowest)

capacitor voltages are inserted, if iy,j < 0 (iy,j ≥ 0).

2. If ∆ny,j[k] < 0, from the inserted SMs and the SM under the PWM strategy,

∆ny,j [k] SMs with the lowest (highest) capacitor voltages are bypassed, if iy,j <

0 (iy,j ≥ 0). If the SM under the PWM strategy in the previous sampling

period is bypassed, then the SM in the inserted state in the previous and present

sampling periods and with the next lowest (highest) capacitor voltage is assigned

as the PWM module when iy,j < 0 (iy,j ≥ 0).

3. If ∆ny,j [k] = 0 and there is no change in the number of inserted SMs, then,

subsequent to every Nshift/2 samples, the PWM module is alternatively inter-

changed with an inserted or a bypassed SM. Defining Ts as the sampling time,
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Tsc = NshiftTs, and ∆t as the remainder of t divided by Tsc. Then, at ∆t = Tsc/2,

the PWM module is interchanged with a bypassed SM which has the highest

(lowest) capacitor voltage, if iy,j < 0 (iy,j ≥ 0). Similarly, at ∆t = Tsc, the

PWM module is interchanged with an inserted SM which has the lowest (high-

est) capacitor voltage, if iy,j < 0 (iy,j ≥ 0).

The rest of the SMs in arm-y of phase-j continue to operate with their previous states,

thereby, the remaining temporary modulation indices are automatically mapped to

the SMs in arm-y of phase-j.

One of the key features of the sorting algorithm in the proposed SM capacitor

voltage balancing algorithm is the requirement to determine only the inserted and

bypassed SMs with the maximum and minimum capacitor voltages, unlike the con-

ventional SM capacitor voltage balancing algorithm in [38] which requires the sorting

of all the capacitor voltages. Moreover, unlike the SM capacitor voltage balancing

algorithm in [38, 40, 43–46] where unnecessary switching transitions may occur to

balance the SM capacitor voltages, the proposed SM capacitor voltage balancing al-

gorithm requires only a minimum number of switches to change their state at any

instant, based largely on the modulation reference waveform of the arm. The mini-

mization of the number of switches changing their state at any instant in the proposed

SM capacitor voltage balancing algorithm, reduces EMI and the switching frequency.

Consequently, the switching losses are reduced. The implementation procedure of

the proposed SM capacitor voltage balancing algorithm is summarized in Fig. 3.2, as-

suming a smooth change in the modulation index, i.e., the absolute maximum value

of ∆ny,j [k], |∆ny,jmax| = 1. In Fig. 3.2, m(Max On), m(2nd Max On), m(Max Off),

m(Min On), m(2nd Min On) and m(Min Off) represent the modulation indices as-

signed to the inserted SM with the maximum capacitor voltage, inserted SM with the

second highest capacitor voltage, the bypassed SM with the maximum capacitor volt-

age, the inserted SM with the minimum capacitor voltage, the inserted SM with the

second lowest capacitor voltage, and the bypassed SM with the minimum capacitor

voltage, respectively, in the present sample. Similarly, m(earlier PWM) represents
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Fig. 3.2. Flowchart of the proposed DPWM strategy.

the modulation index assigned to the SM under the PWM strategy in the previous

sample.

3.2.3 The PWM Signal Generator

The PWM signal generator compares the individual modulation indices of the SMs

with a triangular carrier of frequency fc and varying between 0 and 1, to generate

the switching signals for each individual SM. The triangular carriers of the upper and

lower arms are 180◦ out of phase to reduce the dc link voltage ripple and the output

current harmonics.

The overall implementation process of the DPWM strategy and the SM capacitor

voltage balancing algorithm is shown in Fig. 3.3. The proposed SM modulation index

generator and the SM capacitor voltage balancing algorithm are implemented in the

digital signal processor (DSP) with a sampling time of Ts. The sorting algorithm,

which is a part of the SM capacitor voltage balancing algorithm, is implemented with
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Fig. 3.3. Implementation of the proposed DPWM strategy and SM capacitor
voltage balancing algorithm.

a sampling time of Ts,cap. The sampling times Ts and Ts,cap may or may not be the

same. The choice of Ts,cap depends upon the computational capability of the DSP. The

PWM signal generator is implemented in the field-programmable gate array (FPGA),

which helps to maintain the sampling times Ts and Ts,cap independent of the carrier

frequency fc. The proposed DPWM strategy and the SM capacitor voltage balancing

algorithm are together termed as the proposed modulation strategy, hereafter.

3.2.4 Computational Burden

The claim of reduced computational burden imposed by the proposed SM capac-

itor voltage balancing algorithm over the existing algorithms in [35,39], is verified in

this section.

The following terms are defined to compare the computational burden between the

aforementioned algorithms: (i) Wsort,pu is the computational burden imposed by the

sorting algorithm to determine the SM with maximum/minimum capacitor voltages,
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(ii) Wc,pu is the computational burden imposed by a comparator and an assignment

operation, and (iii) Ts,PWM is the sampling time used to implement the PWM strategy

in FPGA. Typically, Ts,cap ≫ Ts,PWM and Ts ≫ Ts,PWM.

The sorting algorithm in the proposed SM capacitor voltage balancing algorithm

imposes Wsort,pu computational burden within every Ts,cap. The rest of the proposed

SM capacitor voltage balancing algorithm imposes 6Wc,pu computational burden in

the worst-case scenario within every Ts. The worst-case scenario occurs in the follow-

ing conditions:

1. ∆ny,j(k) = −1, iy,j ≥ 0, and m(Max On) = m(earlier PWM),

2. ∆ny,j(k) = −1, iy,j < 0, and m(Min On) = m(earlier PWM).

Consequently, the worst-case computational burden imposed by the proposed SM

capacitor voltage balancing algorithm is Wsort,pu + 6Wc,pu

Ts,cap
Ts

within every Ts,cap.

Applying a similar analysis, the SM capacitor voltage balancing algorithms in [35]

and [39] impose (Wsort,pu + 4Wc,pu)
Ts,cap
Ts,PWM

andWcon+Wsort,pu+7Wc,pu

Ts,cap
Ts,PWM

compu-

tational burden within every Ts,cap, respectively. The computational burden imposed

by the additional voltage controller in the algorithm in [39] isWcon within every Ts,cap.

Therefore, the proposed SM capacitor voltage algorithm imposes much lesser com-

putational burden when compared to the corresponding algorithms in [35, 39] since

Ts,cap ≫ Ts,PWM and Ts ≫ Ts,PWM.

3.2.5 SM Capacitor Voltage Ripple

The summation of the SM capacitor voltage ripple in each arm is independent of

the SM capacitor voltage balancing algorithm as it depends upon the power processed

by each arm. However, the individual SM capacitor voltage ripple in each arm depends

upon the SM capacitor voltage balancing algorithm. In the proposed strategy, the

individual SM capacitor voltage ripple is a function of Ts,cap, Ts, and Tsc. As Ts,cap,

Ts, and Tsc are reduced, the individual SM capacitor voltage ripple is reduced, but
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the computational burden imposed is increased as shown in Section 3.2.4. Compared

to the SM capacitor voltage balancing algorithm in [38], any of the algorithms that

impose a reduced switching frequency and computational burden will result in a larger

SM capacitor voltage ripple.

3.3 Dynamic Model

In this section, a generalized dynamic model describing the dynamics of the MMC

is developed. The developed model is used to derive the advanced state-space model

and the approximate per-phase state-space model of the MMC, which are obtained

by averaging the states and the inputs over each switching period.

In the MMC of Fig. 1.6, the upper-arm and lower-arm currents of phase-j, i.e.,

ip,j and in,j are expressed by [34]:

ip,j = icirc,j +
ij
2
, (3.5a)

in,j = icirc,j −
ij
2
, (3.5b)

where icirc,j represents the circulating current within phase-leg-j and ij is the ac-side

phase-j current. The circulating current, based on (3.5), is given by

icirc,j =
ip,j + in,j

2
. (3.6)

The mathematical equations that govern the dynamic behavior of the MMC phase-j

are

Vdc
2

− vp,j = Lo

dip,j
dt

+Roip,j + vj + vcm, (3.7a)

Vdc
2

− vn,j = Lo

din,j
dt

+Roin,j − vj − vcm, (3.7b)

where vj and vcm represent the fundamental and the common-mode components of

the MMC phase-j voltage with respect to the fictitious dc mid-point, and vp,j and vn,j
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represent the upper-arm and lower-arm voltages of the MMC phase-j, respectively,

as shown in Fig. 1.6. Subtracting (3.7b) from (3.7a) and substituting for ip,j and in,j

from (3.5), the dynamics of the phase current is expressed by

Lo

2

dij
dt

+
Ro

2
ij =

vn,j − vp,j
2

− vj − vcm. (3.8)

Furthermore, adding (3.7a) with (3.7b) and substituting for icirc,j from (3.6), the

internal dynamics of the MMC circulating current is expressed by

Lo

dicirc,j
dt

+Roicirc,j =
Vdc
2

− vn,j + vp,j
2

. (3.9)

The upper-arm and lower-arm voltages of the MMC phase-j are also described by

vp,j =
N
∑

k=1

Spk1,jvcp,k,j + vswd,p,j, (3.10a)

vn,j =

N
∑

k=1

Snk1,jvcn,k,j + vswd,n,j, (3.10b)

where vswd,p,j and vswd,n,j are the IGBT/diode voltage drops of the upper and lower

arms, respectively. Under the assumption of the successful operation of the SM

capacitor voltage balancing algorithm, the following approximation is valid:

vcy,k,j ≈
1

N

N
∑

k1=1

vcy,k1,j = vcy,j, ∀y ∈ {p, n}, ∀k ∈ {1, 2, .., N}, ∀j ∈ {a, b, c}. (3.11)

Substituting for vcp,k,j and vcn,k,j from (3.11) in (3.10), the following expressions are

obtained:

vp,j ≈ np,jvcp,j + vswd,p,j, (3.12a)

vn,j ≈ nn,jvcn,j + vswd,n,j, (3.12b)
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Fig. 3.4. IGBT/Diode model.

Table 3.1.
State of IGBT/diode

Switch Status iy,j ON Device

Syk1,j = 1, Syk2,j = 0
≥ 0 upper diode
< 0 upper IGBT

Syk1,j = 0, Syk2,j = 1
≥ 0 lower IGBT
< 0 lower diode

Syk1,j = 0, Syk2,j = 0
≥ 0 upper diode
< 0 lower diode

where np,j and nn,j are the number of ON-state SMs in the upper and lower arms,

respectively. Furthermore, substituting for vp,j and vn,j from (3.12) in (3.8) and (3.9),

the following expressions are obtained:

Lo

2

dij
dt

+
Ro

2
ij =

nn,jvcn,j + vswd,n,j − np,jvcp,j − vswd,p,j

2
− vj − vcm, (3.13a)

Lo

dicirc,j
dt

+Roicirc,j =
Vdc
2

− nn,jvcn,j + vswd,n,j + np,jvcp,j + vswd,p,j

2
. (3.13b)

The IGBT/diode models are shown in Fig. 3.4. The switch status, S, for the

diode in Fig. 3.4 is based on the direction of the current. That is, S = 1 if id ≥ 0 and

S = 0 if id < 0. The ON-state voltage drop across an IGBT/diode is given by

vt = itRt + Vt, ∀t ∈ {sw,d} (3.14)

where it is the device current, Rt is the ON-state resistive drop of the device, Vt is

the ON-state voltage drop under zero device current, and sw and d in the subscript

refer to IGBT and diode, respectively. The OFF-state resistance of IGBT/diode is
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assumed to be infinite. When Syk1,j = 1, iy,j < 0, the upper IGBT of SM-k conducts.

Similarly, the other conditions are summarized in Table 3.1. With the aforesaid

description and using (3.14), the arm-y phase-j IGBT/diode voltage drops are given

by

vswd,y,j =































∑N

k=1 {(Vd + iy,jRd)Syk1,j + (Vsw + iy,jRsw)Syk2,j

+ (Vd + iy,jRd) (1− Syk1,j) (1− Syk2,j)} , if iy,j ≥ 0
∑N

k=1 {(−Vsw + iy,jRsw)Syk1,j + (−Vd + iy,jRd)Syk2,j

+ (−Vd + iy,jRd) (1− Syk1,j) (1− Syk2,j)} , if iy,j < 0

.

(3.15)

The terms with (1− Syk1,j) (1− Syk2,j) arise due to the impact of the imposed dead

time. The arm-y phase-j IGBT/diode voltage drops in (3.15) can also be rewritten

as

vswd,y,j =
N
∑

k=1

{(Vd + iy,jRd) (Syk1,j + (1− Syk1,j) (1− Syk2,j)) + (Vsw + iy,jRsw)Syk2,j}

×
(

1 + sgn (iy,j)

2

)

+
N
∑

k=1

{(iy,jRsw − Vsw)Syk1,j + (iy,jRd − Vd) (Syk2,j + (1− Syk1,j) (1− Syk2,j))}

×
(

1− sgn (iy,j)

2

)

, (3.16)

where

sgn (iy,j) =







1 if iy,j ≥ 0

−1 if iy,j < 0
. (3.17)
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Substituting for ny,j as the number SMs turned ON in arm-y phase-j of the MMC in

(3.16), the following expressions are obtained:

vswd,y,j = {ny,j (Vd +Rdiy,j) + (N − ny,j) (Vsw +Rswiy,j)}
(

1 + sgn (iy,j)

2

)

+ {(N − ny,j) (−Vd +Rdiy,j) + ny,j (−Vsw +Rswiy,j)}
(

1− sgn (iy,j)

2

)

,

y ∈ {p, n}. (3.18)

The capacitor voltage of each SM in the MMC is modeled by the power processed

by the SM capacitors in each arm. The power processed by the SM capacitors in each

arm is given by

pp,j = (vp,j − vswd,p,j) ip,j = np,jvcp,jip,j, (3.19a)

pn,j = (vn,j − vswd,n,j) in,j = nn,jvcn,jin,j. (3.19b)

The power processed by the SM capacitors in each arm of the MMC can also be

expressed as

pp,j =

N
∑

k=1









d

(

1

2
CSMv

2
cp,k,j

)

dt
+
v2cp,k,j
Rp









≈
d

(

N

2
CSMv

2
cp,j

)

dt
+N

v2cp,j
Rp

≈ NCSMvcp,j
dvcp,j
dt

+N
v2cp,j
Rp

, (3.20a)

pn,j =

N
∑

k=1









d

(

1

2
CSMv

2
cn,k,j

)

dt
+
v2cn,k,j
Rp









≈
d

(

N

2
CSMv

2
cn,j

)

dt
+N

v2cn,j
Rp

≈ NCSMvcn,j
dvcn,j
dt

+N
v2cn,j
Rp

. (3.20b)
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Based on (3.19) and (3.20), the dynamics of the SM capacitor voltages is expressed

by

NCSM
dvcp,j
dt

+N
vcp,j
Rp

= ip,jnp,j, (3.21a)

NCSM
dvcn,j
dt

+N
vcn,j
Rp

= in,jnn,j. (3.21b)

Equations (3.5), (3.13), (3.18), and (3.21) provide the generalized dynamic model

of the MMC.

Applying the averaging operator over one switching period to (3.13) and (3.21)

results in

Lo

2

dij
dt

+
Ro

2
ij =

ñn,jvcn,j + ṽswd,n,j − ñp,jvcp,j − ṽswd,p,j

2
− ṽj − ṽcm, (3.22a)

Lo

dicirc,j
dt

+Roicirc,j =
Vdc
2

− ñn,jvcn,j + ṽswd,n,j + ñp,jvcp,j + ṽswd,p,j

2
, (3.22b)

dvcp,j
dt

+
vcp,j
RpCSM

=
ip,j

NCSM

ñp,j, (3.22c)

dvcn,j
dt

+
vcn,j
RpCSM

=
in,j

NCSM

ñn,j, (3.22d)

where x̃ represents the averaged value of variable x over one switching period, and

ṽswd,y,j = {ñy,j (Vd +Rdiy,j) + (N − ñy,j) (Vsw +Rswiy,j)}
(

1 + sgn (iy,j)

2

)

+ {(N − ñy,j) (−Vd +Rdiy,j) + ñy,j (−Vsw +Rswiy,j)}
(

1− sgn (iy,j)

2

)

,

y ∈ {p, n}. (3.23)

Assuming a well-designed converter with appropriate sizing of the SM capacitors and

arm inductors, in (3.22) and (3.23), the following approximations are valid:

vcp,j ≈ ṽcp,j, (3.24a)

vcn,j ≈ ṽcn,j, (3.24b)
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ip,j ≈ ĩp,j, (3.24c)

in,j ≈ ĩn,j, (3.24d)

ij ≈ ĩj , (3.24e)

icirc,j ≈ ĩcirc,j. (3.24f)

Based on the DPWM strategy,

ñy,j = Nmy,j , y ∈ {p, n}. (3.25)

However, the impact of dead time is not considered in (3.25).

The change in state of the switch in SM-k of arm-y phase-j of the MMC, Sykl,j, l ∈
{1, 2}, is represented by Sykl,j : initial state → final state. When Syk1,j : 0 → 1 and

Syk2,j : 1 → 0, the lower switch is first turned OFF before turning ON the upper

switch of SM-k to avoid shoot-through problems. Similarly, when Syk1,j : 1 → 0 and

Syk2,j : 0 → 1, the upper switch is first turned OFF first before turning ON the lower

switch of SM-k. The delay in turning ON the lower (upper) switch after turning OFF

the upper (lower) switch is called the dead time and is indicated by td. When iy,j > 0,

Syk1,j : 0 → 1 and Syk2,j : 1 → 0, then there will be no impact of the dead time on

the number of SMs in ON-state as defined by (3.25). The aforesaid is true as there

is immediate transfer of current from the lower IGBT to the upper diode of SM-k as

soon as the lower switch is turned OFF. Similarly, when iy,j < 0, Syk1,j : 1 → 0 and

Syk2,j : 0 → 1, there is immediate transfer of current from upper IGBT to lower diode

of SM-k, resulting in no impact of the dead time on the number of SMs in ON-state.

However, when iy,j > 0, Syk1,j : 1 → 0 and Syk2,j : 0 → 1, and even after the upper

switch is turned OFF, the current continues to flow through the upper diode of SM-k

until the lower switch is turned ON. Similarly, when iy,j < 0, Syk1,j : 0 → 1 and

Syk2,j : 1 → 0, and even after the lower switch is turned OFF, the current continues

to flow through the lower diode of SM-k until the upper switch is turned ON. In the

aforementioned two scenarios, there is an impact of dead time on the number of SMs
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in ON-state. Under the assumption of only one SM in PWM in each arm in every

switching period that is true with the proposed modulation strategy, (3.25) can be

modified to

ñy,j = Nmy,j +
td
Tsw

sgn (iy,j) . (3.26)

Substituting for ñy,j from (3.26) in (3.23) and re-arranging the terms, the following

expression is obtained:

ṽswd,y,j =
N

2
{(Vd + Vsw) sgn (iy,j) + (Rd +Rsw) iy,j}

+
N

2
{(Vsw − Vd) + (Rsw − Rd) |iy,j|} (1− 2my,j)

+
td
Tsw

{(Vd − Vsw) sgn (iy,j) + (Rd − Rsw) iy,j} , y ∈ {p, n}. (3.27)

Substituting for ñp,j and ñn,j from (3.26), ip,j and in,j from (3.5), and ṽswd,y,j from

(3.27) in (3.22), the following state-space model is obtained:

d

dt

















ij

icirc,j

vcp,j

vcn,j

















=























−Ro

Lo

ij +
N (mn,jvcn,j −mp,jvcp,j)

Lo

− veff,dm,j

Lo

−Ro

Lo

icirc,j −
N (mp,jvcp,j +mn,jvcn,j)

2Lo

+
veff,cm,j

2Lo

− vcp,j
RpCSM

+
mp,j

CSM

(

ij
2
+ icirc,j

)

+
td

NCSMTsw

∣

∣

∣

∣

ij
2
+ icirc,j

∣

∣

∣

∣

− vcn,j
RpCSM

+
mn,j

CSM

(

icirc,j −
ij
2

)

+
td

NCSMTsw

∣

∣

∣

∣

icirc,j −
ij
2

∣

∣

∣

∣























, (3.28a)

veff,dm,j = 2ṽj + 2ṽcm + ṽsw,dm,j + vtd,j, (3.28b)

veff,cm,j = Vdc − ṽsw,cm,j − vtd,j, (3.28c)

ṽsw,dm,j =
N

2
[(Vsw + Vd) (sgn (ip,j)− sgn (in,j))

+ (Rsw +Rd) ij + 2 (Vsw − Vd) (mn,j −mp,j)

+ (Rsw − Rd) {(1− 2mp,j) |ip,j| − (1− 2mn,j) |in,j|}]

+
td
Tsw

[(Vd − Vsw) (sgn (ip,j)− sgn (in,j)) + (Rd − Rsw) ij ] , (3.28d)
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ṽsw,cm,j =
N

2
[(Vsw + Vd) (sgn (in,j) + sgn (ip,j))

+ 2 (Rsw +Rd) icirc,j + 2 (Vsw − Vd) (1−mp,j −mn,j)

+ (Rsw −Rd) {(1− 2mp,j) |ip,j|+ (1− 2mn,j) |in,j |}]

+
td
Tsw

[(Vd − Vsw) (sgn (ip,j) + sgn (in,j)) + 2 (Rd − Rsw) icirc,j] , (3.28e)

vtd,j =
td
Tsw

(vcp,jsgn (ip,j) + vcn,jsgn (in,j)) . (3.28f)

Fig. 3.5. Three-phase start-connected load.

Assume the load connected to the MMC of Fig. 1.6 is the three-phase star-

connected load shown in Fig. 3.5. The load may represent a model of a machine

or a grid. The phase-j load dynamics is given by

vj + vcm = Ls

dij
dt

+Rsij + ej + vn. (3.29)

Averaging (3.29) over one switching period yields

ṽj + ṽcm = Ls

dij
dt

+Rsij + ej + ṽn, (3.30)
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where the load emf ej is assumed to contain only low-frequency components. Sum-

ming (3.30) over the three phases yields

ṽn = ṽcm +
1

3

∑

j=a,b,c

ṽj , (3.31)

since
∑

j=a,b,c ij = 0 and
∑

j=a,b,c ej = 0. Similarly, summing the
dij
dt

in (3.28a) over

the three phases yields

ṽcm +
1

3

∑

j=a,b,c

ṽj =
1

6

∑

j=a,b,c

[N (mn,jvcn,j −mp,jvcp,j)− ṽsw,dm,j − vtd,j] . (3.32)

Equating (3.31) and (3.32), the following is obtained:

ṽn =
1

6

∑

j=a,b,c

[N (mn,jvcn,j −mp,jvcp,j)− ṽsw,dm,j − vtd,j ] . (3.33)

Substitute ṽn from (3.33) in (3.30) results in

ṽj + ṽcm = Ls

dij
dt

+Rsij + ej +
1

6

∑

j=a,b,c

[N (mn,jvcn,j −mp,jvcp,j)− ṽsw,dm,j − vtd,j] .

(3.34)

Substituting ṽj + ṽcm from (3.34) in (3.28) and expanding the resulting equations to

all the three phases results in

d

dt

















i abc

i circ,abc

v cp,abc

v cn,abc

















=

























−Req

Leq
iabc +

N (mn,abc ⊙ v cn,abc −mp,abc ⊙ v cp,abc)

2Leq
− v eff,dm,abc

2Leq

−Ro

Lo

i circ,abc −
N (mp,abc ⊙ v cp,abc +mn,abc ⊙ v cn,abc)

2Lo

+
v eff,cm,abc

2Lo

mp,abc

CSM
⊙
(

iabc

2
+ i circ,abc

)

+
td

NCSMTsw

∣

∣

∣

∣

i abc

2
+ i circ,abc

∣

∣

∣

∣

− v cp,abc

RpCSM

mn,abc

CSM

⊙
(

i circ,abc −
i abc

2

)

+
td

NCSMTsw

∣

∣

∣

∣

i circ,abc −
i abc

2

∣

∣

∣

∣

− v cn,abc

RpCSM

























,

(3.35a)
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v eff,dm,abc =
1

3

[

N
(

mT
n,abcv cn,abc −mT

p,abcv cp,abc

)

− (ṽ sw,dm,abc + v td,abc)
T
1
]

1

+ ṽ sw,dm,abc + v td,abc + 2eabc, (3.35b)

v eff,cm,abc = Vdc − ṽ sw,cm,abc − v td,abc, (3.35c)

ṽ sw,dm,abc =
N

2
[(Vsw + Vd) (sgn (i p,abc)− sgn (in,abc))

+ (Rsw +Rd) i abc + 2 (Vsw − Vd) (mn,abc −mp,abc)

+ (Rsw − Rd) {(1− 2mp,abc)⊙ |i p,abc| − (1− 2mn,abc)⊙ |in,abc|}]

+
td
Tsw

[(Vd − Vsw) (sgn (i p,abc)− sgn (in,abc)) + (Rd − Rsw) i abc] ,

(3.35d)

ṽ sw,cm,abc =
N

2
[(Vsw + Vd) (sgn (in,abc) + sgn (i p,abc))

+ 2 (Rsw +Rd) i circ,abc + 2 (Vsw − Vd) (1−mp,abc −mn,abc)

+ (Rsw − Rd) {(1− 2mp,abc)⊙ |ip,abc|+ (1− 2mn,abc)⊙ |in,abc|}]

+
td
Tsw

[(Vd − Vsw) (sgn (i p,abc) + sgn (in,abc)) + 2 (Rd − Rsw) i circ,abc] ,

(3.35e)

v td,abc =
td
Tsw

(v cp,abc ⊙ sgn (i p,abc) + v cn,abc ⊙ sgn (in,abc)) , (3.35f)

Leq = Ls +
Lo

2
, (3.35g)

Req = Rs +
Ro

2
, (3.35h)

where 1 =
(

1 1 1
)T

. The advanced MMC state-space model is represented by

(3.35).
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Substituting for Vsw = Vd = 0, Rsw = Rd = 0, and td = 0 in (3.35) yields the

following per-phase state-space equation:

d

dt

















ij

icirc,j

vcp,j

vcn,j

















=























−Req

Leq
0 −Nmp,j

2Leq

Nmn,j

2Leq

0 −Ro

Lo

−Nmp,j

2Lo

−Nmn,j

2Lo
mp,j

2CSM

mp,j

CSM

− 1

RpCSM

0

− mn,j

2CSM

mn,j

CSM

0 − 1

RpCSM







































ij

icirc,j

vcp,j

vcn,j

















+



















−ej − ṽn,new
Leq
Vdc
2Lo

0

0



















,

(3.36a)

ṽn,new =
N

6

(

mT
n,abcv cn,abc −mT

p,abcv cp,abc

)

. (3.36b)

Substituting for mp,j and mn,j from (3.1) in (3.36), the individual state-space equa-

tions become

Leq
dij
dt

+Reqij = −
(

1

2
−mcirc,j

)

N

2
(vcp,j − vcn,j)

+
(mj +mcm)

4
N (vcp,j + vcn,j)− ej − ṽn,new, (3.37a)

Lo

dicirc,j
dt

+Roicirc,j =
Vdc
2

−
(

1

2
−mcirc,j

)

N

2
(vcp,j + vcn,j)

+
(mj +mcm)

4
N (vcp,j − vcn,j) , (3.37b)

CSM
dvcp,j
dt

+
vcp,j
Rp

=

(

1

2
−mcirc,j

)

ij
2
− (mj +mcm) ij

4
+

(

1

2
−mcirc,j

)

icirc,j

− (mj +mcm)

2
icirc,j, (3.37c)

CSM
dvcn,j
dt

+
vcn,j
Rp

= −
(

1

2
−mcirc,j

)

ij
2
− (mj +mcm) ij

4
+

(

1

2
−mcirc,j

)

icirc,j

+
(mj +mcm)

2
icirc,j. (3.37d)
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Adding (3.37c) to (3.37d) and subtracting (3.37d) from (3.37c) yield

CSM
d (vcp,j + vcn,j)

dt
+

(vcp,j + vcn,j)

Rp

= −(mj +mcm)

2
ij + 2

(

1

2
−mcirc,j

)

icirc,j,

(3.38a)

CSM
d (vcp,j − vcn,j)

dt
+

(vcp,j − vcn,j)

Rp

=

(

1

2
−mcirc,j

)

ij − (mj +mcm) icirc,j. (3.38b)

Defining

vΣc,j = (vcp,j + vcn,j) , (3.39a)

v∆c,j = (vcp,j − vcn,j) , (3.39b)

and substituting for (vcp,j + vcn,j) and (vcp,j − vcn,j) from (3.39) in (3.37a), (3.37b),

and (3.38) results in

Leq
dij
dt

+Reqij = −N
2

(

1

2
−mcirc,j

)

v∆c,j +N
(mj +mcm)

4
vΣc,j − ej − ṽn,new, (3.40a)

Lo

dicirc,j
dt

+Roicirc,j = −N
2

(

1

2
−mcirc,j

)

vΣc,j +N
(mj +mcm)

4
v∆c,j +

Vdc
2
, (3.40b)

CSM

dvΣc,j
dt

+
vΣc,j
Rp

= −(mj +mcm)

2
ij + 2

(

1

2
−mcirc,j

)

icirc,j, (3.40c)

CSM

dv∆c,j
dt

+
v∆c,j
Rp

=

(

1

2
−mcirc,j

)

ij − (mj +mcm) icirc,j. (3.40d)

The approximate per-phase MMC state-space model that neglects the conduction

losses of IGBTs and diodes and the dead time is represented by (3.40).

The developed MMC models in this chapter will be used in the following chapters

for designing control strategies of MMCs interfacing grid and driving machines.
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4. CONTROL OF THE MMC UNDER

FIXED-FREQUENCY OPERATION

In this chapter, control of the MMC as a grid-side converter is explained and inves-

tigated. The control problem of the MMC mainly involves reducing the circulating

current and the magnitude of the SM capacitor voltage ripple. Based on the dynamic

models developed in Chapter 3, a control system to control the MMC is proposed in

this chapter.

Fig. 4.1. Single-line diagram of a grid-side MMC.

A schematic diagram of the grid-side MMC is shown in Fig. 4.1. Each phase of the

converter is interfaced with the utility grid via a series RL branch (Rg and Lg), and

a transformer. The converter system of Fig. 4.1 exchanges real and reactive power,

Pg(t) and Qg(t), respectively, with the utility grid at the PCC.
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4.1 Dynamic Model

Based on the approximate per-phase MMC state-space model developed in Chap-

ter 3, in this section, the dynamic model of the MMC under fixed-frequency operating

conditions, e.g., as the grid-side converter of the WECS, is developed.

In the case of MMC as a grid-side converter, to extend the linear operating region

of the PWM strategy and increase the magnitude of the fundamental component

of the ac-side phase voltages, the common-mode component of the phase reference

waveform mcm in the modulation reference waveforms in (3.1) contains a third-order

harmonic with a magnitude of
1

6
th of the magnitude of the fundamental component

of the phase reference waveform mj .

Variable x = mcirc,j, icirc,j , v
Σ
c,j, and v∆c,j in the approximate MMC state-space

model in (3.40) can be decomposed to

x = X + δxdc + x̃ac, (4.1)

where X, δxdc and x̃ac represent the dc operating point, the dc disturbance and the

low-frequency ac terms (fundamental and lower-order harmonics) of x, respectively.

Furthermore, ij = ĩj,ac, mj = m̃j,ac, and mcm = m̃cm,ac as they are assumed to consist

of only the low-frequency components. Decomposingmcirc,j , icirc,j, v
Σ
c,j, and v

∆
c,j, based

on (4.1), into their corresponding dc and ac components and substituting for them in

(3.40), yields

Leq
dij
dt

+Reqij = −N
2

(

1

2
−M circ,j

)

ṽ∆c,j,ac +N
(mj +mcm)

4

(

δvΣc,j,dc
)

+N

˜(

mj ṽ
Σ
c,j,ac

4

)

+N

˜(

mcmṽ
Σ
c,j,ac

4

)

+ (mj +mcm)
Vdc
2

− ej − ṽn,new, (4.2a)
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Lo

dĩcirc,j,ac
dt

+Roĩcirc,j,ac = m̃circ,j,acVdc −
N

2

(

1

2
−M circ,j

)

ṽΣc,j,ac +N

˜(

mj ṽ
∆
c,j,ac

4

)

+N

˜(

mcmṽ
∆
c,j,ac

4

)

+N
(mj +mcm) δv

∆
c,j,dc

4
, (4.2b)

Lo

d (δicirc,j,dc)

dt
+Ro (δicirc,j,dc) = −N

2

(

1

2
−M circ,j

)

δvΣc,j,dc + δmcirc,j,dcVdc, (4.2c)

CSM

dṽΣc,j,ac
dt

+
ṽΣc,j,ac
Rp

= −2m̃circ,j,ac
idc
3

+ 2

(

1

2
−M circ,j

)

ĩcirc,j,ac −
˜(mjij
2

)

−
˜(mcmij
2

)

, (4.2d)

CSM

d
(

δvΣc,j,dc
)

dt
+
δvΣc,j,dc
Rp

= −2δmcirc,j,dc
idc
3

+ 2

(

1

2
−M circ,j

)

δicirc,j,dc, (4.2e)

CSM

dṽ∆c,j,ac
dt

+
ṽ∆c,j,ac
Rp

= ˜(ijm̃circ,j,ac) + ij

(

1

2
−M circ,j − δmcirc,j,dc

)

−mj

(

idc
3

+ δicirc,j,dc

)

−mcm

(

idc
3

+ δicirc,j,dc

)

− ˜(

mj ĩcirc,j,ac
)

− ˜(

mcm ĩcirc,j,ac
)

, (4.2f)

CSM

d
(

δv∆c,j,dc
)

dt
+
δv∆c,j,dc
Rp

= −(ijm̃circ,j,ac)−
(

mj ĩcirc,j,ac
)

, (4.2g)

where V
Σ

c,j = 2
Vdc
N

, V
∆

c,j = 0, Icirc,j =
idc
3
, idc is the dc-link current, Leq = Lg +

Lo

2
,

and Req = Rg +
Ro

2
. In deriving (4.2), all the multiplications of the terms with small

magnitude are neglected. Using (4.2), the controllers of the MMC as the grid-side

converter can be systematically designed.

4.2 Grid-Side Current Controllers

The grid-side current controllers are similar to those explained in Section 2.6 of

Chapter 2 and is summarized in Fig. 4.2. In Fig. 4.2, along with qd current control,

the filters used to remove the high frequency measurement noise from the measured

currents, are also shown.
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Fig. 4.2. Block diagram of the grid-side qd current controller.

From the controller block diagram in Fig. 4.2, the output of the MMC control

system mabc, is given by

mabc = T (θe)
−1m e

qd0

=
2Kp

Vdc

(

iabc,ref − îabc

)

+
2Ki

Vdc
T−1

∫

T
(

i abc,ref − î abc

)

dt+
2ωeLeq√
3Vdc

Xî abc

+
2

Vdc
eabc, (4.3a)

0 =
d2î abc

dt2
+ 2ωn

dî abc
dt

+ ω2
n

(

î abc − i abc

)

, (4.3b)

X =











0 −1 1

1 0 −1

−1 1 0











. (4.3c)
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Applying Laplace transform to (4.3b), the following is obtained:

Î abc(s)

I abc(s)
=

ω2
n

s2 + 2ωns+ ω2
n

. (4.4)

The settling time of the system of (4.4) is
4

ωn

. Under the assumption that
4

ωn

is

much smaller than the settling time of the qd current control system, the following

assumption may be made:

Î abc ≈ I abc ⇒ î abc ≈ i abc. (4.5)

Applying qd transformation in grid-reference frame to (4.5) results in

î
e

qd ≈ i eqd. (4.6)

From the controller block diagram in Fig. 4.2 and using (4.6), the following is deduced:

me
qd ≈

2Kp

Vdc

(

i eqd,ref − i eqd
)

+
2Ki

Vdc

∫

(

i eqd,ref − i eqd
)

dt +
2ωeLeq

Vdc
X 1i

e
qd +

2

Vdc
eqd,

(4.7a)

X 1 =





0 1

−1 0



 . (4.7b)

Multiplying (4.7a) by
Vdc
2

results in

me
qd

Vdc
2

= Kp

(

i eqd,ref − i eqd
)

+Ki

∫

(

i eqd,ref − i eqd
)

dt + ωeLeqX 1i
e
qd + eqd. (4.8)

Defining

ue
qd = me

qd

Vdc
2

− eqd − ωeLeqX 1i
e
qd, (4.9)
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and substituting for me
qd

Vdc
2

− eqd − ωeLeqX 1i
e
qd from (4.9) in (4.8) results in

u e
qd = Kp

(

i eqd,ref − i eqd
)

+Ki

∫

(

i eqd,ref − i eqd
)

dt. (4.10)

Applying Laplace transform to (4.10) results in

I e
qd,ref(s)− I e

qd(s) =
s

sKp +Ki

U e
qd(s). (4.11)

Assuming that the terms
N

2

(

1

2
−M circ,j

)

ṽ∆c,j,ac, N
(mj +mcm)

4
δvΣc,j,dc, N

˜(

mj ṽ
Σ
c,j,ac

4

)

,

N

˜(

mcmṽ
Σ
c,j,ac

4

)

, and

(

mcm
Vdc
2

− ṽn,new

)

are small and negligible when compared to

mj

Vdc
2

, (4.2a) is approximately given by

Leq
dij
dt

+Reqij ≈ mj

Vdc
2

− ej, (4.12)

Applying qd transformation to (4.12) results in

Leq

di eqd
dt

+Reqi
e
qd = ue

qd. (4.13)

Furthermore, applying Laplace transform to (4.13) results in

U e
qd(s) = (sLeq +Req) I

e
qd(s). (4.14)

Substituting for U e
qd(s) from (4.14) in (4.11) produces the following transfer function:

I e
qd(s)

I e
qd,ref(s)

=
sKp +Ki

Leqs2 + (Req +Kp) s+Ki

. (4.15)
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The gains of the grid-side qd current controller Kp and Ki are tuned using the char-

acteristic equation s2 +
(Req +Kp)

Leq

s+
Ki

Leq

such that the settling time
8Leq

(Req +Kp)
is

an order of magnitude greater than the settling time of the current filters.

Besides the grid-side current controllers and the SM capacitor voltage balancing

algorithm explained in Section 3.2.2, the MMC needs internal controllers to improve

its stability and efficiency and/or to reduce its cost. The internal controllers include

the circulating current controller, which is explained in the following section.

4.3 Circulating Current Controller

In this section, a new circulating current controller, consisting of an unbalance

controller and an ac-current controller, is proposed.

4.3.1 Unbalance Controller

Under balanced conditions, the circulating current in each phase defined by (3.6)

contains one-third the dc-link current. However, under unbalanced ac-side conditions,

e.g., a single-phase grid-side fault, the dc component in the circulating currents are

unbalanced. To accurately control this dc component, an appropriate circulating

current reference should be generated. In this section, a feedforward controller is

proposed to generate this reference.

The dc component of the MMC arm current can be estimated from the average

power delivered to the corresponding grid-side phase. An estimate of the average

power supplied to phase-j is given by

Pj,est =

〈

ijmj

Vdc
2

〉

, (4.16)



55

where mj is determined by the grid-side qd current controller, as mentioned in the

previous section. The dc component of phase-j arm currents is estimated by

idc,j,est =

〈

mjij
2

〉

. (4.17)

The estimated dc component of the arm current in (4.17) assumes a lossless sys-

tem. However, to compensate for the losses and inaccuracies in the estimation, an

additional dc component is added to the estimated value. The additional component

is generated based on the control of the average value of SM capacitor voltages, which

controls the dc component of the SM capacitor voltages at their reference value. The

proposed controller is shown in Fig. 4.3. The SM capacitor voltage, as explained

by (3.37c) and (3.37d), contains predominantly fundamental and second-order har-

monic components [73,74]. Equations (3.37c) and (3.37d) also indicate that while the

odd-order harmonic components of the SM capacitor voltage ripple in the upper and

lower arms have the same magnitude and opposite phase, the even-order harmonic

components have the same magnitude and phase, i.e., vΣc,j contains only even-order

harmonic components, a predominantly second-order harmonic. Therefore, the dc

component of the average SM capacitor voltage is obtained by removing its predom-

inant ac component, i.e., the second-order harmonic component. This is achieved by

using a notch filter. Consequently, the reference value for the dc component of the

circulating current is given by

icirc,j,ref = idc,j,est +Kpv

(

0.5
〈

vΣc,j
〉

− vc,ref
)

, (4.18)

where Kpv is the proportional controller gain and 〈x〉 is the dc component of x.

4.3.2 Ac Current Controller

As explained in the previous section, the predominant component in vΣc,j is a

second-order harmonic component. As an extension of this examination, v∆c,j predom-
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Fig. 4.3. Block diagram of the the proposed unbalance circulating current controller.

inantly contains a fundamental component as the odd-order harmonic components

of SM capacitor voltage ripple of the upper and lower arms have the same magni-

tude with an opposite phase. These results along with (4.2b) indicate the presence

of a dominant second-order harmonic in the circulating current. Furthermore, the

presence of the third-order harmonic common-mode voltage in each ac-side phase of

the MMC and the term
Nmcmṽ

∆
c,j,ac

4
in the circulating current expression results in

the presence of a fourth-order harmonic in the circulating current. Therefore, the

ac components of the circulating currents, predominantly second- and fourth-order

harmonic components, are non-zero.

The ac components of the circulating currents, if not properly reduced, increase

the converter losses and component ratings. In this section, a new controller is pro-

posed to (i) reduce the ac components of the circulating currents, and (ii) control the

dc component of the circulating current based on the reference generated from the

unbalance control.

The proposed circulating current controller is based on elimination of the domi-

nant components of the circulating current, i.e., the 2nd and 4th order harmonics of

the circulating currents. A Proportional Resonant (PR) controller comprising two

resonant terms is employed to suppress the 2nd and 4th order harmonic components

of the circulating currents. The transfer function of the proposed PR controller is

expressed by

Kp1 +Ki1
s

s2 + w2
n3

+Kp2 +Ki2
s

s2 + w2
n4

, (4.19)
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Fig. 4.4. Block diagram of the overall control system of the MMC.

where wn3 and wn4 are adjusted to the 2nd and 4th harmonic frequencies, respectively.

The implementation procedure of the modulation strategy discussed in Section 3.2,

the grid-side current controllers explained in Section 4.2, and the circulating current

controller described in this section is summarized in Fig. 4.4. The filters used to

remove the high-frequency measurement noise are also shown in Fig. 4.4.

From the controller block diagram in Fig. 4.4, the output of the MMC control

system mcirc,abc, is given by

0 =
d2v̂ cy,abc

dt2
+ 2ωn1

dv̂ cy,abc

dt
+ ω2

n1 (v̂ cy,abc − v cy,abc) , y ∈ {p, n} , (4.20a)

v̂Σ
c,abc = v̂ cp,abc + v̂ cn,abc, (4.20b)

0 =
d2î circ,abc

dt2
+ 2ωn

dî circ,abc
dt

+ ω2
n

(

î circ,abc − i circ,abc

)

, (4.20c)
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i circ,abc,ref,uf1 = 0.5mabc ⊙ î abc, (4.20d)

0 =
d2i circ,abc,ref,uf2

dt2
+ 2ωn5δ3

di circ,abc,ref,uf2
dt

+ ω2
n5 (i circ,abc,ref,uf2 − i circ,abc,ref,uf1) ,

(4.20e)

0 =
d2 (i circ,abc,ref − i circ,abc,ref,uf2)

dt2
+ 2ωn6δ4

di circ,abc,ref
dt

+ ω2
n6 (i circ,abc,ref − i circ,abc,ref,uf2) ,

(4.20f)

0 =
d2
(

0.5v̂Σ
c,abc,f − 0.5v̂Σ

c,abc

)

dt2
+ 2δ1ωn2

d
(

0.5v̂Σ
c,abc,f

)

dt
+ ω2

n2

(

0.5v̂Σ
c,abc,f − 0.5v̂Σ

c,abc

)

,

(4.20g)

i circ,abc,ref,v = Kpv

(

0.5v̂Σ
c,abc,f − vc,ref1

)

, (4.20h)

e i,abc =
(

i circ,abc,ref + i circ,abc,ref,v − î circ,abc

)

, (4.20i)

0 =
d2
(

y 1,abc −Kp1e i,abc

)

dt2
−Ki1

de i,abc

dt
+ ω2

n3

(

y 1,abc −Kp1e i,abc

)

, (4.20j)

0 =
d2
(

y 2,abc −Kp2e i,abc

)

dt2
−Ki2

de i,abc

dt
+ ω2

n4

(

y 2,abc −Kp2e i,abc

)

, (4.20k)

mcirc,abc =
1

Vdc

(

y 1,abc + y 2,abc

)

. (4.20l)

Considering only the ac components in (4.20j)-(4.20l) results in

0 =
d2
(

ỹ 1,abc,ac −Kp1ẽ i,abc,ac

)

dt2
−Ki1

dẽ i,abc,ac

dt
+ ω2

n3

(

ỹ 1,abc,ac −Kp1ẽ i,abc,ac

)

,

(4.21a)

0 =
d2
(

ỹ 2,abc,ac −Kp2ẽ i,abc,ac

)

dt2
−Ki2

dẽ i,abc,ac

dt
+ ω2

n4

(

ỹ 2,abc,ac −Kp2ẽ i,abc,ac

)

,

(4.21b)

m̃ circ,abc,ac =
1

Vdc

(

ỹ1,abc,ac + ỹ2,abc,ac

)

. (4.21c)

Applying Laplace transform to (4.21) results in

Ỹ 1,abc,ac(s) =
Kp1s

2 +Ki1s+Kp1ω
2
n3

s2 + ω2
n3

Ẽ i,abc,ac(s), (4.22a)

Ỹ 2,abc,ac(s) =
Kp2s

2 +Ki2s+Kp2ω
2
n4

s2 + ω2
n4

Ẽ i,abc,ac(s), (4.22b)
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M̃ circ,abc,ac =
1

Vdc

(

Ỹ 1,abc,ac(s) + Ỹ 2,abc,ac(s)
)

. (4.22c)

Similar to the approximation used in Section 4.2 on ac-side currents, the approxima-

tion

i circ,abc ≈ î circ,abc (4.23)

is valid on the basis of the settling time of the circulating current control system being

much greater than the settling time of the current filters. Subsequently,

e i,abc ≈ (i circ,abc,ref + i circ,abc,ref,v − i circ,abc) . (4.24)

Moreover, considering only the ac components in e i,abc gives rise to

ẽ i,abc,ac = ĩ circ,abc,ref,ac − ĩ circ,abc,ac. (4.25)

Applying Laplace transform to (4.25) and substituting the result in (4.22a) and

(4.22b) results in

Ỹ 1,abc,ac(s) =
Kp1s

2 +Ki1s+Kp1ω
2
n3

s2 + ω2
n3

(

Ĩ circ,abc,ref,ac(s)− Ĩ circ,abc,ac(s)
)

, (4.26a)

Ỹ 2,abc,ac(s) =
Kp2s

2 +Ki2s+Kp2ω
2
n4

s2 + ω2
n4

(

Ĩ circ,abc,ref,ac(s)− Ĩ circ,abc,ac(s)
)

. (4.26b)

Separating the ac components of the circulating current into its two major com-

ponents, namely, the second- and the fourth-harmonic components, and as Laplace

transform is a linear operator, (4.26) is rewritten as

Ỹ 1,abc,ac(s) =

(

Kp1 +
Ki1s

s2 + ω2
n3

)

(

Ĩ circ,abc,ref,ac,2(s)− Ĩ circ,abc,ac,2(s)
)

Kp1

(

Ĩ circ,abc,ref,ac,4(s)− Ĩ circ,abc,ac,4(s)
)

, (4.27a)
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Ỹ 2,abc,ac(s) =

(

Kp2 +
Ki2s

s2 + ω2
n4

)

(

Ĩ circ,abc,ref,ac,4(s)− Ĩ circ,abc,ac,4(s)
)

Kp2

(

Ĩ circ,abc,ref,ac,2(s)− Ĩ circ,abc,ac,2(s)
)

, (4.27b)

where Ĩ circ,abc,ac,k(s) is the Laplace transform of kth-harmonic in ĩ circ,abc,ac. The res-

onant parts
Ki1s

s2 + ω2
n3

and
Ki2s

s2 + ω2
n4

in (4.27) have negligible impact on the fourth

and second harmonic components, respectively. Substituting for Ỹ 1,abc,ac(s) and

Ỹ 2,abc,ac(s) from (4.27) in (4.22c) and splitting M̃ circ,abc,ac into its corresponding two

major components result in

M̃ circ,abc,ac = M̃ circ,abc,ac,2 + M̃ circ,abc,ac,4, (4.28a)

M̃ circ,abc,ac,2 =
1

Vdc

(

Kp1 +Kp2 +
Ki1s

s2 + ω2
n3

)

(

Ĩ circ,abc,ref,ac,2(s)− Ĩ circ,abc,ac,2(s)
)

,

(4.28b)

M̃ circ,abc,ac,4 =
1

Vdc

(

Kp1 +Kp2 +
Ki2s

s2 + ω2
n4

)

(

Ĩ circ,abc,ref,ac,4(s)− Ĩ circ,abc,ac,4(s)
)

.

(4.28c)

Based on (4.2b), whenever δv∆c,j,dc becomes greater than zero, the first harmonic

component of ĩcirc,j,ac increases. However, as shown in (4.2g), this results in the

reduction of δv∆c,j,dc, which in turn reduces the magnitude of ĩcirc,j,ac. Therefore,

v∆c,j,dc = V
∆

c,j,dc + δv∆c,j,dc is always zero or close to zero. Therefore, δv∆c,j,dc can be

neglected hereafter. Consequently, (4.2b) becomes

Lo

dĩcirc,j,ac
dt

+Roĩcirc,j,ac = m̃circ,j,acVdc + ṽcirc,source,j, (4.29)

where

vcirc,source,j = −N
2

(

1

2
−M circ,j

)

ṽΣc,j,ac +N

˜(

mj ṽ
∆
c,j,ac

4

)

+N

˜(

mcmṽ
∆
c,j,ac

4

)

.
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The transfer function relating Ĩcirc,j,ac(s) to M̃circ,j,ac(s) is given by

Ĩcirc,j,ac(s) =
Vdc

sLo +Ro

M̃circ,j,ac(s). (4.30)

Separating the ac components of the circulating current into the second and fourth

harmonic components, (4.30) is rewritten as

Ĩcirc,j,ac,2(s) =
Vdc

sLo +Ro

M̃circ,j,ac,2(s), (4.31a)

Ĩcirc,j,ac,4(s) =
Vdc

sLo +Ro

M̃circ,j,ac,4(s). (4.31b)

Substituting for M̃circ,j,ac,2(s) and M̃circ,j,ac,4(s) from (4.28) in (4.31) results in

Ĩcirc,j,ac,2(s)

Ĩcirc,j,ref,ac,2(s)
=

Kpts
2 +Ki1s+Kptω

2
n3

Los3 + (Kpt +Ro) s2 + (Ki1 + Loω2
n3) s + (Kpt +Ro)ω2

n3

, (4.32a)

Ĩcirc,j,ac,4(s)

Ĩcirc,j,ref,ac,4(s)
=

Kpts
2 +Ki2s+Kptω

2
n4

Los3 + (Kpt +Ro) s2 + (Ki2 + Loω2
n4) s + (Kpt +Ro)ω2

n4

, (4.32b)

where Kpt = Kp1 + Kp2. The gains of the circulating current controller Kpt and

Ki1 are tuned using the characteristic equation s3+
(Kpt +Ro)

Lo

s2+
(Ki1 + Loω

2
n3)

Lo

s+

(Kpt +Ro)ω
2
n3

Lo

, andKi2 is tuned using the characteristic equation s3+
(Kpt +Ro)

Lo

s2+

(Ki2 + Loω
2
n4)

Lo

s +
(Kpt +Ro)ω

2
n4

Lo

such that the corresponding settling times are an

order of magnitude greater than the settling time of the grid-side qd current con-

trollers.

Considering only the dc components in (4.20i)-(4.20l) and using î circ,abc,dc ≈
i circ,abc,dc results in

e i,abc,dc = (i circ,abc,ref,dc + i circ,abc,ref,v,dc − i circ,abc,dc) , (4.33a)

0 =
d2
(

y1,abc,dc −Kp1e i,abc,dc

)

dt2
−Ki1

de i,abc,dc

dt
+ ω2

n3

(

y 1,abc,dc −Kp1e i,abc,dc

)

,

(4.33b)
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0 =
d2
(

y2,abc,dc −Kp2e i,abc,dc

)

dt2
−Ki2

de i,abc,dc

dt
+ ω2

n4

(

y 2,abc,dc −Kp2e i,abc,dc

)

,

(4.33c)

mcirc,abc,dc =
1

Vdc

(

y1,abc,dc + y2,abc,dc

)

. (4.33d)

Substituting for xdc = X+δxdc with x = e i,abc,dc, i circ,abc,ref,v,dc, i circ,abc,dc, y1,abc,dc, and

y2,abc,dc in (4.33) results in

δe i,abc,dc = (δi circ,abc,ref,v,dc − δi circ,abc,dc) , (4.34a)

0 = ω2
n3

(

δy 1,abc,dc −Kp1δe i,abc,dc

)

, (4.34b)

0 = ω2
n4

(

δy 2,abc,dc −Kp2δe i,abc,dc

)

, (4.34c)

δmcirc,abc,dc =
1

Vdc

(

δy 1,abc,dc + δy2,abc,dc

)

, (4.34d)

where E i,abc,dc = 0, I circ,abc,ref,v,dc = 0, and I circ,abc,dc = i circ,abc,ref,dc. Substituting for

δe i,abc,dc from (4.34a) in (4.34b) and (4.34c) results in

δy1,abc,dc = Kp1 (δi circ,abc,ref,v,dc − δi circ,abc,dc) , (4.35a)

δy2,abc,dc = Kp2 (δi circ,abc,ref,v,dc − δi circ,abc,dc) . (4.35b)

Substituting for δy1,abc,dc and δy2,abc,dc from (4.35) in (4.34d) results in

δm circ,abc,dc =
1

Vdc
(Kp1 +Kp2) (δi circ,abc,ref,v,dc − δi circ,abc,dc) . (4.36)

Based on v̂ cy,abc,dc ≈ v cy,abc,dc∀y ∈ {p, n}, v̂Σ
c,abc,f,dc ≈ v̂Σ

c,abc,dc, (4.20h) is modified to

δi circ,abc,ref,v,dc = 0.5Kpvδv
Σ
c,abc,dc, (4.37)
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with V
Σ

c,abc,dc = 2vc,ref1 . Substituting for δi circ,abc,ref,v,dc from (4.37) in (4.36) results

in

δmcirc,abc,dc =
1

Vdc
(Kp1 +Kp2)

(

0.5Kpvδv
Σ
c,abc,dc − δi circ,abc,dc

)

. (4.38)

Based on (4.2c), (4.2e), and (4.38), the following per-phase state-space representation

is derived:

d

dt





δicirc,j,dc

δvΣc,j,dc



 = A





δicirc,j,dc

δvΣc,j,dc



 , (4.39)

where

A =















−Ro +N (Kp1 +Kp2)

Lo

−N
2

1

2
−M circ,j −

(Kp1 +Kp2)Kpv

N
Lo

Vdc + 2
idc
3

(Kp1 +Kp2)− 2M circ,jVdc

CSMVdc
− 1

RpCSM
− idc (Kp1 +Kp2)Kpv

3CSMVdc















.

Based on (4.39), the proportional controller gain Kpv is chosen such that the settling

time of the system of (4.39) is an order of magnitude greater than the settling time

of the current/voltage filters. The aforementioned constraints have been implicitly

used in the derivation of (4.39).

The mathematical procedure to prove that mitigation of the second-order har-

monic component of the circulating current results in the reduction of the voltage

ripple, is explained in detail in Appendix A.
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5. CONTROL OF THE MMC UNDER

VARIABLE-FREQUENCY OPERATION

As compared with the fixed-frequency operation, control of the MMC under variable-

frequency constant-current operation has its unique challenges. The main challenges

are the magnitude of the SM capacitor voltage ripple that is inversely proportional

to the frequency and, if not properly and actively mitigated, introduces instability

and increases power losses and component sizes of the MMC. Based on the develop-

ments of Chapter 3, in this chapter, the MMC system subject to variable-frequency

operation is modeled and analyzed, and two new strategies to control its operation

are proposed. A comprehensive analysis of the two proposed strategies is provided

and an optimization problem to establish the Pareto-optimal front, given the circuit

parameters, is formulated in this chapter.

5.1 Statement of the Problem under Low-Frequency Operation

Neglecting Rp in (3.40c) and (3.40d), the derivative of the SM capacitor voltages

of the upper and lower arms of phase-j is given by

dvcp,j
dt

=

(

icirc,j +
ij
2

)

CSM

(

1−mj −mcm

2
−mcirc,j

)

, (5.1a)

dvcn,j
dt

=

(

icirc,j −
ij
2

)

CSM

(

1 +mj +mcm

2
−mcirc,j

)

. (5.1b)
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Assuming mcm = 0 and mcirc,j = 0 in (5.1), the following expressions are obtained:

dvcp,j
dt

=

(

icirc,j +
ij
2

)

CSM

(

1−mj

2

)

=
ij

4CSM
− mjicirc,j

2CSM
− mjij

4CSM
+
icirc,j
2CSM

, (5.2a)

dvcn,j
dt

=

(

icirc,j −
ij
2

)

CSM

(

1 +mj

2

)

= − ij
4CSM

+
mjicirc,j
2CSM

− mjij
4CSM

+
icirc,j
2CSM

. (5.2b)

Furthermore, assuming

ij = Io cos (ωrt+ φ) , (5.3a)

mj = m cos (ωrt) , (5.3b)

icirc,j ≈
idc
3

=
Pdc

3Vdc
≈ Pac

3Vdc
≈ mIo cos φ

4
, (5.3c)

in (5.2) and upon the subsequent integration of the modified equation, the peak-to-

peak value of the SM capacitor voltage ripple is given by [75]

δvc,pp =
Io

2CSMωr

(

1−
(

m cosφ

2

)2
)

3
2

. (5.4)

As shown in (5.4), the magnitude of the SM capacitor voltage ripple has inverse depen-

dance on the ac-side frequency and direct dependance on the magnitude of the ac-side

phase current. Consequently, in constant-torque applications, at low speeds, the mag-

nitude of the voltage ripple becomes pronounced. This issue is less pronounced in

quadrature-torque applications since the current magnitude is proportional to the fre-

quency. Therefore, there is a need to actively mitigate the low-frequency components

of the SM capacitor voltage ripple when the MMC is used in variable-speed constant-
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torque applications, e.g., as the generator-side converter of the WECS during startup

or whenever there is a need to build the turbine speed.

5.2 The Existing Capacitor Voltage Ripple Reduction Strategies and

Their Limitations

In the technical literature, a few control strategies have been proposed/investigated

to resolve the aforementioned issue [51–55]. Considering the common-mode voltage

and the circulating current as two degrees of freedom, all of those solutions are based

on injecting a common-mode voltage at the ac-side phase voltage and a circulating

current in the phase-legs of the MMC to cancel the low-frequency components of the

SM capacitor voltage ripple. In this chapter, the low-frequency components refer to

the components whose frequencies are significantly smaller than the rated frequency

of the machine.

5.2.1 Sine-Wave Strategy

A sinusoidal common-mode phase voltage and circulating current injection strat-

egy is proposed in [51, 52, 54]. In this strategy, the common-mode phase voltage

reference waveform and the reference for the circulating current are given by

mcm =Mcm sin (ωcmt) , (5.5a)

icirc,j,ref = ij

(

1−m2
j

Mcm

)

sin (ωcmt) +
mjij
2

, (5.5b)

where Mcm and ωcm are the magnitude and the angular frequency of the common-

mode voltage, respectively. The reference waveforms used to control the voltages in
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the upper and lower arms of phase-j to generate the common-mode voltage and the

required circulating current are given by (3.1) and is repeated here for convenience:

mp,j =
1−mj −mcm

2
−mcirc,j , (5.6a)

mn,j =
1 +mj +mcm

2
−mcirc,j. (5.6b)

Substituting for mcm from (5.5a), icirc,j ≈ icirc,j,ref from (5.5b), and mp,j from (5.6a)

in (5.1a), the derivative of the upper-arm phase-j SM capacitor voltages is deduced

as

dvcp,j
dt

=

(

icirc,j +
ij
2

)

CSM

(

1−mj −mcm

2
−mcirc,j

)

=
1

CSM

[(

−mjMcm

4
− Mcm

4
+

(

1−mj −m2
j +m3

j

)

2Mcm

)

ij sin (ωcmt)

+

(

1−m2
j

)

4
ij cos (2ωcmt)−mcirc,j

(

icirc,j +
ij
2

)

]

. (5.7)

The validity of icirc,j ≈ icirc,j,ref is under the assumption of a sufficiently fast closed-

loop circulating current controller. Typically, mcirc,j in (5.7) is extremely small and is

neglected. Considering appropriate phase shifts, similar expressions can be concluded

for the derivative of the lower-arm phase-j SM capacitor voltages. As may be noticed

from (5.7), the derivative of the upper-arm SM capacitor voltages does not contain

low-frequency components. Upon integration of (5.7), the capacitor voltage ripple

of the upper-arm SMs can be obtained, which will have an inverse dependance on

the frequency of the components present in the derivative of the SM capacitor volt-

ages. Thus, the absence of the low-frequency components in the derivative of the SM

capacitor voltages reduces the magnitude of the capacitor voltage ripple. A similar

deduction can also be extended to the lower-arm SM capacitor voltages.

Although by the sine-wave strategy, the magnitude of the SM capacitor voltage

ripple is reduced, the large magnitude of the circulating current increases the converter
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power losses as well as the rating values of the components. To resolve this problem,

a square-wave strategy has been proposed in [55] that is explained in the following

section.

5.2.2 Square-Wave Strategy

As opposed to the sinusoidal common-mode voltage and circulating current in-

jection, to reduce the peak and rms values of the circulating current, a square-wave

common-mode voltage and circulating current injection strategy is proposed in [55].

The main drawback of the square-wave strategy lies in the control of the circulating

currents. The circulating current in phase-j, icirc,j, of the MMC is controlled by the

voltage across the arm inductor that is given by vcirc,j = Lo

dicirc,j
dt

. To inject a square-

wave circulating current, at certain instants vcirc,j → ∞, which is impossible to attain.

In reality, the maximum attainable vcirc,j is limited and depends on the MMC circuit

parameters. This limitation, consequently, impacts the control of the circulating cur-

rent and the magnitude of the SM capacitor voltage ripple. Furthermore, because of

the finite rise/fall time of the square-wave circulating current, additional harmonic

components are introduced into the circulating current that would further impact

the results. To resolve the above-mentioned issues associated with the sine-wave and

square-wave strategies, in the following section, two new strategies are proposed.

5.3 The Proposed Strategies

The proposed strategies are based on injecting a square-wave common-mode phase

voltage whose corresponding reference waveform is expressed by

mcm =















Mcm if 0 < t′ ≤ 1

2fcm

−Mcm if
1

2fcm
< t′ ≤ 1

fcm

, (5.8)
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where fcm is the common-mode frequency and t′ is the remainder of time, t, divided by
1

fcm
. The distinction between the two new proposed strategies lies in the circulating

current that is used to mitigate the low-frequency components of the SM capacitor

voltage ripple, as explained in the following sections.

5.3.1 Strategy I

In this strategy, the reference for the sinusoidal circulating current with compo-

nents in the vicinity of the common-mode frequency, is given by

icirc,j,ref = ij







1−m2
j

4

π
Mcm






sin (ωcmt) +

mjij
2

. (5.9)

The square-wave common-mode reference waveform in (5.8) can be expressed by

its Fourier series expansion as

mcm =

∞
∑

k=0

4Mcm

π (2k + 1)
sin {(2k + 1)ωcmt} . (5.10)

Substituting for mcm from (5.10) in (5.6) results in

mp,j =

1−mj −
∑∞

k=0

4Mcm

π (2k + 1)
sin {(2k + 1)ωcmt}

2
−mcirc,j, (5.11a)

mn,j =

1 +mj +
∑∞

k=0

4Mcm

π (2k + 1)
sin {(2k + 1)ωcmt}

2
−mcirc,j. (5.11b)
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Substituting for mp,j from (5.11a), and for icirc,j ≈ icirc,j,ref from (5.9) in (5.1a) results

in

dvcp,j
dt

=
1

CSM

[

−mcirc,j

(

icirc,j +
ij
2

)

+
π

8Mcm

ij (1−mj)
(

1−m2
j

)

sin (ωcmt)

+
ij
4

(

1−m2
j

)

cos (2ωcmt)−
1

2

∞
∑

k=1

ij sin (ωcmt)

2k + 1
sin {(2k + 1)ωcmt}

(

1−m2
j

)

−ij
4
(1 +mj)

∞
∑

k=0

4Mcm

π (2k + 1)
sin {(2k + 1)ωcmt}

]

. (5.12)

As shown by (5.12), the frequency spectrum of the derivative of the upper-arm SM

capacitor voltages is shifted to the vicinity of fcm, which assists in reducing the

magnitude of the upper-arm SM capacitor voltage ripple. A similar deduction can

also be extended to the lower-arm SM capacitor voltage ripple.

5.3.2 Strategy II

In this strategy, the reference for the sinusoidal circulating current with compo-

nents in the vicinity of the common-mode frequency and a third harmonic of the

common-mode frequency, is given by

icirc,j,ref = ij (m1 sin (ωcmt) +m3 sin (3ωcmt))







1−m2
j

4

π
Mcm






+
mjij
2

. (5.13)

m1 and m3 in (5.13) are determined to minimize the rms value of circulating current

and to mitigate the low-frequency components of the SM capacitor voltage ripple.
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Substituting for mp,j from (5.11a), and for icirc,j ≈ icirc,j,ref from (5.13) in (5.1a)

results in

dvcp,j
dt

= − 1

CSM

[

mcirc,j

(

icirc,j +
ij
2

)

− ij
4
(1 +mj)

∞
∑

k=0

4Mcm

π (2k + 1)
sin {(2k + 1)ωcmt}

+ (1−mj)
πij
(

1−m2
j

)

8Mcm
(m1 sin (ωcmt) +m3 sin (3ωcmt))

+
ij
(

1−m2
j

)

2

((m1

3
− m3

2

)

cos (2ωcmt) +
(m1

6
+
m3

2

)

cos (4ωcmt)
)

−
ij
(

1−m2
j

)

2
(m1 sin (ωcmt) +m3 sin (3ωcmt))

∞
∑

k=2

1

(2k + 1)
sin {(2k + 1)ωcmt}

+
ij
(

1−m2
j

)

2

m3

6
cos (6ωcmt) +

ij
(

1−m2
j

)

4

(

1−m1 −
m3

3

)

]

. (5.14)

To mitigate the low-frequency components of the SM capacitor voltage ripple, the

last term in (5.14) should be enforced to zero, i.e.,

1−m1 −
m3

3
= 0. (5.15)

Also, as shown by (5.13), to minimize the rms value of the circulating currents,

m2
1+m

2
3 needs to be minimized. Therefore, the coefficients, m1 andm3, are determined

by

Minimize m2
1 +m2

3 (5.16)

subject to m1 +
m3

3
= 1
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Solving (5.16) gives m1 = 0.9 and m3 = 0.3. Substituting for m1 and m3 in (5.14),

the derivative of the upper-arm SM capacitor voltages is given by

dvcp,j
dt

= −mcirc,j

(

icirc,j +
ij
2

)

− ij
4
(1 +mj)

∞
∑

k=0

4Mcm

π (2k + 1)
sin {(2k + 1)ωcmt}

+ (1−mj)
πij
(

1−m2
j

)

8Mcm

(0.9 sin (ωcmt) + 0.3 sin (3ωcmt))

+
ij
(

1−m2
j

)

2
(0.15 cos (2ωcmt) + 0.3 cos (4ωcmt) + 0.05 cos (6ωcmt))

−
ij
(

1−m2
j

)

2
(0.9 sin (ωcmt) + 0.3 sin (3ωcmt))

∞
∑

k=2

1

(2k + 1)
sin {(2k + 1)ωcmt} .

(5.17)

As indicated by (5.17), under low-frequency operation, the frequency spectrum of the

derivative of the upper-arm SM capacitor voltages is shifted to the vicinity of fcm,

thereby, reducing the magnitude of the upper-arm SM capacitor voltage ripple. A

similar deduction can also be extended to the lower-arm SM capacitor voltage ripple.

5.3.3 Comparison of the Proposed Strategies with the Existing Strategy

and Formulation of an Optimization Problem

As discussed in Section 5.2, the square-wave strategy in [55] does not provide the

expected results. So the performance of the proposed strategies are compared against

the sine-wave strategy in [51]. Assuming the same peak value for the common-mode

voltage reference waveforms of the two proposed strategies and the sine-wave strategy,

i.e., the sameMcm, the resultant reduction in the peak value of the circulating current

is 21.5 % and 33.8 %, respectively. The squared rms value of the circulating current,

which is proportional to the conduction losses of the converter, is reduced by 38%

and 44.2%, respectively. However, as compared to Strategy I, Strategy II requires a

higher mcirc,j, which, subsequently, limits the peak value of the common-mode voltage

reference Mcm. To determine the peak value of the common-mode voltage for each of



73

the proposed strategies, the following constraint that represents the viable range of

the upper-arm reference waveform, should be satisfied:

0 ≤ mp,j ≤ 1

=⇒ 0 ≤ 1−mj −mcm

2
−mcirc,j ≤ 1. (5.18)

Based on (5.18), the limits of the common-mode voltage reference waveform and,

subsequently, the peak and squared rms values of the circulating currents of the

three strategies are shown in Table 5.1. The variable x in Table 5.1 is defined as

x =
4IoLoωcm

Vdc (1−m)2
.

Table 5.1.
Comparison of the two proposed strategies with the sine-wave strategy

Strategy Mcm icirc,j,peak i2circ,j,rms

Strategy I
(1−m)

2

(

1 +
√
1− 0.5πx

) 2Icm1,NM1, I2cm1,NM1

Icm1,NM1 =
πIo

4 (1−m)
(

1 +
√
1− 0.5πx

)

Strategy II
(1−m)

2

(

1 +
√
1− 0.9πx

) 1.874 Icm1,NM2, 10

9
I2
cm1,NM2

Icm1,NM2 =
0.9πIo

4 (1−m)
(

1 +
√
1− 0.9πx

)

Sine-Wave Strategy (1−m)

2

(

1 +
√
1− 2x

) 2Icm1,sine, I2cm1,sine

in [51] Icm1,sine =
Io

(1−m)
(

1 +
√
1− 2x

)

As shown in Table 5.1, the value of Mcm, and the peak and squared rms val-

ues of the circulating current depend on the strategy and the common-mode fre-

quency. Therefore, for variable-frequency operation of the MMC, a multi-objective

optimization procedure is required to make a tradeoff among the various strategies

and common-mode frequencies using the performance indices such as the magnitude
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of SM capacitor voltage ripple and the peak/rms values of the circulating currents.

That is,

x =





strategy

fcm





minimize
x

F (x ) =











δvc,pp(x )

icirc,j,rms(x )
2

icirc,j,peak(x )











(5.19)

subject to 0 ≤ mp,j(x ) ≤ 1 and

0 ≤ mn,j(x ) ≤ 1

These performance indices are calculated from (5.5b), (5.7), (5.9), (5.12), (5.13), and

(5.17) for the three different strategies. This multi-objective optimization leads to a

Pareto-optimal front.

For a variable-speed constant-torque drive application, an offline optimization

can be run at various operating ac-side low frequencies and for a given set of MMC

parameters to generate the Pareto-optimal front at each operating frequency. From

this Pareto front, the best strategy and the common-mode frequency at each operating

ac-side frequency can be chosen depending upon the application requirements and

saved in a look-up table. While the system runs, based on the operating ac-side

frequency, the appropriate strategy and common-mode frequency can be selected from

the look-up table. The block diagram of the MMC control system is shown in Fig. 5.1.

The optimal circulating current and common-mode voltage reference generator and

the control of circulating current and common-mode voltage are shown in Fig. 5.1.

The block diagram of the machine qd current controller is shown in Fig. 5.2.

In the wind energy conversion system of Fig. 2.1 with the MMC as the generator-

side converter, the aforementioned control system is required only during startup or

whenever the turbine speed needs to be built up. Otherwise, the quadrature torque
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Fig. 5.1. Block diagram of the MMC control system.

helps keep the magnitude of SM capacitor voltage ripple under required constraints

and the control system employed may resemble that described in Chapter 4.

5.4 Controller Design Methodology

The summary of the MMC control system to drive a machine during constant-

torque low-speed operation is shown in Fig. 5.1. The block diagram of the machine

qd current controller is shown in Fig. 5.2.
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Fig. 5.2. Block diagram of the machine qd current controllers.

5.4.1 Machine Current Controller

Similar to (4.9) and (4.13) that describe the ac-side current dynamics in qd grid-

reference frame, the dynamics of the ac-side currents of the MMC with machine load

in qd rotor-reference frame, is given by

Leq

di rqd
dt

+Reqi
r
qd = ur

qd, (5.20)

where

u r
qd = m e

qd

Vdc
2

− er
qd − ωrLeqX 1i

r
qd, (5.21a)

Leq =

(

Lload +
Lo

2

)

, (5.21b)

Req =

(

Rload +
Ro

2

)

. (5.21c)
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With a balanced three-phase ac-side load,

ir0 = mr
0 = er0 = 0. (5.22)

The back-emf eabc is given by

eabc =















ωrλ
r
m cos (θr)

ωrλ
r
m cos

(

θr −
2π

3

)

ωrλ
r
m cos

(

θr +
2π

3

)















. (5.23)

That is,

er
qd =





ωrλ
r
m

0



 . (5.24)

A standard PI controller given by

Kp +
Ki

s
, (5.25)

is used to control the machine qd currents, as summarized in Fig. 5.2. The machine

qd current controller is similar to the grid-side qd current controller. That is, the

closed-loop machine qd current control system may be derived on the lines similar to

the derivation in Section 4.2 of Chapter 4. The closed-loop machine qd current control

system is shown in Fig. 5.3. The characteristic equation of the system in Fig. 5.3 is

given by

s2 +

(

Req +Kp

Leq

)

s+

(

Ki

Leq

)

. (5.26)
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Fig. 5.3. Block diagram of the closed-loop machine qd current control system.

The settling time ts and damping constant δ of the system, whose characteristic

function is defined by (5.26), are then given by

ts = 8

(

Leq

Kp +Req

)

, (5.27a)

δ =
Req +Kp

2
√

KiLeq

. (5.27b)

Substituting a given settling time ts,out and damping constant δout in (5.27), the PI

controller parameters in the machine qd current controller are given by

Kp = 8

(

Leq

ts,out

)

− Req, (5.28a)

Ki =
(Req +Kp)

2

4δ2outLeq
. (5.28b)

5.4.2 Circulating Current Controller

Based on the circulating current controller shown in Fig. 5.1, the output of the

controller m circ,abc is given by

mcirc,abc =
Kp1

Vdc

(

i circ,abc,ref − î circ,abc

)

, (5.29a)

0 =
d2î circ,abc

dt2
+ 2ωn

dî circ,abc
dt

+ ω2
n

(

î circ,abc − i circ,abc

)

, (5.29b)
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0 =
d2v̂ cy,abc

dt2
+ 2ωn1

dv̂ cy,abc

dt
+ ω2

n1 (v̂ cy,abc − v cy,abc) , y ∈ {p, n} , (5.29c)

v̂Σ
c,abc = v̂ cp,abc + v̂ cn,abc, (5.29d)

i circ,abc,ref = Kpv

(

0.5v̂Σ
c,abc − vc,ref1

)

+ i circ,abc,ref,meth, (5.29e)

where i circ,abc,ref,meth depends upon the strategy chosen from Section 5.3 in constant

torque low-speed operation. Approximating the impact of the filters, that is, assuming

î circ,abc ≈ i circ,abc, (5.30a)

v̂ cy,abc ≈ v cy,abc, y ∈ {p, n} (5.30b)

in (5.29) results in

mcirc,abc =
Kp1

Vdc

(

Kpv

(

0.5vΣ
c,abc − vc,ref1

)

+ i circ,abc,ref,meth − i circ,abc
)

. (5.31)

Substituting for x = X+δxdc+ x̃ac with x = mcirc,abc, i circ,abc, i circ,abc,ref,meth, and vΣ
c,abc

in (5.31) results in

δmcirc,abc,dc =
Kp1

Vdc

(

0.5Kpvδv
Σ
c,abc,dc − δi circ,abc,dc

)

, (5.32a)

m̃circ,abc,ac =
Kp1

Vdc

(

0.5Kpvṽ
Σ
c,abc,ac + ĩ circ,abc,ref,meth,ac − ĩ circ,abc,ac

)

, (5.32b)

with M circ,abc = 0, I circ,abc = I circ,abc,ref,meth, and V
Σ

c,abc = 2vc,ref1 . Under the assump-

tion that ṽΣ
c,abc,ac is small, (5.32b) can be rewritten as

m̃ circ,abc,ac ≈
Kp1

Vdc

(

ĩ circ,abc,ref,meth,ac − ĩ circ,abc,ac

)

. (5.33)

Applying Laplace transform to (5.33) results in

M̃ circ,abc,ac(s) =
Kp1

Vdc

(

Ĩ circ,abc,ref,meth,ac(s)− Ĩ circ,abc,ac(s)
)

. (5.34)
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Fig. 5.4. Block diagram of the closed-loop control system of the ac components of
the circulating currents.

The dynamics of the ac components of the circulating current is obtained from Sec-

tion 4.3 in Chapter 4. The closed-loop control system of the ac components of the

circulating currents, which is described by (5.34) and (4.30), is summarized in Fig. 5.4.

The transfer function of the closed-loop control system shown in Fig. 5.4, is given

by

Kp1

sLo +Ro +Kp1

. (5.35)

The settling time and time constant of the closed-loop circulating current control

system described by (5.35) are given by

ts,int =
5Lo

Ro +Kp1
, and (5.36a)

Tcon =
Lo

Ro +Kp1
, (5.36b)

respectively. The design of the proportional controller gain Kp1 depends upon the

desired characteristics of the closed-loop circulating current control system that in-

clude:

1. The settling time of the closed-loop circulating current control system should

satisfy

ts,filter ≪ ts,int ≪ ts,out, (5.37)
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where ts,filter represents the settling time of the current/voltage filters used to

remove high-frequency measurement noise in the arm currents and/or SM ca-

pacitor voltages. The condition given by (5.37) ensures that the closed-loop

control system of (5.35) settles much faster than the closed-loop machine qd

current control system and much slower than the current/voltage filter.

2. The closed-loop control system should not attenuate the common-mode fre-

quency components in the circulating currents. That is, the inverse of the time

constant of the closed-loop circulating current control system is

1

Tcon
=
Kp1 +Ro

Lo

≫ 2πfcm. (5.38)

Based on (5.37), the minimum and maximum settling times, ts,int,max and ts,int,min

are defined as

ts,int,max =
ts,out
5

, (5.39a)

ts,int,min = 5ts,filter. (5.39b)

Let Kp1,min1 and Kp1,max be the proportional controller gains corresponding to ts,int =

ts,int,min and ts,int = ts,int,max, respectively. Then, based on (5.39) and (5.36a),

Kp1,min1 = 5
Lo

ts,out
5

− Ro, (5.40a)

Kp1,max = 5
Lo

5ts,filter
− Ro. (5.40b)

Based on (5.38), the maximum time constant of the closed-loop circulating current

control system is defined as

Tcon,max =
1

10× 2πfcm
. (5.41)
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The corresponding proportional controller gain, Kp1,min2 , based on (5.41) and (5.36b),

is

Kp1,min2 = 10× 2πfcmLo −Ro. (5.42)

The constraints on Kp1 are given by

max {Kp1,min1 , Kp1,min2} < Kp1 < Kp1,max (5.43)

The control of the dc components of the circulating current and SM capacitor

voltages is similar to the one described in Section 4.3 of Chapter 4, as may be noticed

by comparing (5.32a) to (4.38). That is, if Kp1 +Kp2 is replaced with Kp1 in (4.39),

then the modified expression represents the closed-loop control system of the dc com-

ponents of the circulating current and SM capacitor voltages. The aforementioned

system may be used to choose Kpv as was explained in Section 4.3 of Chapter 4.

The stability analysis of the MMC control system to drive a machine during

constant-torque low-speed operation is performed in Appendix B.
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6. OPTIMAL CONTROL

The controller gains of the MMC control system in Chapters 4 and 5 are designed

such that the MMC system is stable. The design procedure utilizes the approximate

per-phase MMC state-space model. Furthermore, it neglects (i) the higher-order

terms in the Taylor series expansion of the aforementioned MMC state-space model,

and (ii) the small terms in the Fourier series expansion of the linearized model. This

controller design procedure may not generate the controller gains that lead to the

optimal performance of the MMC system.

The optimization of the controller gains of a class of non-linear non-autonomous

hybrid system is considered in this chapter. The system of MMC described by the

advanced MMC state-space model and its controllers described in Chapters 4 and 5,

are examples of the aforementioned class of the hybrid system.

Glossary of terms

States of the system x ∈ Rn

States of the controller x c ∈ Rc

Outputs of the controller u1 ∈ Ωu1 = [−1, 1]u1 ⊂ Ru1

u2 ∈ Ωu2 = [−1, 1]u2 ⊂ Ru2

u ∈ Ωu = [−1, 1]u ⊂ Ru

Decision variables K ∈ ΩK ⊂ RK

Cost function L : Rn → R

Total cost function J : ΩK → Ω ⊂ R

Tangent to state trajectory f : Rn × Ωu × R → Rn

Controller state function g : Rc × Rn × ΩK × Z → Rc
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Controller output functions h1 : R
c × ΩK × Z → Ωu1

h2 : Ω
u1 × Rc × ΩK × Z → Ωu2

h : Ωu1 × Ωu2 → Ωu

Control period Tsc

6.1 Hybrid System and Cosimulation

In this chapter, a class of non-linear non-autonomous hybrid system with continuous-

time system states and discrete-time control states is considered. The motivation to

use discrete-time control states lies in the digital implementation of the controllers of

many practical systems. Instead of a continuous-time system and control state-space

model, the use of a hybrid system state-space model allows for parallel computation

of the system and control states, which can increase the speed of simulation. The

hybrid system state-space model also improves the accuracy of the calculated states

as it represents a model closer to the real model.

To optimize the gains of the controller of the aforementioned class of hybrid sys-

tem, the following variational quadratic regulator problem is considered:

minimize
K

J (K ) =
Nt

Σ
k=0

L (x c[k]) Tsc (6.1a)

subject to
dx (t)

dt
= f (x (t),u [k], t) , kTsc ≤ t < (k + 1)Tsc, (6.1b)

x c[k] = g (x c[k − 1], x [k − 1],K , k) , (6.1c)

u1[k] = h1 (x c[k],K , k) , (6.1d)

u2[k] = h2 (u1[k], x c[k],K , k) , (6.1e)

u [k] = h (u1[k],u2[k]) . (6.1f)

The constraints in the optimization problem in (6.1), that is (6.1b)-(6.1f), define the

dynamics of the hybrid system. The optimization problem in (6.1) is solved using

gradient-based optimization algorithms that require determination of the gradient of

the cost function defined in (6.1). The gradient-based optimization algorithms also

require an initial guess for the gains of the controller (the decision variable) that al-
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lows stable operation of the system. Assuming a continuous-time system and control

state-space model, the initial guess may be determined based on the application of

Lyapunov analysis of singularly perturbed systems to the continuous-time state-space

model. Typically, the discrete-time control states are obtained based on discretiza-

tion of continuous-time control states, which may be used in the aforementioned

continuous-time state-space model to determine the initial guess. The aforementioned

method to determine the initial guess provides local exponential stability [76].

6.1.1 Gradient of Cost Function

Assumptions 1 The optimization problem in (6.1) assumes the following:

1. L is twice continuously differentiable.

2. f is continuously differentiable in Rn × Ωu at any time t.

3. g is continuously differentiable in Rc × Rn × ΩK for any k.

4. h1, h2, and h are continuously differentiable in Rc × ΩK, Ωu1 × Rc × ΩK , and

Ωu1 × Ωu2, respectively, for any k.

Lemma 1 Let K1 and K2 be two decision variables for the optimization problem

in (6.1). Let the corresponding states of the system be xK1
(t) and xK2

(t), states

of the controller be xc,K1
[k] and xc,K2

[k], and outputs of the controller be uK1
[k] =

h (u1,K1
[k],u2,K1

[k]) and uK2
[k] = h (u1,K2

[k],u2,K2
[k]). Moreover, let

δK = K1 −K2, (6.2a)

∆xδK(t) = xK1
(t)− xK2

(t), (6.2b)
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∆xc,δK[k] = xc,K1
[k]− xc,K2

[k], (6.2c)

∆u1,δK[k] = u1,K1
[k]− u1,K2

[k], (6.2d)

∆u2,δK[k] = u2,K1
[k]− u2,K2

[k], (6.2e)

∆uδK[k] = uK1
[k]− uK2

[k]. (6.2f)

Under the conditions that ∆xδK(0) = ∆xc,δK[0] = ∆u1,δK[0] = ∆u2,δK[0] = ∆uδK[0] =

0 and based on Assumptions 1, the following are true:

∆xδK(t) = O (‖δK‖) ∀t, (6.3a)

∆xc,δK[k] = O (‖δK‖) ∀k, (6.3b)

∆u1,δK[k] = O (‖δK‖) ∀k, (6.3c)

∆u2,δK[k] = O (‖δK‖) ∀k, (6.3d)

∆uδK[k] = O (‖δK‖) ∀k, (6.3e)

where O is defined by [77]

l (x) = O (g (x)) ⇐⇒ ∃K > 0, δ > 0 : if ‖x‖ < δ,
‖l (x)‖
|g (x)| ≤ K. (6.4)

Proof Proof by induction. Given that ∆x δK (0) = ∆x c,δK [0] = ∆u1,δK [0] =

∆u2,δK [0] = ∆u δK [0] = 0 and Assumptions 1 is valid, then

∆x δK (t) = 0 ∀t ∈ [0, Tsc] , (6.5a)

∆x c,δK [1] = J g (K )|
K 2
.δK + o (‖δK‖) = O (‖δK‖) , (6.5b)

∆u1,δK [1] = J h1
(x c[k])|x c,K2

[1] .∆x c,δK [1] + J h1
(K )|K 2

.δK

+ o (‖∆x c,δK [1]‖) + o (‖δK‖)

= O (‖δK‖) , (6.5c)
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∆u2,δK [1] = J h2
(u1[k])|u1,K2

[1] .∆u1,δK [1] + J h2
(x c[k])|x c,K2

[1] .∆x c,δK [1]

+ J h2
(K )|K2

.δK + o (‖∆x c,δK [1]‖) + o (‖∆u1,δK [1]‖) + o (‖δK‖)

= O (‖δK‖) , (6.5d)

∆uδK [1] = J h (u1[k])|u1,K2
[1] .∆u1,δK [1] + J h (u2[k])|u2,K2

[1] .∆u2,δK [1]

+ o (‖∆u1,δK [1]‖) + o (‖∆u2,δK [1]‖)

= O (‖δK‖) , (6.5e)

where o is defined by [77]

l (x ) = o (g (x )) ⇐⇒ lim
x→0

‖l (x )‖
|g (x )| = 0, (6.6)

and J g (K ) is defined as the Jacobian of g with respect to K . That is, the validity

of the lemma for 0 ≤ t ≤ Tsc is shown in (6.5).

Next, assuming the lemma to be true for (k − 1)Tsc ≤ t ≤ kTsc, the following are

true:

∆x δK (t) = O (‖δK‖) ∀t ∈ [(k − 1)Tsc, kTsc] , (6.7a)

∆x c,δK [k] = O (‖δK‖) , (6.7b)

∆u1,δK [k] = O (‖δK‖) , (6.7c)

∆u2,δK [k] = O (‖δK‖) , (6.7d)

∆uδK [k] = O (‖δK‖) . (6.7e)

In the following few lines, the lemma is proved for kTsc ≤ t < (k + 1)Tsc. Since f is

continuously differentiable on Rn × Ωu, by Taylor’s theorem

d∆x δK

dt
= f (xK 1

,uK 1
[k], t)− f (xK 2

,uK 2
[k], t)

= J f (x )|xK2

∆x δK + J f (u [k])|uK2
[k]∆u δK [k]

+ o (‖∆x δK‖) + o (‖∆uδK [k]‖) . (6.8)
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Using

o (‖∆x δK‖) ⊂ O (‖∆x δK‖) ⇔ o (‖∆x δK‖) ≤ L ‖∆x δK‖ , L ∈ R, L > 0 (6.9)

in (6.8), the following is obtained:

d∆x δK

dt
≤
(

J f (x )|xK2

+ L
)

∆x δK + J f (u [k])|uK2
[k]∆u δK [k]

+ o (‖∆u δK [k]‖ (6.10)

Integrating (6.10) results in

∆x δK (t) ≤ ∆x δK (kTsc) +

∫ t

kTsc

Φ (t, τ)Bdτ, (6.11a)

B =
(

J f (u [k])|uK2
[k]∆u δK [k] + o (‖∆u δK [k]‖)

)

, (6.11b)

where Φ (t, τ) is the state transition matrix corresponding to the matrix J f (x )|xK2

+

L. Based on (6.7) and (6.11), the following is deduced:

∆x δK (t) = O (‖δK‖) , ∀t ∈ [kTsc, (k + 1)Tsc] . (6.12)

Since g is continuously differentiable on Rc × ΩK , by Taylor’s theorem

∆x c,δK [k + 1] = J g (x c[k])|x c,K2
[k] .∆x c,δK [k]

+ J g (x [k])|xK2
[k] .∆x δK [k] + J g (K )|

K2
.δK

+ o (‖∆x c,δK [k]‖) + o (‖∆x δK [k]‖) + o (‖δK‖) . (6.13)

Using o(y) ⊂ O(y), y ∈ R, y > 0 in (6.13), and based on (6.7), the following is

deduced:

∆x c,δK [k + 1] = O (‖δK‖) . (6.14)
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Using similar arguments on ∆u1,δK [k + 1], ∆u2,δK [k + 1], and ∆u δK [k + 1], the

following results are obtained:

∆u1,δK [k + 1] = O (‖δK‖) , (6.15a)

∆u2,δK [k + 1] = O (‖δK‖) , (6.15b)

∆uδK [k + 1] = O (‖δK‖) . (6.15c)

Equations (6.12), (6.14), and (6.15) prove the lemma for kTsc ≤ t ≤ (k + 1)Tsc. This

completes the proof of Lemma 1 by induction.

Theorem 6.1.1 Based on Assumption 1 and Lemma 1, the gradient of the total cost

of the optimization problem in (6.1), may be defined as

∇KJ =
Nt

Σ
k=0

(

dxc[k]

dK

)T
(

∇xc[k]L
)

Tsc, (6.16)

where

d

dt

(

dx(t)

dK

)

= Jf (x)
dx(t)

dK
+ Jf (u[k])

du[k]

dK
, kTsc ≤ t < (k + 1)Tsc, (6.17a)

dxc[k]

dK
= Jg (xc[k − 1])

dxc[k − 1]

dK
+ Jg (x[k − 1])

dx[k − 1]

dK
+ Jg (K) , (6.17b)

du1[k]

dK
= Jh1 (xc[k])

dxc[k]

dK
+ Jh1 (K) , (6.17c)

du2[k]

dK
= Jh2 (u1[k])

du1[k]

dK
+ Jh2 (xc[k])

dxc[k]

dK
+ Jh2

(K) , (6.17d)

du[k]

dK
= Jh (u1[k])

du1[k]

dK
+ Jh (u2[k])

du2[k]

dK
, (6.17e)

and J is the Jacobian matrix.

Proof The gradient of the total cost function of (6.1) is given by

∇KJ =

(

∂J

∂K1

∂J

∂K2
....

∂J

∂KK

)T

, (6.18a)

K =
(

K1 K2 .... KK

)T

, (6.18b)
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The derivation of
∂J

∂K1
is shown here and it can be easily extended to any

∂J

∂Ki

, i ∈
{2, 3, .., K}.

Let

∆JδK1
= J(K 1)− J(K 2)

=
Nt

Σ
k=0

(L (x c,K1+δK1
[k])− L (x c,K1

[k])) Tsc, (6.19)

where K 1 =
(

K1 + δK1 K2 .... KK

)T

, K 2 =
(

K1 K2 .... KK

)T

, δK1 > 0,

and x c,K1+δK1
and x c,K1

are the corresponding states of the control system. Then,

by mean value theorem, (6.19) is modified to

∆JδK1
=

Nt

Σ
k=0

∂L

∂x c

(x c,K1
[k] + s[k]∆x c,δK1

[k]) ∆x c,δK1
[k]Tsc, (6.20a)

∆x c,δK1
[k] = x c,K1+δK1

[k]− x c,K1
[k], (6.20b)

where s[k] ∈ (0, 1). Since L is twice continuous differentiable,

∥

∥

∥

∥

∂L

∂x c

(x c,K1
[k] + s[k]∆x c,δK1

[k])− ∂L

∂x c

(x c,K1
[k])

∥

∥

∥

∥

≤ K
′ ‖∆x c,δK1

[k]‖ , K ′

> 0.

(6.21)

Using Lemma 1 in (6.21), the following is obtained:

∥

∥

∥

∥

(

∂L

∂x c

(x c,K1
[k] + s[k]∆x c,δK1

[k])− ∂L

∂x c

(x c,K1
[k])

)

∆x c,δK1
[k]

∥

∥

∥

∥

≤ K
′ ‖∆x c,δK1

[k]‖2 ≤ K
′′

δK2
1 , K

′′

> 0. (6.22)

Based on (6.20a) and (6.22), the following is obtained:

∆JδK1
=

Nt

Σ
k=0

∂L

∂x c
(x c,K1

[k])∆x c,δK1
[k]Tsc + o (δK1) . (6.23)
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Therefore,

lim
δK1→0

∆JδK1

δK1
=

∂J

∂K1

=
Nt

Σ
k=0

∂L

∂x c[k]

dx c[k]

dK1
Tsc. (6.24)

Based on (6.1) and (6.20b), the following is deduced:

d∆x δK1
(t)

dt
=

d (xK1+δK1
(t)− xK1

(t))

dt

= f (xK1+δK1
,uK1+δK1

[k], t)− f (xK1
,uK1

[k], t) , kTsc ≤ t < (k + 1)Tsc,

(6.25a)

∆x c,δK1
[k] = g (x c,K1+δK1

[k − 1], xK1+δK1
[k − 1],K 1, k)

− g (x c,K1
[k − 1], xK1

[k − 1],K 2, k) , (6.25b)

∆u1,δK1
[k] = u1,K1+δK1

[k]− u1,K1
[k]

= h1 (x c,K1+δK1
[k],K 1, k)− h1 (x c,K1

[k],K 2, k) , (6.25c)

∆u2,δK1
[k] = u2,K1+δK1

[k]− u2,K1
[k]

= h2 (u1,K1+δK1
[k], x c,K1+δK1

[k],K 1, k)− h2 (u1,K1
[k], x c,K1

[k],K 2, k) ,

(6.25d)

∆uδK1
[k] = uK1+δK1

[k]− uK1
[k]

= h (u1,K1+δK1
[k],u2,K1+δK1

[k])− h (u1,K1
[k],u2,K1

[k]) . (6.25e)

Since f , g , h1, h2, and h are continuously differentiable in Rn × Ωu, Rc × Rn × ΩK ,

Rc × ΩK , Ωu1 × Rc × ΩK , and Ωu1 × Ωu2 , respectively, by Taylor’s theorem,

d∆x δK1
(t)

dt
= J f (x ) |xK1

(t) ∆x δK1
(t) + J f (u [k]) |uK1

[k]∆u δK1
[k]

+ o (‖∆x δK1
‖) + o (‖∆u δK1

[k]‖) , kTsc ≤ t < (k + 1)Tsc, (6.26a)
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∆x c,δK1
[k] = J g (x c[k − 1]) |xc,K1

[k−1]∆x c,δK1
[k − 1]

+ J g (x [k − 1]) |xK1
[k−1]∆x δK1

[k − 1] + J g (K1) δK1

+ o (‖∆x c,δK1
[k − 1]‖) + o (‖∆x δK1

[k − 1]‖) + o (δK1) , (6.26b)

∆u1,δK1
[k] = J h1

(x c[k]) |xc,K1
[k]∆x c,δK1

[k] + J h1
(K1) δK1

+ o (‖∆x c,δK1
[k]‖) + o (δK1) , (6.26c)

∆u2,δK1
[k] = J h2

(u1[k]) |u1,K1
[k]∆u1,δK1

[k] + J h2
(x c[k]) |xc,K1

[k]∆x c,δK1
[k]

+ J h2
(K1) δK1 + o (‖∆x c,δK1

[k]‖) + o (‖∆u1,δK1
[k]‖) + o (δK1) ,

(6.26d)

∆u δK1
[k] = J h (u1[k]) |u1,K1

[k]∆u1,δK1
[k] + J h (u2[k]) |u2,K1

[k]∆u2,δK1
[k]

+ o (‖∆u1,δK1
[k]‖) + o (‖∆u2,δK1

[k]‖) . (6.26e)

With ∆x δK1
(0) = ∆x c,δK1

[0] = ∆u1,δK1
[0] = ∆u2,δK1

[0] = ∆uδK1
[0] = 0 and using

Lemma 1, the following results are obtained:

‖∆x δK1
(t)‖ ≤ K

′′′

δK1, ∀t ∈ [(k − 1)Tsc, kTsc] , ∀k,K
′′′

> 0, (6.27a)

‖∆x c,δK1
[k]‖ ≤ K

′′′′

δK1, ∀k,K
′′′′

> 0, (6.27b)

‖∆u1,δK1
[k]‖ ≤ K

′′′′′

δK1, ∀k,K
′′′′′

> 0, (6.27c)

‖∆u2,δK1
[k]‖ ≤ K

′′′′′′

δK1, ∀k,K
′′′′′′

> 0, (6.27d)

‖∆uδK1
[k]‖ ≤ K

′′′′′′′

δK1, ∀k,K
′′′′′′′

> 0. (6.27e)

Based on (6.26) and (6.27), the following are obtained:

d∆x δK1
(t)

dt
= J f (x ) |xK1

(t) ∆x δK1
(t) + J f (u [k]) |uK1

[k]∆uδK1
[k] + o (δK1) ,

kTsc ≤ t < (k + 1)Tsc, (6.28a)

∆x c,δK1
[k] = J g (x c[k − 1]) |x c,K1

[k−1]∆x c,δK1
[k − 1]

+ J g (x [k − 1]) |xK1
[k−1]∆x δK1

[k − 1] + J g (K1) δK1 + o (δK1) ,

(6.28b)
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∆u1,δK1
[k] = J h1

(x c[k]) |x c,K1
[k]∆x c,δK1

[k] + J h1
(K1) δK1 + o (δK1) , (6.28c)

∆u2,δK1
[k] = J h2

(u1[k]) |u1,K1
[k]∆u1,δK1

[k] + J h2
(x c[k]) |x c,K1

[k]∆x c,δK1
[k]

+ J h2
(K1) δK1 + o (δK1) , (6.28d)

∆uδK1
[k] = J h (u1[k]) |u1,K1

[k]∆u1,δK1
[k] + J h (u2[k]) |u2,K1

[k]∆u2,δK1
[k] + o (δK1) .

(6.28e)

Dividing (6.28) by δK1 and applying the limiting case of δK1 → 0 in (6.28) results

in

d

dt

(

dx (t)

dK1

)

= J f (x )
dx

dK1
+ J f (u [k])

du [k]

dK1
, kTsc ≤ t < (k + 1)Tsc, (6.29a)

dx c[k]

dK1
= J g (x c[k − 1])

dx c[k − 1]

dK1
+ J g (x [k − 1])

dx [k − 1]

dK1
+ J g (K1)

(6.29b)

du1[k]

dK1
= J h1

(x c[k])
dx c[k]

dK1
+ J h1

(K1) , (6.29c)

du2[k]

dK1
= J h2

(u1[k])
du1[k]

dK1
+ J h2

(x c[k])
dx c[k]

dK1
+ J h2

(K1) , (6.29d)

du [k]

dK1

= J h (u1[k])
du1[k]

dK1

+ J h (u2[k])
du2[k]

dK1

. (6.29e)

For the sake of generalization, the subscript K1 has been dropped in all the variables

in (6.29). Expressions similar to (6.24) and (6.29) may be obtained for any Ki, i ∈
{2, 3, ..., K}. Combination of aforementioned expressions for any Ki leads to (6.16)

and (6.17).

6.1.2 Gradient-based Cosimulation

The algorithm used to solve the optimization problem of (6.1) is based on the

gradient-descent algorithm, summarized as:

Step-1 Initialize the decision variable K 1 based on the Lyapunov analysis of singu-

larly perturbed systems, as discussed earlier. Set a counter i = 1.
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Step-2 Set the initial values of the states of the system x (0), states of the controller

x c[0], and outputs of the controller u1[0] and u2[0]. Set the initial values of
dx (t)

dK
,
dx c[k]

dK
, and

du [k]

dK
. Set a counter k = 0. Set J i = 0 and ∇KJ

i = 0.

Step-3 Using the decision variable K i, perform the following tasks:

Step-3a Simulate the states of the system x (t) given by (6.1b) for kTsc ≤ t <

(k+1)Tsc. Simultaneously, simulate
dx (t)

dK
during the control period based

on (6.17a).

Step-3b In parallel, evaluate the states of the controller x c[k] and outputs of

the controller u1[k], u2[k], and u [k] given by (6.1c)-(6.1f), respectively, in

the present control period. Moreover, evaluate
dx c[k]

dK
,
du1[k]

dK
,
du2[k]

dK
,

and
du [k]

dK
given by (6.17b)-(6.17e), respectively, in the present control

period.

Step-4 Evaluate the cost function L and gradient of the cost function ∇x c[k]L in

the present control period. Using the cost function, increment the existing total

cost J i based on (6.1a). Similarly, utilizing the gradient of the cost function,

increment the gradient of the total cost ∇KJ
i based on (6.16).

Step-5 Increment k by one and repeats steps 3-5 until t = NtTsc.

Step-6 If ∇KJ
i < ǫ0, stop. Otherwise, reinitialize K i+1 = K i −α∇KJ

i, increment

i by one, and repeat steps 2-6.

In the aforementioned algorithm, α and ǫ0 are the gradient-descent algorithm pa-

rameters that are chosen based on the accuracy and convergence rate required in the

algorithm [77].

6.2 Application to The MMC System

Application of the aforementioned gradient-based cosimulation algorithm to opti-

mize the controller gains of an MMC system requires a continuous-time state-space



95

model to describe the dynamics of the states of the MMC and a discrete-time state-

space model of the control system. The continuous-time state-space model to accu-

rately predict the dynamics of the states of the MMC is given by the advanced MMC

state-space model in (3.35). However, the tangent to the state trajectory function

in (3.35) is not continuously differentiable in Rn × Ωu due to the presence of sgn

and absolute value functions. Thus, it does not satisfy the properties described in

Assumptions 1. To satisfy the Assumptions 1, the following approximations are made

to the tangent to the state trajectory function in (3.35):

sgn (b) ≈ tan−1

(

b

ǫ

)

, (6.30a)

|b| = b.sgn (b) ≈ b.tan−1

(

b

ǫ

)

, (6.30b)

where b is the variable and ǫ is chosen so as to enhance the simulation accuracy while

avoiding simulation jitters.

The control system to control the MMC in variable-frequency operations is de-

scribed by (4.3) and (5.29). The aforementioned control system is implemented

through the standard Runge-Kutta order-4 discretization that yields (6.1c)-(6.1f) with

u1 = mabc, (6.31a)

u2 = mcirc,abc, (6.31b)

u =
(

mp,abc mn,abc

)T

, (6.31c)

x c =

(

x c1

d
(

0.5v̂Σ
c,abc

)

dt
î circ,abc

dî circ,abc
dt

)T

, (6.31d)

x c1 =

(

∫

T
(

i abc,ref − î abc

)

î abc
dî abc
dt

0.5v̂Σ
c,abc

)T

. (6.31e)
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and the forms of g , h1, and h2 are based on the Runge-Kutta discretization of (4.3)

and (5.29). The form of h is given by (3.1). The decision variable K in the variable-

frequency operation of MMC is given by

K =
(

Kp Ki Kp1 Kpv

)T

. (6.32)

The control system used to control the MMC in fixed-frequency operations is

described by (4.3) and (4.20). The aforementioned control system is implemented

through the standard Runge-Kutta order-4 discretization that yields (6.1c)-(6.1f) with

u1 = mabc, (6.33a)

u2 = m circ,abc, (6.33b)

u =
(

mp,abc mn,abc

)T

, (6.33c)

x c =

(

x c1

d
(

0.5v̂Σ
c,abc

)

dt
x c2 x c3 x c4

)T

, (6.33d)

x c1 =

(

∫

T
(

i abc,ref − î abc

)

î abc
dî abc
dt

0.5v̂Σ
c,abc

)T

, (6.33e)

x c2 =

(

0.5v̂Σ
c,abc,f

d
(

0.5v̂Σ
c,abc,f

)

dt
î circ,abc

dî circ,abc
dt

)T

, (6.33f)

x c3 =

(

y 1,abc

dy1,abc

dt
y2,abc

dy2,abc

dt
i circ,abc,ref,uf2

)T

, (6.33g)

x c4 =

(

di circ,abc,ref,uf2
dt

i circ,abc,ref
di circ,abc,ref

dt

)T

. (6.33h)

and the forms of g , h1, and h2 are based on the Runge-Kutta discretization of (4.3)

and (4.20). The form of h is given by (3.1). The decision variable K in the fixed-

frequency operation of MMC is given by

K =
(

Kp Ki Kp1 Ki1 Kp2 Ki2 Kpv

)T

. (6.34)
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The initial value of the decision variables in the fixed-frequency and variable-

frequency operation of the MMC are determined based on the design procedure de-

scribed in Chapters 4 and 5, respectively.
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7. EXPERIMENTAL RESULTS

In this chapter, experimental results are provided to (i) verify the developed MMC

models, (ii) substantiate the performance of the proposed modulation strategy, and

(iii) validate the performance of the proposed control systems for fixed-frequency and

variable-frequency operations of the MMC.

7.1 Hardware Prototype

An overview of the hardware prototype is provided in this section that includes

details on the design and development of a 2 kVA laboratory-scale prototype of MMC

and the implementation of the control system in OP5600 system of Opal-RT.

7.1.1 Design of the MMC Prototype

The design of the MMC involves the determination of the number of SMs in each

arm, size of the SM capacitor, size of the inductor, and the voltage/current rating

of the IGBTs/diodes used in the half-bridge. The number of SMs in each arm is

determined based on the ac-side current/voltage total harmonic distortion (THD)

requirements. In the prototype developed, the number of SMs in each arm is set to

4. The size of the SM capacitor is determined based on the constraints on its voltage

ripple. The voltage ripple on the SM capacitor is given by (5.4). Substituting for

Io =
4Pn

3mVdc cos (φ)
(7.1)
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Table 7.1.
MMC Design

Quantity Value

Nominal power 2 kVA
Nominal net dc voltage Vdc 200 V
Lo 2.2 mH
SM capacitance CSM 1.41 mF
Number of SMs per arm N 4

in (5.4) and given a voltage ripple δvc,pp,op under the rated operating conditions of

the MMC, the size of the SM capacitor is given by

CSM =
2Pn

3mVdcω cos (φ) δvc,pp,op

(

1−
(

m cos (φ)

2

)2
)

3
2

, (7.2)

where Pn is the nominal power. With a 10% voltage ripple, 200 V dc link voltage,

m = 0.9 at rated operating conditions, and cos (φ) = 0.95 results in CSM = 1.53 mF.

Based on the electrolytic capacitors available in the market, CSM = 1.41 mF is chosen.

The inductor is sized based on the limits imposed on the high-frequency ripple of the

arm currents [78]. The inductor is sized as Lo = 2.2 mH. The voltage across the

inductor may contain switching frequency harmonics due to the circulating current

control strategies. Therefore, to minimize the stray inductances at high frequencies,

an air-core inductor is used. The half-bridge circuit in the SMs are implemented

using IXYS FII40-06D that allow sufficiently high device current and blocking voltage

to allow the operation of a 10 kVA MMC prototype. The design of the MMC is

summarized in Table 7.1.

7.1.2 Sensing Circuits

Each arm of the MMC has a current sensor and each SM has a voltage sensor

to measure its capacitor voltage. Hall effect-based LEM voltage/current sensors that
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provide isolation and have a bandwidth of 50 kHz, are used. A resistor Rp = 20 kΩ

is used as the measuring resistance in the primary side of the voltage sensor. The

measured signals from the sensors are filtered using simple RC networks to remove

the high-frequency noise in the range of 1 MHz or higher that were noticed during

the experiments.

7.1.3 Development of the MMC Prototype

Based on the designed MMC and the required sensing circuits, PCBs are designed

for each SM and for each inductor. The SM board consists of the half-bridge, ca-

pacitor(s), gate-drive circuit, and the capacitor-voltage sensor circuit. The inputs to

the gate-drive circuit include two digital signals: (i) status of the upper switch, and

(ii) shutdown signal. The shutdown signal is implemented for emergency shutdown

using the software that will be explained in detail in Section 7.1.5. Upon inversion of

the status of the upper switch, the status of the lower switch is obtained. The gate-

drive circuit introduces a dead-time delay in the gating signals of the upper and lower

switches using an RC network. It also optically isolates the gating signals. Isolation

is necessary due to the cascaded structure of the topology that require floating local

references. The floating local references are produced with the help of isolated dc-dc

converters. The implementation of the gate-drive circuit is summarized in Fig. 7.1.

The inductor board consists of the arm inductor and the current sensor circuit. The

SM board and the MMC prototype are shown in Fig. 7.2.

7.1.4 Three-phase Load

The load considered in the experimental case studies include a resistor-inductor

(RL) load and a permanent magnet synchronous machine (PMSM).
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Fig. 7.1. Gate-drive circuit.

7.1.5 Control Implementation

The control system of the MMC is implemented in one of the cores of OP5600

of Opal-RT. The implementation also uses the Spartan 3 FPGA present in OP5600.

The main processing unit, consisting of one of the cores of OP5600, implements the

current and voltage controllers, SM modulation index generator, and SM capacitor

voltage balancing algorithm. The inputs to the main processing unit are the processed

voltage and current signals from the FPGA and the user input signals from the host
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Fig. 7.2. MMC prototype.

computer. The outputs of the main processing unit are the individual SM modulation

indices that are fed as input to the FPGA.

The inputs to the control system of the MMC include the measured SM capacitor

voltages and arm currents that are interfaced to the main processing unit through the

analog-to-digital converters (A/Ds) and the FPGA. The outputs of the control system

include the status of the upper switch of each SM and the shutdown signal that are

produced in the FPGA. The status of the upper switch of each SM is produced in the

FPGA based on the corresponding individual SM modulation index. The shutdown

signal is activated when either the measured voltage or current exceeds a pre-set value.

The pre-set value is based on the rating of the half-bridges, the capacitors, and the

inductors. The structure of the controller architecture is summarized in Fig. 7.3.
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Fig. 7.3. Structure of the controller architecture.

7.2 MMC Model Validation

The MMC models developed in Chapter 3 are validated with experimental results

on the developed MMC system, which feeds (i) an RL load with resistance Rload = 8 Ω

and inductance Lload = 1.1 mH, and (ii) PMSM load. The parameters of the MMC

system and PMSM load are listed in Tables 7.2 and 7.3, respectively. The resistor Ro

is determined by measuring the ESR of the inductor. The capacitor CSM is estimated

from the datasheet based on the frequency of its current ripple. The IGBT/diode

voltage drop and resistance are obtained from their respective datasheets. The dead-
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Table 7.2.
MMC Parameters

Quantity Value

Ro 800 mΩ
Estimated SM capacitance CSM 1.24 mF
IGBT voltage drop 1.05 V
IGBT resistance 33.33 mΩ
Diode voltage drop 0.95 V
Diode resistance 20 mΩ
Dead-time td 1 us
Carrier frequency fc 9 kHz

Sampling time fs =
1

Ts
9 kHz

time is calculated based on the RC network used to introduce dead-time in the SM

board.

Table 7.3.
Load Parameters

Quantity Value

Rated power 2 kVA
Rated voltage (line-to-line) 109 V
Rated electrical frequency fr 120 Hz
Rload 0.22 Ω
Lload 1.63 mH
Number of poles pairs (P/2) 2

7.2.1 Case Study-I

The simulation results (based on the advanced MMC state-space model) and the

experimental results for the aforementioned MMC system with iq,ref = 9.5 A, id,ref =

0 A, and f = 60 Hz is shown in Fig. 7.4. The phase-a ac-side current, circulating

current, and upper- and lower-arm SM capacitor voltages are shown in Figs. 7.4(a)-
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(d), respectively. As shown in the figures, the simulation results closely follow the

experimental results for all the MMC states.
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Fig. 7.4. MMC experimental and simulation waveforms: (a) phase-a ac-side current,
(b) phase-a circulating current, (c) phase-a upper-arm SM capacitor voltage, and

(d) phase-a lower-arm SM capacitor voltage.

To quantify the corresponding differences, the normed errors between the simula-

tion and experimental results are listed in Table 7.4. Two different MMC models are
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Table 7.4.
Accuracy Comparison

Model
Errors (%)

ia icirc,a vcp,a vcn,a

Advanced MMC state-space model 0.7762 7.6341 0.2953 0.8492

Approximate MMC state-space model 1.0687 12.4417 1.0111 1.7585

Table 7.5.
PWM & Capacitor Voltage Balancing Algorithm Parameters

Quantity Value

Carrier frequency fc 9 kHz

Sampling time fs =
1

Ts

9 kHz

Nshift 6

Capacitor voltage & arm current sampling time fs,cap =
1

Ts,cap
1.8 kHz

considered: (i) advanced MMC state-space model, and (ii) approximate MMC state-

space model. As may be noticed from the table, compared with the approximate

model, the advanced MMC state-space model improves the accuracy of the simulated

states of the MMC system.

While the time taken to simulate 5 s of the aforementioned MMC system us-

ing the advanced MMC state-space model is 268 s, the time taken to simulate the

same duration of the aforementioned MMC system using a detailed MMC model in

PSCAD/EMTDC is 1181 s. That is, the advanced MMC state-space model is around

4 times faster than the detailed model, while capturing the essential details.

For a step change in the ac-side q-axis current reference from iq,ref = 9.5 A to

iq,ref = 4 A, the simulation and experimental results are shown in Fig. 7.5. The

simulation is performed using the advanced MMC state-space model. The step change

happens at t = 5.238 s. The remarkable qualitative similarity for all the states of the

MMC system between the simulation and experimental results is noticed in Fig. 7.5.
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Fig. 7.5. MMC experimental and simulation waveforms for a step change in ac-side
q-axis current reference: (a) phase-a ac-side current, (b) phase-a circulating current,

(c) phase-a upper-arm SM capacitor voltage, and (d) phase-a lower-arm SM
capacitor voltage.

7.2.2 Case Study-II

The simulation and experimental results of the MMC-based PMSM-drive with

a change in torque from Te,ref = −2 Nm to Te,ref = −1 Nm at ωrm = −480 rpm
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Fig. 7.6. MMC experimental and simulation waveforms for a step change in ac-side
q-axis current reference: (a) phase-a ac-side current, (b) phase-a circulating current,

(c) phase-a upper-arm SM capacitor voltage, and (d) phase-a lower-arm SM
capacitor voltage.

are shown in Fig. 7.6. The simulation is performed using the advanced MMC state-

space model and the mechanical dynamics of the PMSM obtained from experimental

results. The phase-a ac-side current, circulating current, and upper- and lower-arm
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SM capacitor voltages are shown in Figs. 7.6(a)-(d), respectively. As shown in the

figures, the simulation results closely follow the experimental results for all the MMC

states.

7.3 Proposed Modulation Strategy

This section validates the performance of the proposed modulation strategy through

experimental results of a study MMC system. The study MMC system comprises a

three-phase RL load with Rload = 25 Ω and Lload = 40 mH connected to the developed

MMC. The parameters of the DPWM strategy are listed in Table 7.5.

The experimental results of the study MMC system with peak phase current of

2 A and ac-side frequency of 60 Hz are shown in Fig. 7.7. The phase currents of the

MMC are shown in Fig. 7.7(a). The line-to-line voltage vab of the MMC is shown

in Fig. 7.7(b). As expected, the line-to-line voltage exhibits a seven-level voltage

waveform. The phase-a SM capacitor voltages of the MMC are shown in Fig. 7.7(c).

The average and peak-to-peak values of the SM capacitor voltages are 50 V and 4 V,

respectively. The phase-a arm currents are shown in Fig. 7.7(d). The experimental

results show the successful operation of the proposed modulation strategy.

The state of the SMs in an MMC can be determined by the state of the switches

Syk1,j, y ∈ {p, n}, k ∈ {1, 2, .., N}, j ∈ {a, b, c}. The switching signals, Spk1,a and

Snk1,a, are shown in Fig. 7.8. The switching signals show that the simultaneous

switching of the devices is largely limited and only one switching transition occurs at

any instant, except for two instances within a fundamental cycle when two switches

change their states. The advantage of this type of switching strategy over the conven-

tional strategies is the reduced EMI and reduced number of unnecessary switching

transitions due to the SM capacitor voltage balancing algorithm, thereby reducing

the switching losses.
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Fig. 7.7. MMC experimental waveforms with the proposed modulation strategy for
a peak ac-side current of 2 A and f = 60 Hz: (a) phase currents, (b) line-to-line
voltage vab, (c) phase-a SM capacitor voltages of MMC, and (d) phase-a arm

currents of MMC.
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Fig. 7.8. The experimental switching signals to phase-a SMs for a peak ac-side
current of 2 A and f = 60 Hz: (a) Sp11,a, (b) Sp21,a, (c) Sp31,a, (d) Sp41,a, (e) Sn11,a,

(f) Sn21,a, (g) Sn31,a, and (h) Sn41,a.

7.4 Comparison of the Proposed Strategies for Low-Frequency Operation

of the MMCs

The performance of the proposed strategies for low-frequency operation of the

MMCs is verified through experiments on the developed MMC prototype with a

PMSM and inductor load. The parameters of the PMSM and inductor load and the

DPWM strategy are listed in Tables 7.6 and 7.7, respectively. Three case studies are

presented in this section: (a) steady-state performance to validate the superiority of

the proposed strategies over the existing sine strategy, (b) startup of the PMSM, and

(c) step change in torque reference. The final two case studies validate the stability of
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the proposed strategies and the controller design methodology studied in Chapter 5.

Table 7.6.
Load Parameters

Quantity Value

Rated power 2 kVA
Rated voltage (line-to-line) 109 V
Rated electrical frequency fr 120 Hz
Rload 0.22 Ω
Lload 6.03 mH
Number of poles pairs (P/2) 2

Table 7.7.
PWM & Capacitor Voltage Balancing Algorithm Parameters

Quantity Value

Carrier frequency fc 3.6 kHz

Sampling time fs =
1

Ts
18 kHz

Nshift 6

Capacitor voltage & arm current sampling time fs,cap =
1

Ts,cap
1.8 kHz

7.4.1 Steady-state

The experimental results of the MMC system driving the PMSM at 240 rpm

speed with the motor qd current references of iq,ref = 4.24 A and id,ref = 0 A using

the sine-wave strategy and the proposed Strategies I and II are shown in Figs. 7.9 to

7.11, respectively. The common-mode frequency used in all the strategies is fcm =

30 Hz. One phase-a upper-arm SM capacitor voltage and one phase-a lower-arm SM

capacitor voltage for the three strategies are shown in Figs. 7.9(a) to 7.11(a). As

shown in Figs. 7.9(a) to 7.11(a), the peak-to-peak ripple of the SM capacitor voltages

for the sine-wave strategy, Strategy I, and Strategy II is maintained within 22 V,
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19 V, and 16 V, respectively. The phase-a arm currents for the three strategies are

shown in Figs. 7.9(b) to 7.11(b). As shown in Figs. 7.9(b) to 7.11(b), the peak value

of the circulating current for the sine-wave strategy, Strategy I, and Strategy II are

10 A, 7.5 A, and 6 A, respectively. The ac-side currents for the three strategies are

shown in Figs. 7.9(c) to 7.11(c). The line-to-line voltage vab is shown in Figs. 7.9(d)

to 7.11(d). The experimental results show the superior performance of the proposed

strategies over the sine-wave strategy, in terms of the peak-to-peak ripple of the SM

capacitor voltage and the peak value of the circulating current.

7.4.2 Startup

The startup of the PMSM involves the acceleration of the PMSM from zero to

240 rpm with motor qd current references of iq,ref = 2.12 A and id,ref = 0 A. The

startup process is performed by both of the proposed strategies using fcm = 90 Hz.

The experimental results of the MMC system during startup of the PMSM using

Strategies I and II are shown in Figs. 7.12 and 7.13. Startup of the PMSM with

Strategies I and II is initiated at t = 0.15 s. One phase-a upper-arm SM capacitor

voltage and one phase-a lower-arm SM capacitor voltage are shown in Figs. 7.12(a)

and 7.13(a). As shown in Figs. 7.12(a) and 7.13(a), the peak-to-peak ripple of the

SM capacitor voltages during startup process using Strategies I and II is maintained

within 10 V and 13 V, respectively. The phase-a arm currents during the startup

process using Strategies I and II are shown in Figs. 7.12(b) and 7.13(b). In addition

to the low-frequency ac-side motor current, a high-frequency circulating current is

observed in the arm currents during the stratup process using Strategies I and II.

The ac-side motor currents during the startup process are shown in Figs. 7.12(c) and

7.13(c). The line-to-line voltage vab during the startup process using Strategies I and

II are shown in Figs. 7.12(d)-7.13(d).
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Fig. 7.9. MMC experimental waveforms for the sine-wave strategy in steady-state:
(a) phase-a SM capacitor voltages, (b) phase-a arm currents, (c) ac-side currents,

and (d) line-to-line voltage.

7.4.3 Step Change in Torque

A step change in the torque reference is equivalent to a step change in iq,ref [72].

For a change in iq,ref from 2.82 A to 1.41 A and with id,ref = 0 A, the experimental
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Fig. 7.10. MMC experimental waveforms for Strategy I in steady-state: (a) phase-a
SM capacitor voltages, (b) phase-a arm currents, (c) ac-side currents, and (d)

line-to-line voltage.

results of the MMC system operating with both of the proposed strategies and using

fcm = 90 Hz are shown and explained in this section.

The experimental results of the MMC system with a step change in the torque

reference of the PMSM using the Strategies I and II are shown in Figs. 7.14 and 7.15.
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Fig. 7.11. MMC experimental waveforms for Strategy II in steady-state: (a) phase-a
SM capacitor voltages, (b) phase-a arm currents, (c) ac-side currents, and (d)

line-to-line voltage.

The step change in the torque occurs at t = 0.35 s. One phase-a upper-arm SM

capacitor voltage and one phase-a lower-arm SM capacitor voltage subsequent to the

step change in the torque using Strategies I and II are shown in Figs. 7.14(a) and

7.15(a). As shown in Figs. 7.14(a) and 7.15(a), the peak-to-peak ripple of the SM
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Fig. 7.12. MMC experimental waveforms for Strategy I during startup: (a) phase-a
SM capacitor voltages, (b) phase-a arm currents, (c) ac-side currents, and (d)

line-to-line voltage.

capacitor voltages is well maintained during the transience associated with the step

change in the torque. The phase-a arm currents during the step change in the torque

using Strategies I and II are shown in Figs. 7.14(b) and 7.15(b). The ac-side motor

currents subsequent to the step change in the torque using Strategies I and II are
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Fig. 7.13. MMC experimental waveforms for Strategy II during startup: (a) phase-a
SM capacitor voltages, (b) phase-a arm currents, (c) ac-side currents, and (d)

line-to-line voltage.

shown in Figs. 7.14(c) and 7.15(c). The line-to-line voltage vab during step change in

torque using Strategies I and II are shown in Figs. 7.14(d)-7.15(d).

In both the startup and the step change in torque case studies, the SM capacitor

voltages have a low-frequency component which has not been completely suppressed
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Fig. 7.14. MMC experimental waveforms for Strategy I during step change in the
torque: (a) phase-a SM capacitor voltages, (b) phase-a arm currents, (c) ac-side

currents, and (d) line-to-line voltage.

as shown in Figs. 7.12(a) to 7.15(a). The reason behind the incomplete suppression

of the low-frequency components of the SM capacitor voltage ripple is the inadequate

circulating current controller gain for fcm = 90 Hz, which results in a steady-state

error in the circulating current. Due to the limits on the circulating current controller
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Fig. 7.15. MMC experimental waveforms for Strategy II during step change in the
torque: (a) phase-a SM capacitor voltages, (b) phase-a arm currents, (c) ac-side

currents, and (d) line-to-line voltage.

gain given by (5.40) and (5.43), the gain can not be increased further. Nonetheless, as

Figs. 7.12(a) to 7.15(a) show, the SM capacitor voltage ripple is adequately controlled.
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7.5 MMC-based Drives

The optimization of the controller gains of the control system of the MMC-based

drive based on the algorithm described in Chapter 6 and the corresponding experi-

mental results on the developed MMC system with a PMSM load, are demonstrated

in this section. The parameters of the DPWM strategy and the PMSM load are listed

in Tables 7.8 and 7.3, respectively.

Table 7.8.
PWM & Capacitor Voltage Balancing Algorithm Parameters

Quantity Value

Carrier frequency fc 9 kHz

Sampling time fs =
1

Ts
9 kHz

Nshift 6

Capacitor voltage & arm current sampling time fs,cap =
1

Ts,cap
9 kHz

7.5.1 Low-frequency Operation

The solution of the optimization problem of (6.1) for the MMC-based drive system

during low-frequency operation at Te,ref = −2 Nm (iq,ref = −5.65 A) and ωrm = −480

rpm, is

K =
(

14.78 2656.63 10.05 −0.792
)T

, (7.3)
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with

L (x c) = (x c,ref − x c)
T
Q (x c,ref − x c) , (7.4a)

Q = diag
(

v 3 50v 3 0 3 0.1v3 0 3 2v 3 0 3

)T

, (7.4b)

vn = ones(1, n), (7.4c)

0 n = zeros(1, n). (7.4d)

The choice of the cost function in (7.3) not only ensures minimum steady-state error

in the MMC states but also ensures minimum rise time of the ac-side current. The

minimum rise time of the ac-side current is indirectly obtained through minimization

of the integral of the ac-side qd0 current error. The rest of the controller parameters

are listed in Table 7.9. The controller gains obtained from the optimization algorithm,

results in 10 times reduction in the total cost function when compared to the initial

guess of the controller gains.

Table 7.9.
MMC Controller Parameters

Quantity Value Quantity Value

ωn 10× 103 fcm 60 Hz
ωn1 10× 103 Strategy I
fs 18 kHz

The experimental results of the MMC-based drive during startup of the PMSM

with Te,ref = −2 Nm are shown in Fig. 7.16. During startup, the reference torque

slowly changes from 0 Nm to −2 Nm to avoid high ripple in the SM capacitor volt-

ages. The maximum speed it reaches is ωrm = −480 rpm. The phase-a ac-side current,

circulating current, and SM capacitor voltages are shown in Figs. 7.16(a)-(c), respec-

tively. The states of the MMC show a stable startup and steady-state operation of

the MMC-based drive.
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Fig. 7.16. MMC experimental waveforms during startup of PMSM: (a) phase-a
ac-side current, (b) phase-a circulating current, and (c) phase-a SM capacitor

voltages.

7.5.2 High-frequency Operation

The MMC-based drive system under high-frequency operation implements the

circulating current controller described in Section 4.3 of Chapter 4. The solution

of the optimization problem of (6.1) for the MMC-based drive system under high-

frequency operation at Te,ref = −2 Nm and ωrm = −1800 rpm, is given in Table 7.10.
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The other controller parameters are also shown in Table 7.10. The cost function used

in the optimization algorithm is given by

L (x c) = (x c,ref − x c)
T
Q (x c,ref − x c) , (7.5a)

Q = diag
(

v 3 10v 3 0 9 v 3 0 3 10v 3 0 27

)T

. (7.5b)

The choice of the cost function is similar to the low-frequency operation case.

Table 7.10.
MMC Controller Parameters

Quantity Value Ouantity Value

Kp 3.75 ωn 10× 103

Ki 2730 ωn 10× 103

Kp1 1 ωn1 10× 103

Ki1 500 ωn2 2ωrm

Kp2 1 ωn3 2ωrm

Ki2 1000 ωn4 4ωrm

Kpv −0.25 ωn5 2π40 rad/s
ωn6 2ωrm

The experimental results of the MMC-based drive with Te,ref = −2 Nm and ωrm =

−1800 rpm is shown in Fig. 7.17. The phase-a ac-side current, circulating current,

and SM capacitor voltages, are shown in Figs. 7.17(a)-(c), respectively. The ac-side

current is tracked well and the ac components in the circulating current are reduced,

as shown in Fig. 7.17. This case study shows both the high-frequency operation of

an MMC-based drive as well as emulates a grid-connected MMC.
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Fig. 7.17. MMC experimental waveforms driving a PMSM at ωrm = −1800 rpm and
Te,ref = −2 Nm: (a) phase-a ac-side current, (b) phase-a circulating current, and (c)

phase-a SM capacitor voltages.
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8. CONTROL OF MMC-BASED WIND ENERGY

CONVERSION SYSTEM

The control of an MMC-based WECS is explained and investigated in this chapter.

The WECS considered in this chapter is a PMSG-based direct-drive WECS explained

in Chapter 2. The WECS consists of a back-to-back MMC, with a grid-side MMC

under fixed-frequency operation and a generator-side MMC under variable-frequency

operation. The control system developed in this chapter is based on the developments

in Chapters 4 and 5. Moreover, the startup charging procedure of the back-to-back

MMC capacitors from a de-energized state is described in this chapter. The perfor-

mance of the developed control systems of the MMC-based WECS are validated un-

der various operating conditions through simulation studies in the PSCAD/EMTDC

software environment.

8.1 Back-to-back MMC-based WECS

8.1.1 Structure

The single-line schematic diagram of an MMC-based WECS is shown in Fig. 8.1.

MMC-1 refers to the generator-side MMC and MMC-2 refers to the grid-side MMC.

8.1.2 Modes of Operation

There are three modes of operation of the back-to-back MMC-based WECS,

namely

1. MMC capacitor startup charging: In this operating mode, the capacitors in the

back-to-back MMC are charged from de-energized state such that the generator
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Fig. 8.1. Single-line schematic diagram of an MMC-based WECS.

is blocked and the currents in the arms and ac side are within their respective

constraints.

2. WECS startup: In the WECS startup operating mode, the PMSG is operated in

motor mode with constant torque to build up the turbine speed. As explained

in Section 2.5 of Chapter 2, this mode is required during the startup of wind

turbine or whenever there is a need to build the turbine speed.

3. Normal WECS operation: The normal WECS operation is the mode in which

the WECS extracts maximum available power from the wind and transfers it

to the grid.
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In the following sections, the control system used in the aforementioned modes of

operation is explained in detail.

8.2 MMC Capacitor Startup Charging

The objective of the MMC capacitor startup charging mode is to charge the SM

capacitors in the back-to-back MMC, while limiting the inrush arm currents of the

MMCs and blocking the PMSG. To achieve this goal, the proposed procedure performs

the charging of the SM capacitors of the back-to-back MMC in the following five

regions:

1. Uncontrolled region: The voltage required to operate the gate-drive circuit is

provided by the SM capacitors. As long as the SM capacitors do not reach an

initial voltage V1, which is typically 15 V, the gate-drive circuits do not operate.

Therefore, in the uncontrolled region, all the SM capacitors are in the blocked

state. Additionally, there is a resistor connected in series with each ac-side

phase of the grid-side MMC. The resistor is required to limit the initial inrush

current.

2. Resistor control region: Once the SM capacitor voltages reach the initial voltage

V1, the gate drive circuits begin to operate. The SMs of the back-to-back MMCs

are controlled such that the difference between the SM capacitor voltages and

their corresponding references is minimized with constraints placed on the arm

currents. The constraints on the arm currents are based on the rating of the

devices and capacitors of the MMC. In this region, the resistors connected in

series to the phases of the grid-side MMC, are still in the circuit.

3. Resistor-less control region: Once the SM capacitor voltages of the grid-side

MMC reach a voltage of V2 =
V

N

√

2

3
, where V is the rms value of the line-to-

line grid-side voltage, the series resistors are bypassed. The series resistors are

bypassed as the arm currents can be controlled and constrained within their
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limits once the SM capacitor voltages of the grid-side MMC reach V2. The SMs

of the back-to-back MMCs are still controlled such that the difference between

the SM capacitor voltages and their corresponding references is minimized with

constraints placed on the arm currents.

4. Dc current region: Once the SM capacitor voltages of the grid-side MMC reach

a voltage of V3, SMs of the back-to-back MMCs are controlled such that the

difference between the SM capacitor voltages and their corresponding references

is minimized with constraints on the arm, dc-link, and grid-side currents, and

the change in the state of the SMs in the generator-side MMC. A lower limit

is placed on the dc-link current based on the constraints on the arm currents.

The additional constraint of a lower limit on the dc-link current is placed to

accelerate the charging of the SM capacitors in the generator-side MMC. A

lower limit is placed on the grid-side q-axis current such that, in addition to

charging the SM capacitors of the generator-side MMC, there is enough power

to charge the SM capacitors of grid-side MMC. The d-axis current is imposed

to zero to ensure that power is transferred from the grid at unity power factor.

The change in the state of the SMs in the generator-side MMC is limited such

that only one SM may change its state at any instant. The constraint on the

change in the state of the SMs in the generator-side MMC helps reduce the

switching frequency and hence, the switching losses.

5. Tail-end region: Once the SM capacitor voltages of the generator-side MMC reach

a voltage of V4, the lower limit of the dc-link current is exponentially reduced to

zero. The SMs of the back-to-back MMC are controlled such that the difference

between the SM capacitor voltages and their references is minimized, power

is transferred from the grid at unity power factor, the state of only one SM

is changed in the generator-side MMC, and the arm currents are constrained.

As the name of the region suggests, the difference between the SM capacitor

voltages and their references is expected to tail off.
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In the aforementioned procedure, the voltages V3 and V4 are chosen such that the SM

capacitors are charged in minimum time without violating the constraints imposed

on the arm currents.

In each of the regions of the proposed procedure, nc,1 (nc,1 ∈ {0, 1, 2, .., N}) SMs

are inserted in each arm of the MMC-1 to avoid any impact of the startup procedure

on the PMSG. By maintaining the same number of inserted SMs in the upper and

lower arms of MMC-1, the generator-side voltage is maintained at zero, thereby,

insulating the PMSG from any impact of the startup procedure. Assuming, that the

MMC-2 has ny,j,2 SMs inserted in arm-y phase-j and using the generalized dynamic

model of the MMC described in Section 3.3 of Chapter 3, the following state-space

equation is developed to describe the dynamics of the back-to-back MMCs under the

proposed startup procedure

dx

dt
= f (x ,u), (8.1)

where

xT =
(

vT
c,2 vc,1 ip,a,2 in,a,2 ip,b,2 in,b,2 idc

)

, (8.2a)

vT
c,2 =

(

vcp,a,2 vcn,a,2 vcp,b,2 vcn,b,2 vcp,c,2 vcn,c,2

)

, (8.2b)

uT =
(

nT
c,2 nc,1

)

, (8.2c)

nT
c,2 =

(

np,a,2 nn,a,2 np,b,2 nn,b,2 np,c,2 nn,c,2

)

, (8.2d)

f (x ,u)T =

(

1

NCSM,2

(n c,2 ⊙ i 2)
T nc,1idc

3NCSM,1

(

A−1b
)T
)

, (8.2e)

idc,1 = −idc,2 = idc = −
∑

j∈{a,b,c}
ip,j,2 = −

∑

j∈{a,b,c}
in,j,2, (8.2f)

iT2 =
(

ip,a,2 in,a,2 ip,b,2 in,b,2 ip,c,2 in,c,2

)

, (8.2g)

vcp,a,1 = vcn,a,1 = vcp,b,1 = vcn,b,1 = vcp,c,1 = vcn,c,1 = vc,1, (8.2h)
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A =























−Lg Lo2 + Lg Lg −Lo2 − Lg 0

−Lo2 − Lg Lg Lo2 + Lg −Lg 0

−Lg Lo2 + Lg −2Lg 2Lo2 + 2Lg Lo2

−Lo2 − Lg Lg −2Lo2 − 2Lg 2Lg −Lo2

0 0 0 0
2

3
(Lo1 + Lo2)























, (8.2i)

b =























vab + nn,b,2vcn,b,2 − nn,a,2vcn,a,2 + vrg1 −Ro2 (in,a,2 − in,b,2)

vab + np,a,2vcp,a,2 − np,b,2vcp,b,2 + vrg1 +Ro2 (ip,a,2 − ip,b,2)

vbc + nn,c,2vcn,c,2 − nn,b,2vcn,b,2 + vrg2 −Ro2 (in,a,2 + 2in,b,2 + idc)

vbc + np,b,2vcp,b,2 − np,c,2vcp,c,2 + vrg2 +Ro2 (ip,a,2 + 2ip,b,2 + idc)
1

3
nT

c,2v c,2 − 2nc,1vc,1 −
2

3
(Ro1 +Ro2) idc























, (8.2j)

vrg1 = Rg (ip,a,2 − in,a,2 − ip,b,2 + in,b,2) , (8.2k)

vrg2 = Rg (ip,a,2 − in,a,2 + 2ip,b,2 − 2in,b,2) . (8.2l)

where the subscripts 1 and 2 indicate the variables associated with the MMC-1 and

2, respectively. The IGBT/diode losses and the resistor Rp have been neglected in

(8.1) and (8.2). In resistor control and resistor-less control regions, the input, u , in

(8.1) and (8.2) is determined to

Minimize
u∈G

F (u) = (v c,ref −Dx (u))T (v c,ref −Dx (u)) (8.3)

subject to Cx (u) ≤ x lim

where

D =





I 7×7 0 7×5

0 5×7 0 5×5



 , (8.4a)

C =











E

I 12×12

H











, (8.4b)
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E =
(

−I 7×7 0 7×5

)

, (8.4c)

H =





0 1×7 −1 0 −1 0 −1

0 1×7 0 −1 0 −1 −1



 , (8.4d)

x lim =
(

0T
7×1 vT

c,lim iTlim

)T

, (8.4e)

v c,ref = Vc,ref1 7, (8.4f)

v c,lim = Vc,lim1 7, (8.4g)

i lim =
(

Ilim1
T
4 2Ilim Ilim1

T
2

)T

, (8.4h)

G = {0, 1, 2..., N} , (8.4i)

1 n = Ones (n, 1) , (8.4j)

Vc,ref, Vc,lim and Ilim are the reference value of the capacitor voltages, the upper limit

of the capacitor voltages, and the upper limit of the arm currents, respectively. The

goal of the optimization problem in (8.3) is to minimize the capacitor voltage error

function while placing upper limits on the capacitor voltages, arm currents, and dc-

link current. In the dc current and tail-end regions, the constraints defined in (8.3)

and (8.4) are modified to

C
′

(

x (u)T ∆uT

)T

≤
(

x
′T
limu

′T
lim

)T

(8.5a)

C
′

=

















C 0 21×7

H
′

0 1×7

E
′

0 3×7

0 2×12 K
′

















, (8.5b)

H
′

=
(

0 1×11 −1
)

, (8.5c)

E
′

= T 2E
′′

, (8.5d)

K
′

=





0 1×6 1

0 1×6 −1



 , (8.5e)
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T 2 =

















cos (θe) cos

(

θe −
2π

3

)

cos

(

θe +
2π

3

)

sin (θe) sin

(

θe −
2π

3

)

sin

(

θe +
2π

3

)

− sin (θe) − sin

(

θe −
2π

3

)

− sin

(

θe +
2π

3

)

















, (8.5f)

E
′′

=











0 1×7 1 −1 0 0 0

0 1×7 0 0 1 −1 0

0 1×7 −1 1 −1 1 0











, (8.5g)

x
′

lim =

(

xT
lim −idc,lim −2k1

Pc,loss + Pc,1

3vsq
0 0

)T

, (8.5h)

u
′

lim =
(

1 1
)T

, (8.5i)

∆u = u [k]T − u [k − 1]T, (8.5j)

where idc,lim = Ilim in the dc current region and idc,lim = Ilime
−N1t in the tail-end

region, Pc,loss is the loss in the MMCs, and Pc,1 is the power required to charge

the SM capacitors of MMC-1. The values k1 and N1 are chosen such that the SM

capacitor voltages charge in minimum time without violating the constraints on the

arm currents. The objective function to be minimized in the dc current and tail-end

region remains the same as in (8.3) and (8.4).

The optimization problem in each of the aforementioned regions is an integer

quadratic optimization problem, which is a non-deterministic polynomial-time (NP)

problem. Therefore, it is solved offline using the genetic algorithm (GA) in the

MATLAB to generate the input u , which is stored in a lookup table and used during

the MMC capacitor startup charging process.

8.3 WECS Startup

The WECS startup involves control of the generator-side MMC as explained in

Section 5.4 of Chapter 5 and of the grid-side MMC similar to as explained in Sec-

tions 4.2 and 4.3 of Chapter 4. In addition to the aforementioned control systems
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for the generator-side and grid-side MMCs, an energy controller that generates the

grid-side q-axis current reference is also presented.

8.3.1 Energy Controller

The energy controller generates the grid-side q-axis current reference through con-

trol of the energy of the SM capacitors in the generator- and grid-side MMCs.

Based on (3.19a) and (3.7a), the power processed by the upper-arm SM capacitors

of MMC-2, can be expressed as

pp,j,2 =

(

Vdc
2

− Lo2
dip,j,2
dt

− Ro2ip,j,2 − vj,2 − vcm,2

)

ip,j,2. (8.6)

Substituting for ip,j,2 from (3.5) in (8.6) results in

pp,j,2 =









Vdc
2

− Lo2

d

(

ij,2
2

+ icirc,j,2

)

dt
− Ro2

(

ij,2
2

+ icirc,j,2

)

− vj,2 − vcm,2









×
(

ij,2
2

+ icirc,j,2

)

. (8.7)

Substituting for

v
′

j,2 = vj,2 +
Lo2

2

dij,2
dt

+
Ro2

2
ij,2, (8.8a)

vcirc,j,2 = Lo2
dicirc,j,2

dt
+Ro2icirc,j,2, (8.8b)

in (8.7) results in

pp,j,2 =

(

Vdc
2

− v
′

j,2 − vcm,2 − vcirc,j,2

)(

ij,2
2

+ icirc,j,2

)

=
Vdcij,2

4
+
Vdc
2
icirc,j,2 −

v
′

j,2ij,2

2
− v

′

j,2icirc,j,2 − (vcm,2 + vcirc,j,2)

(

ij,2
2

+ icirc,j,2

)

.

(8.9)
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Substituting for pp,j,2 from (3.20a) in (8.9) results in

N
∑

k=1

(

CSM,2

2

d
(

v2cp,k,j,2
)

dt
+
v2cp,k,j,2
Rp,2

)

=
Vdcij,2

4
+
Vdc
2
icirc,j,2 −

v
′

j,2ij,2

2
− v

′

j,2icirc,j,2

− (vcm,2 + vcirc,j,2)

(

ij,2
2

+ icirc,j,2

)

. (8.10)

With a similar procedure, the dynamics of energy in the SM capacitors of the lower

arms of MMC-2 is expressed by:

N
∑

k=1

(

CSM,2

2

d
(

v2cn,k,j,2
)

dt
+
v2cn,k,j,2
Rp,2

)

= −Vdcij,2
4

+
Vdc
2
icirc,j,2 −

v
′

j,2ij,2

2
+ v

′

j,2icirc,j,2

+ (vcm,2 − vcirc,j,2)

(

−ij,2
2

+ icirc,j,2

)

. (8.11)

Adding (8.10) to (8.11) results in

∑

y∈{p,n}

N
∑

k=1

(

CSM,2

2

d
(

v2cy,k,j,2
)

dt
+
v2cy,k,j,2
Rp,2

)

= Vdcicirc,j,2 − v
′

j,2ij,2 − vcm,2ij,2

− 2vcirc,j,2icirc,j,2. (8.12)

Summing (8.12) over all the phases results in

∑

j∈{a,b,c}

∑

y∈{p,n}

N
∑

k=1

(

CSM,2

2

d
(

v2cy,k,j,2
)

dt
+
v2cy,k,j,2
Rp,2

)

= Pdc − Pac,2

− 2
∑

j∈{a,b,c}
vcirc,j,2icirc,j,2,

(8.13)

where Pdc is the dc-link power and Pac,2 is the power sent to grid. Based on (8.8b),

the last term in the right hand side of (8.13) may also be written as

2
∑

j∈{a,b,c}
vcirc,j,2icirc,j,2 = 2Ro2

∑

j∈{a,b,c}
i2circ,j = Ploss,2, (8.14)
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where Ploss,2 represents the conduction losses in MMC-2. Substituting for

2
∑

j∈{a,b,c} vcirc,j,2icirc,j,2 from (8.14) in (8.13) results in

∑

j∈{a,b,c}

∑

y∈{p,n}

N
∑

k=1

(

CSM,2

2

d
(

v2cy,k,j,2
)

dt
+
v2cy,k,j,2
Rp,2

)

= Pdc − Pac,2 − Ploss,2. (8.15)

Similar derivation of the dynamics of the energy in the SM capacitors of MMC-1 leads

to

∑

j∈{a,b,c}

∑

y∈{p,n}

N
∑

k=1

(

CSM,1

2

d
(

v2cy,k,j,1
)

dt
+
v2cy,k,j,1
Rp,1

)

= −Pdc + Pac,1 − Ploss,1, (8.16)

where Pac,1 and Ploss,1 represent the power generated by the generator and the con-

duction losses in MMC-1, respectively. Adding (8.15) to (8.16) results in

2
∑

l=1

∑

j∈{a,b,c}

∑

y∈{p,n}

N
∑

k=1

(

CSM,l

2

d
(

v2cy,k,j,l
)

dt
+
v2cy,k,j,l
Rp,l

)

= −Pac,2 + Pac,1 − Ploss,1 − Ploss,2.

(8.17)

Defining

zl =
∑

j∈{a,b,c}

∑

y∈{p,n}

N
∑

k=1

(

v2cy,k,j,l
)

, (8.18)

(8.17) is rewritten as

CSM,1

2

dz1
dt

+
z1
Rp,1

+
CSM,2

2

dz2
dt

+
z2
Rp,2

= −Pac,2 + Pac,1 − Ploss,1 − Ploss,2. (8.19)

Assuming that the grid-side qd current controller is faster than the energy controller,

the grid-side power is given by

Pac,2 ≈
3

2
vsqi

e
q,ref,2. (8.20)
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Fig. 8.2. Block diagram of the energy controllers.

Substituting Pac,2 from (8.20) in (8.19) results in

CSM,1

2

dz1
dt

+
z1
Rp,1

+
CSM,2

2

dz2
dt

+
z2
Rp,2

= −3

2
vsqi

e
q,ref,2 + Pac,1 − Ploss,1 − Ploss,2. (8.21)

Applying Laplace transform to (8.21), the following transfer functions are obtained:

Z1(s) = − 3vsq
CSM,1









1

s+
2

Rp,1CSM,1









Ieq,ref,2,1(s), (8.22a)

Z2(s) = − 3vsq
CSM,2









1

s+
2

Rp,2CSM,2









Ieq,ref,2,2(s), (8.22b)

Ieq,ref,2(s) = Ieq,ref,2,1(s) + Ieq,ref,2,2(s). (8.22c)

Using (8.22), a PI controller is designed to control the SM capacitor energy such

that the settling time of the energy control system is much higher than the settling

time of the grid-side qd current control system. The output of the aforementioned
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Fig. 8.3. Block diagram of the overall control of the grid-side MMC during WECS
startup.

controller is the q-axis grid-side current reference ieq,ref,2. The block diagram of the

energy controller is shown in Fig. 8.2. A feed-forward term, as shown in Fig. 8.2, is

introduced to improve the loop dynamics.

8.3.2 Overview of the Control System

The control of the generator-side MMC is explained in Section 5.4 of Chapter 5.

The control of the grid-side MMC is similar to the one explained in Section 4.2 and

4.3 of Chapter 4, except for the control of the circulating currents in αβ reference

frame and the additional energy controller mentioned in the previous section. Since

the circulating currents of all the phases in the generator-side MMC are controlled,
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all the circulating currents in the grid-side MMC are not independent variable. The

aforementioned may be noticed in

∑

j∈{a,b,c}
icirc,j,1 = idc,1 = −idc,2 = −

∑

j∈{a,b,c}
icirc,j,2, (8.23)

which is derived based on the back-to-back MMC shown in Fig. 8.1. The dynamics of

the circulating currents of the grid-side MMC in αβ reference frame is similar to the

dynamics in abc domain that was explained in Chapter 4 and is not repeated here.

The block diagram of the overall control of the grid-side MMC is shown in Fig. 8.3.

The overview of the control system of the MMC-based WECS during WECS startup

is summarized in Fig. 8.4.

8.4 Normal WECS Operation

Under normal WECS operation, the control system of both the generator- and

grid-side MMCs is based on the control systems described in Sections 4.2 and 4.3

of Chapter 4, except for the control of the generator-side circulating currents in αβ

reference frame. The generator-side circulating currents are controlled in the αβ

reference frame due to similar reasons as the ones mentioned in the previous section

for the control of grid-side circulating currents in αβ reference frame during WECS

startup. The block diagram of the overall control of the generator-side MMC is shown

in Fig. 8.5. Similar to the previous section, the grid-side q-axis current reference for

the grid-side MMC control system is generated by the energy controller. The overview

of the control system of the MMC-based WECS during normal WECS operation is

shown in Fig. 8.6.

8.5 Simulation Results

The WECS described in Fig. 8.1, based on the system parameters in Table 8.1,

wind turbine parameters in Table 2.1, PMSG parameters in Table 2.2, and the pro-
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Fig. 8.4. Overview of the control system of the MMC-based WECS during WECS
startup.
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Fig. 8.5. Block diagram of the overall control of the generator-side MMC during
normal WECS operation.

posed control systems, is simulated in the PSCAD/EMTDC software environment.

A variable wind profile, similar to [2], is chosen to simulate the real wind conditions.

The wind profile is shown in Fig. 8.7. The simulation is run for 27 s in which the

following test scenarios are demonstrated: (i) MMC capacitor startup charging from

t = 0 s to t = 0.188 s where the MMC capacitors are charged; (ii) WECS startup

from t = 0.188 s to t = 4 s where the PMSG rotor speed is built; (iii) normal WECS

operation under constant average wind speed from t = 4 s to t = 10 s; (iv) normal

WECS operation under step changes in wind speed at t = 10 s and t = 18 s; and (v)

normal WECS operation with single phase-to-ground fault on the grid side at t = 25

s.
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Fig. 8.6. Overview of control system of the MMC-based WECS during normal
WECS operation.

8.5.1 Simulation: MMC Capacitor Startup Charging

For the wind energy system described by Tables 8.1, 2.1, and 2.2, the MMC

startup optimization problem described in Section 8.2 is solved using the GA in the
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Fig. 8.7. Wind speed.

Table 8.1.
System Parameters

Quantity Value Quantity Value

MMC nominal power 6 MVA Nominal net dc voltage Vdc 6.4 kV
Grid voltage (line-to-line) 3.8 kV PWM Carrier frequency fs 1.8 kHz
Nominal frequency f 60 Hz MMC-1 Submodule capacitance CSM,1 8 mF
SCR at PCC 19 MMC-2 Submodule capacitance CSM,2 5 mF
AC System industance Ls 1 mH Switch voltage drop 1.5 V
AC System resistance Rs 30 mΩ Switch resistance 1.0 mΩ
Lo1 2 mH Diode voltage drop 1.4 V
Ro1 800 mΩ Diode resistance 0.5 mΩ
Lo2 4 mH No. of SMs in MMC-k, k ∈ {1, 2}, N 4
Ro2 800 mΩ

MATLAB with Vc,ref = 1600, Vc,lim = 1600, and Ilim = 1200. The corresponding

results, i.e., number of inserted SMs in each arm of the MMC-1 and phase-a,b, and c

of the MMC-2 are shown in Fig. 8.8. The regions 2, 3, 4, and 5, marked in Fig. 8.8,

represent the resistor control, resistor-less control, dc current, and tail-end regions,

respectively. The state of the back-to-back MMCs during the startup procedure is

theoretically solved by substituting the input u from Fig. 8.8 in (8.1) and (8.2).

The theoretical results of the state variables are shown in Fig. 8.9. The SM capacitor

voltages, as shown in Figs. 8.9(a)-(b), are built smoothly during the startup procedure

to reach their reference value, i.e., 1600 V. The dc-link and arm currents, as shown

in Figs. 8.9(c) and (d), respectively, are within their limits of 1200 A and 2400 A

in all the regions of operation. As shown in Fig. 8.9(d), in the dc current region

or region-4, the dc-link current rises and maintains an average value of 1200 A. The

corresponding region in Fig. 8.9(a) shows that the charging of the SM capacitors in the

MMC-1 accelerate due to the rise in the dc-link current. The corresponding region in
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Fig. 8.9(b) shows that the SM capacitor voltages of the MMC-2 also rise, albeit slower.

The aforementioned may be attributed to the constraint placed on the grid-side q-

axis currents such that the SM capacitors of the MMC-2 also charge in the dc current

region. The exponential decrease in the dc-link current in region-5, or the tail-end

region, is noticed in Fig. 8.9(d). This may be attributed to the exponential decrease

in the lower limit of the dc-link current. The corresponding region in Figs. 8.9(a) and

(b) shows that the SM capacitor voltages of the back-to-back MMC tail off to reach

their reference voltage of 1600 V.

The startup results obtained from the theoretical model of the back-to-back MMC

system are verified by simulation studies in the PSCAD/EMTDC environment for the

system of Fig. 8.1. The optimization results of Fig. 8.8 are stored in a lookup table and

are used to control the MMCs during the MMC capacitor startup charging process.

The simulation results of the SM capacitor voltages and the arm currents during

the startup procedure for both the MMCs are shown in Fig. 8.10. A comparison of

the theoretical results for the arm currents of MMC-2 and the dc-link current into

MMC-1 shown in Figs. 8.9(c)-(d) with the simulation results from PSCAD shown

in Figs. 8.10(c) and (e) shows a small difference, which is due to the absence of

the real switch characteristics in the theoretical model. A similar comparison of the

SM capacitor voltages between the theoretical results in Figs. 8.9(a)-(b) with the

simulations results in Figs. 8.10(a)-(b) shows remarkable similarities. The results

shown in Figs. 8.9-8.10 validate the performance of the proposed MMC capacitor

startup charging procedure for the WECS of Fig. 8.1.

8.5.2 Simulation: WECS Startup

Once the SM capacitors are charged to their reference values, the PMSG is con-

trolled as a motor with constant electromagnetic torque to build the turbine torque

and speed. To avoid high voltage ripple in the SM capacitors during the WECS

startup, Strategy I proposed in Section 5.3.1 of Chapter 5 is implemented. The re-



145

0 0.05 0.1 0.15 0.188
0
2
4
6
8

S
M

s 
in

se
rt

ed

Time (s)

 

 

n
c,1

Region−2 Region−3 Region−4 Region−5

(a)

0 0.05 0.1 0.15 0.188
0
2
4
6
8

S
M

s 
in

se
rt

ed

Time (s)

 

 

n
p,a,2

n
n,a,2

Region−5Region−4Region−3Region−2

(b)

0 0.05 0.1 0.15 0.188
0
2
4
6
8

S
M

s 
in

se
rt

ed

Time (s)

 

 

n
p,b,2

n
n,b,2

Region−2 Region−3 Region−4 Region−5

(c)

0 0.05 0.1 0.15 0.188
0
2
4
6
8

S
M

s 
in

se
rt

ed

Time (s)

 

 

n
p,c,2

n
n,c,2

Region−2 Region−3 Region−4 Region−5

(d)

Fig. 8.8. MMC startup optimization results: (a) number of inserted SMs in each arm
of MMC-1, (b), (c) and (d) number of inserted SMs in phase-a, b, and c of MMC-2.

sults of the system during the WECS startup process are shown in Fig. 8.11. The

turbine and PMSG electromagnetic torques are shown in Fig. 8.11(a). As shown, the

electromagnetic torque is controlled at 80% its rated value, i.e., Te = 2.58× 106 Nm,

to assist in building the rotor speed, shown in Fig. 8.11(b). The finite rise and fall

times of the electromagnetic torque help avoid over-voltage stress on the devices. The

positive value of the torque indicates the motor action of the PMSG. The generator-

and grid-side qd currents are shown in Figs. 8.11(c)-(d), respectively. As depicted
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Fig. 8.9. The theoretical MMC waveforms during MMC startup: (a) SM capacitor
voltages of MMC-1, (b) SM capacitor voltages of MMC-2, (c) arm currents of

MMC-2, and (d) dc-link current into MMC-1.

in Figs. 8.11(b)-(c), the MMC-1 is under constant-current low-frequency operation,

which places significant voltage ripple stress on the SM capacitors of MMC-1. How-

ever, the proposed Strategy I is able to reduce the SM capacitor voltage ripple as

highlighted by the waveforms in Fig. 8.11(e). As shown in Fig. 8.11(e), the ripple

voltage magnitude of the SM capacitor voltages of MMC-1 phase-a is controlled below

425 V. The corresponding arm currents and circulating currents of MMC-1 phase-a
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Fig. 8.10. Simulated MMC waveforms during MMC startup: (a) SM capacitor
voltages of MMC-1, (b) SM capacitor voltages of MMC-2, (c) arm currents of
MMC-2, (d) arm currents of MMC-1, and (e) dc-link current into MMC-1.

during the WECS startup are shown in Figs. 8.11(f)-(g), respectively. The phase-a

SM capacitor voltages, arm currents, and circulating current of MMC-2 are shown
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in Figs. 8.11(h)-(j), respectively. As shown in Figs. 8.11(e) and (h), the average SM

capacitor voltages are maintained at 1600 V, thereby, validating the performance of

the energy controller. Moreover, as shown in Fig. 8.11(j), the αβ components of

the circulating current are controlled to zero and do not contain any ac components.

However, the phase-a circulating current contains some ac components due to the

zero component of the circulating current containing the same. The presence of the

ac component in the zero component of the circulating current is due to the ripple in

the dc-link current that arises with the control of generator-side circulating currents

during WECS startup.

8.5.3 Simulation: Normal WECS Operation Under Constant Wind Speed

and Wind Gusts

Once the WECS startup is complete, normal WECS operation resumes. During

normal WECS operation, the response of the WECS under a constant average wind

speed of 8.5 m/s and thereafter, with two step changes in wind, i.e., −2.5 m/s at

t = 10 s and 5.5 m/s at t = 18 s, respectively, are shown in Fig. 8.12. As shown in

Fig. 8.12(a), with the change in wind speed at t = 10 s and t = 18 s, both the turbine

and PMSG electromagnetic torques change. While the turbine torque changes almost

abruptly, the electromagnetic torque, which is maintained proportional to the square

of rotor speed, changes slowly. This can be attributed to the high inertia of the

PMSG that results in a slow change of the rotor speed, as shown in Fig. 8.12(b). The

sound operation of the generator- and grid-side current controllers and the MMC-1

and MMC-2 internal controllers under constant average wind speed as well as under

wind gusts are shown in Figs. 8.12(c)-(e), 8.12(g)-(h), 8.12(j), respectively. While

the generator- and grid-side currents track their references well, the SM capacitor

voltages of MMC-1 and MMC-2 maintain an average voltage of 1600 V. The circulat-

ing currents of MMC-1 and MMC-2 do not contain any prominent ac components, as
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Fig. 8.11. Simulated waveforms of the WECS system during WECS startup: (a)
turbine and PMSG electromagnetic torques, (b) rotor speed, (c) generator-side

qd-axis currents, (d) grid-side qd-axis currents, (e) SM capacitor voltages of MMC-1
phase-a, (f) arm currents of MMC-1 phase-a, (g) reference and actual value of the

circulating current of MMC-1 phase-a, (h) SM capacitor voltages of MMC-2
phase-a, (i) arm currents of MMC-2 phase-a, and (j) αβ and phase-a circulating

currents of MMC-2.

shown in Figs. 8.12(g) and (j), respectively. The arm currents of MMC-1 and MMC-2

are shown in Figs. 8.12(f) and (i), respectively.
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Fig. 8.12. WECS operation under constant wind speed and wind gusts: (a) turbine
and PMSG electromagnetic torques, (b) rotor speed, (c) generator-side qd-axis
currents, (d) grid-side qd-axis currents, (e) SM capacitor voltages of MMC-1
phase-a, (f) arm currents of MMC-1 phase-a, (g) αβ and phase-a circulating

currents of MMC-1, (h) SM capacitor voltages of MMC-2 phase-a, (i) arm currents
of MMC-2 phase-a, (j) reference and actual value of the circulating current of

MMC-2 phase-a.

8.5.4 Normal WECS Operation Under Single Phase-to-Ground Fault

The objective of this study is to investigate the performance of the proposed con-

trollers under a temporary single phase-to-ground fault. Prior to the fault occurrence,

the system of Fig. 8.1 is in a steady-state operating condition, transferring approxi-

mately 5 MW power. At t = 25 s, a line-to-ground fault is imposed on phase-c at the
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Fig. 8.13. WECS operation under single phase-to-ground fault: (a) turbine and
PMSG electromagnetic torques, (b) rotor speed, (c) generator-side qd-axis currents,
(d) grid-side qd-axis currents, (e) SM capacitor voltages of MMC-1 phase-a, (f) arm
currents of MMC-1 phase-a, (g) αβ and phase-a circulating currents of MMC-1, (h)
SM capacitor voltages of MMC-2 phase-a, (i) arm currents of MMC-2 phase-a, (j)

reference and actual value of the circulating current of MMC-2 phase-a.

PCC, which lasts for 1 s. The transient behavior of the system before and subsequent

to the fault is shown in Fig. 8.13.

The turbine and PMSG electromagnetic torques and the rotor speed are shown

in Figs. 8.13(a)-(b). As shown in the figures, there is no impact of the fault on

the operation of the generator. This is due to the decoupling between the grid and
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generator sides, which prevents the propagation of fault transients of the grid to the

generator. Due to the aforementioned reason, the fault has no impact on the currents

in the generator-side as shown in Fig. 8.13(c). The grid-side q-axis current, which

shows a rise during the fault due to the sag in the ac-side phase voltages, is shown in

Fig. 8.13(d). The ripple noticed in the grid-side q- and d-axis currents is due to the

unbalanced grid-side currents.

The SM capacitor voltages, arm currents, and the circulating currents of MMC-1

and MMC-2 are shown in Figs. 8.13(e)-(j), respectively. While the average value of

the SM capacitor voltages is maintained at 1600 V, the circulating currents show no

ac components. However, the dc component of the circulating currents in MMC-2

are not the same during the fault due to the imbalance in the grid-side. The same

may be noticed through the change in the reference value and the actual value of the

phase-a circulating current of MMC-2 as shown in Fig. 8.13(j). Sound operation of

the unbalance controller in the circulating current controller under grid-side fault is

shown through this case study.
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9. CONCLUSIONS AND FUTURE WORK

In this chapter, the conclusions of this research and the proposed future work are

discussed.

9.1 Contributions and Conclusions

The scope of this thesis has been to research on control aspects of the MMC-based

full-scale WECS. Towards the same, the following tasks have been accomplished:

• Advanced MMC models have been developed and validated through experimen-

tal results.

• A modulation strategy to generate the switching signals of the MMC has been

proposed that minimizes the number of simultaneous and unnecessary changes

in the state of the switches and reduces the computational burden. Satisfac-

tory operation of the proposed modulation strategy has been verified through

experimental case-studies on an MMC system with RL load.

• A new circulating current controller, based on proportional resonant controllers,

has been proposed to maximize the efficiency and minimize the cost of the

system. The aforementioned controller can be implemented to control the

generator-side MMC during quadrature-torque operation or constant-torque

high-speed operation and to control the grid-side MMC. The performance of

the controller has been validated through experimental case-studies on MMC-

based drive system and through time-domain simulation studies on a back-to-

back MMC-based full-scale direct-drive WECS.

• Special strategies have been proposed to control the MMC under constant-

current low-frequency operation. The aforementioned scenario arises during
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WECS startup when the generator is controlled with constant torque so that

the turbine may build its speed from standstill or low speed to a particular fixed

speed. The proposed strategies aim to remove the low-frequency components of

the SM capacitor voltage ripple through introduction of two additional degrees

of freedom: common-mode voltage and circulating currents. The form of the

common-mode voltage and circulating current has been optimized to minimize

the losses and the SM capacitor voltage ripple. A controller design methodol-

ogy to design the gains of the corresponding control system for constant-current

low-frequency operation of the MMC has been proposed and the method has

been shown to produce gains that provide local exponential stability. Satis-

factory operation of the proposed strategies has been verified through various

experimental case-studies on an MMC-based drive system and through time-

domain simulation studies on a back-to-back MMC-based full-scale direct-drive

WECS.

• An optimization algorithm that optimizes the gains of the control systems of

a class of non-linear non-autonomous hybrid system has been proposed. The

application of the aforementioned algorithm to the control systems of the MMC

has also been explained. Experimental case-studies have shown encouraging

results for the performance of the control systems with the gains determined

from the proposed algorithm.

• A startup charging strategy has been proposed to minimize the charging time

of the SM capacitors in the back-to-back MMC-based WECS and maintain the

currents within their pre-defined limits. The proposed charging process is based

on an offline model-based predictive control algorithm. It has been validated

through time-domain simulations on back-to-back MMC-based full-scale direct-

drive WECS.
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9.2 Future Works

In this thesis, the control of MMC-based full-scale direct-drive WECS has been

developed and validated. The direction of research in this thesis has been towards

development of the system model, optimization of the state trajectory references

under various operating conditions, selection of an appropriate form of the controller

to control the state trajectories for the different operating conditions, development of

initial guess for the gains of the proposed controllers such that the system is stable,

optimization of the controller gains based on a developed algorithm, and optimization

of the modulation strategy that generates the switching signals of the MMC and

balances the SM capacitor voltages. The various operating conditions that have been

considered are low-frequency constant-current, low-frequency quadrature-current, and

high-frequency operations. Extreme conditions have also been considered to verify

the robustness of the developed control systems that include wind gusts, fault in ac-

side, and step changes in torque. However, the submodule fault conditions have not

been considered. The aforementioned situation will require the development of fault

detection algorithms and post-fault control systems. Furthermore, the control of the

MMCs with redundant SMs under normal operation as well as under SM faults will

need to be considered.

Another interesting area of research will be to explore the use of model-based

predictive control (MBPC) to optimize the performance of MMCs under various op-

erating conditions. The application of offline MBPC has been explored in this thesis

for the startup charging problem. However, the online MBPC to control the MMC

over all operating conditions is yet to be explored. The MBPC problem for an MMC

is expected to be an NP problem and may be difficult to implement in real-time.

Although some finite-set MBPC algorithms have been explored, either their algo-

rithm is of non-polynomial order or there have been a lot of approximations assumed.

An MBPC based on evolutionary algorithms or a combination of gradient-based and

evolutionary algorithms and with certain approximations or artificial constraints to



156

convert the algorithm to one of polynomial order, may simplify the problem and elic-

its further exploration. Moreover, the performance of such an algorithm will need to

be compared with the proposed control system in terms of the dynamic performance,

steady-state performance, and imposed computational burden.

Finally, the design of the MMC-based full-scale direct-drive WECS needs to be

optimized. The optimization algorithm may need to consider the type of SM, the

number of SMs, the number of redundant SMs, the size and design of inductor, the

size and type of capacitor, the type of switching devices, among others. The algorithm

may consider optimizing the reliability, efficiency, and power quality with constraints

imposed from the required circuit conditions.
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A. CALCULATION OF THE SM CAPACITOR VOLTAGE

RIPPLE

In this section, the magnitude of the SM capacitor voltage ripple of the MMC under

fixed-frequency operation is mathematically derived. In the derivations, the common-

mode voltage reference is assumed to be absent, i.e., mcm = 0.

• Case 1: The MMC operates without the circulating current controller. In this

case

mcirc,j = 0, (A.1a)

ma = m sinωt. (A.1b)

Substituting for mcirc,j and ma from (A.1) in (3.37b), (3.37c), and (3.37d) and

neglecting Ro and Rp, the magnitude of the fundamental and second-order har-

monic components of the SM capacitor voltage ripple of each phase are given by

δvc1 =
Pg

ωCSMVdc

[

(

1

3m cosφ
+

m

16ωCSMZ

(

1

cos φ
− m2

3

)

− m

6

)2

+
1

9

(

1 +
3m2

16ωCSMZ

)(

1 +
m2

8ωCSMZ

)(

1

cosφ
− 1

)]0.5

, (A.2a)

δvc2 =
Pg

12ωCSMVdc cos φ

[

(

1 +
3

4ωCSMZ
− m2 cos φ

4ωCSMZ

)2

+
m2 cos φ

2ωCSMZ

(

1 +
3

4ωCSMZ

)

(1− cosφ)

]0.5

, (A.2b)
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where

Z =
4ωLo

N
− 1

4ωCSM
(1 +

m2

2
),

φ is the power factor angle. Design of the system is such that Z > 0. Conse-

quently, the capacitor voltage ripple of the SMs in the upper and lower arms of

phase-a become

δvcp,a = δvc1 sin (ωt+ ψ1) + δvc2 sin (2ωt+ ψ2), (A.3a)

δvcn,a = −δvc1 sin (ωt+ ψ1) + δvc2 sin (2ωt+ ψ2), (A.3b)

where

ψ1 = tan−1

(

8m2ωCSMZ +m4 − 3m2 − 16ωCSMZ

tanφ (3m2 + 16ωCSMZ)

)

,

ψ2 = tan−1

(

(4ωCSMZ + 3) tanφ

4ωCSMZ + 3−m2

)

.

Defining θ1 = (ωt+ ψ1) and φ1 = (ψ2 − 2ψ1), (A.3) can be re-written as,

δvcp,a = δvc1 sin θ1 + δvc2 sin (2θ1 + φ1), (A.4a)

δvcn,a = −δvc1 sin θ1 + δvc2 sin (2θ1 + φ1). (A.4b)

Similar expressions can be derived for phases b and c as well.

• Case 2: The MMC operates with the circulating current controller proposed in

Section 4.3 of Chapter 4. In this case, icirc,j =
idc
3

(assuming balanced conditions)
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and the magnitude of the fundamental and second-order harmonic components

of the SM capacitor voltage ripple become

δvCC
c1 =

Pg

ωCSMVdc

[

(

1

3m cosφ
− m

6

)2

+
1

9

(

1

cos φ
− 1

)

]0.5

, (A.5a)

δvCC
c2 =

Pg

12ωCSMVdc cos φ
. (A.5b)

Consequently, the capacitor voltage ripple of the SMs in the upper and lower

arms of phase-a become

δvCC
cp,a = δvCC

c1 sin (ωt+ ψ1,CC) + δvCC
c2 sin (2ωt+ φ), (A.6a)

δvCC
cn,a = −δvCC

c1 sin (ωt+ ψ1,CC) + δvCC
c2 sin (2ωt+ φ), (A.6b)

where

ψ1,CC = tan−1

(

m2 − 2

2 tanφ

)

. (A.7)

Equation (A.6) can be re-written as

δvCC
cp,a = δvCC

c1 sin θ2 + δvCC
c2 sin (2θ2 + φ2), (A.8a)

δvCC
cn,a = −δvCC

c1 sin θ2 + δvCC
c2 sin (2θ2 + φ2), (A.8b)

where θ2 = (ωt+ ψ1,CC) and φ2 = (φ− 2ψ1,CC).

Based on (A.2) and (A.5),

δvc1 > δvCC
c1 , (A.9a)

δvc2 > δvCC
c2 . (A.9b)

Therefore, the harmonics of the SM capacitor voltage ripple, when the circulating

current controller is enabled, is definitely lesser than the case where it is disabled.
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B. STABILITY ANALYSIS OF THE MMC UNDER

VARIABLE-FREQUENCY OPERATION

B.1 Closed-loop System

The closed-loop dynamics of the system, comprising the MMC-based adjustable-

speed drive with the control system described in Sections 5.3 and 5.4, is provided

in this section. The closed-loop dynamics of the aforementioned system neglects the

filter dynamics and assumes Kpv = 0. The stability of this closed-loop system is

proven in this section.

B.1.1 Closed-loop System Dynamics

From the motor qd current controller block diagram in Fig. 5.2, the fundamental

frequency component of the reference waveforms of the ac-side phase voltages are

given by

mabc = T (θr)
−1mr

qd0

=
2Kp

Vdc
(iabc,ref − iabc) +

2Ki

Vdc
T−1

∫

T (i abc,ref − i abc) dt +
2ωrLeq√
3Vdc

Xi abc

+
2

Vdc
eabc, (B.1)

where i abc ≈ î abc is assumed.
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Expanding the dynamic model of the MMC from (3.40) in Chapter 4 to all the

phases results in

diabc
dt

= −Req

Leq

i abc +
N

4Leq

(mabc +mcm1 )⊙ vΣ
c,abc −

N

4Leq

(1 − 2mcirc,abc)⊙ v∆
c,abc

− 1

Leq

(eabc + ṽn,new1 ) , (B.2a)

di circ,abc
dt

= −Ro

Lo

i circ,abc −
N

4Lo

(1 − 2mcirc,abc)⊙ vΣ
c,abc +

N

4Lo

(mabc +mcm1 )⊙ v∆
c,abc

+
Vdc
2Lo

1 , (B.2b)

dvΣ
c,abc

dt
= − 1

2CSM
(mabc +mcm1 )⊙ i abc +

1

CSM
(1 − 2mcirc,abc)⊙ i circ,abc

− 1

RpCSM
vΣ
c,abc, (B.2c)

dv∆
c,abc

dt
=

1

2CSM
(1− 2mcirc,abc)⊙ iabc −

1

CSM
(mabc +mcm1 )⊙ i circ,abc

− 1

RpCSM
v∆
c,abc. (B.2d)

Substituting for mabc from (B.1) and mcirc,abc from (5.31) in (B.2), and lineariz-

ing the resulting system about its operating/reference point (iabc,ref, i circ,abc,ref,meth,

vΣ
c,abc,ref =

2Vdc
N

, v∆
c,abc,op = 0 ) by neglecting the higher-order terms in the Taylor

series expansion results in

dx

dt
= A(t)x (t) + d(t, x ), (B.3a)

A(t) =

















A3 0 A4 A5

0 A6 A7 A8

A10 A11 A12 0

A14 A15 0 A16

















, (B.3b)

d(t, x ) =
(

AT
2 0 AT

9 AT
13

)T
∫

Tδiabcdt, (B.3c)
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where

δiabc = i abc − i abc,ref, (B.4a)

δi circ,abc = i circ,abc − i circ,abc,ref, (B.4b)

δvΣ
c,abc = vΣ

c,abc −
2Vdc
N

1 , (B.4c)

δv∆
c,abc = v∆

c,abc, (B.4d)

x =
(

δiTabc δiTcirc,abc δvΣT
c,abc δv∆T

c,abc

)T

, (B.4e)

A2 = T−1 Ki

Leq
, (B.4f)

A3 = −(Kp +Req)

Leq

I 3 +
ωr√
3
X , (B.4g)
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Nωr

2
√
3Vdc

diag
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(Xi abc,ref)
T
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+
Nmcm

4Leq
I 3 +

N
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diag
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eT
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, (B.4h)
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iTabc,ref
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T−1, (B.4j)
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diag
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T−1, (B.4m)

A14 =
1

2CSM
I 3 +

2Kp

VdcCSM
diag

(

iTcirc,abc,ref
)

− 2ωrLeq√
3VdcCSM

diag
(

iTcirc,abc,ref
)

X , (B.4n)

A15 =
Kp1

VdcCSM
diag

(

iTabc,ref
)

− 2

VdcCSM
diag

(

eT
abc

)

− mcm

CSM
I 3

− 2ωrLeq√
3VdcCSM

diag
(

(Xi abc,ref)
T
)

, (B.4o)

and Kpv = 0 is assumed. Equations (B.3) and (B.4) represent the linearized closed-

loop dynamics of the MMC-based adjustable-speed drive system with the control
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system described in Sections 5.3 and 5.4. The system described in (B.3) and (B.4) is

a non-autonomous system and its stability, based on Lyapunov analysis of singularly

perturbed non-linear non-autonomous systems [76], is proven in the next section.

B.1.2 Stability Analysis of the Closed-loop System

The system described by (B.3) and (B.4) is re-written as

dx 1

dt
= Ar(t)x 1 + d 1(t, x 1, x 2), (B.5a)

µ
dx 2

dt
= Abx 2 + d 2(t, x 1, µ), (B.5b)

where

µ =
Kp

RpCSM

1

Kp1 +Ro

, (B.6a)

x 1 =
(

δiTabc δvΣT
c,abc δv∆T

c,abc

)T

, (B.6b)

x 2 = δi circ,abc, (B.6c)

Ab = − Kp

RpCSMLo

, (B.6d)

Ar(t) =











A3 A4 A5

A10 A12 0

A14 0 A16











, (B.6e)

d 2(t, x 1, µ) =
(

0 µA7 µA8

)

x 1, (B.6f)

d 1(t, x 1, x 2) =
(

0 AT
11 AT

15

)T

x 2 +
(

AT
2 AT

9 AT
13

)T
∫

T δiabcdt. (B.6g)

Based on (5.28a), (5.40a), and (5.43),
Kp1 +Ro

Kp
is large. Additionally, RpCSM is

very large due to the large resistor Rp typically used in the voltage sensing circuit.

Consequently, based on (B.6a), µ→ 0. That is, the system in (B.5) and (B.6) can be
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considered as a combination of a reduced-order system and a boundary-layer system

as µ→ 0.

Substituting µ = 0 in (B.5b) results in

Abx 2 = 0 ⇒ x 2 = 0. (B.7)

The solution of x 2 in (B.5b) with µ = 0 is given by (B.7). Substituting x 2 from

(B.7) in (B.5a) results in a reduced-order system for the system described by (B.5)

and (B.6), which is given by

dx 1

dt
= Ar(t)x 1 + d 1,n(t, x 1), (B.8a)

d 1,n(t, x 1) =
(

AT
2 AT

9 AT
13

)T
∫

Tδi abcdt (B.8b)

A “fast time” τ =
t

µ
and a boundary-layer state x b(τ) = x 2(µτ) = x 2(t) are

defined. Then, the boundary-layer system for the system described by (B.5) and

(B.6) is given by

dx b

dτ
= Abx b + d2(t,x1, 0)

= − Kp

RpCSMLo

x b. (B.9)

The boundary-layer system given by (B.9) is exponentially stable, uniformly for any

(t,x 1), with the eigen-value of − Kp

RpCSMLo

of algebraic multiplicity 3.

The reduced-order system described by (B.8) can be re-written as

dx 1,1

dt
= Ar,rx 1,1 + d1,1(t, x 1,2), (B.10a)

µ1
dx 1,2

dt
= Ar,b(t, µ1)x 1,2 + d1,2(t, x 1,1, x 1,2, µ1), (B.10b)
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where

µ1 =
1

RpCSMKp
, (B.11a)

x 1,1 =
(

δvΣ T
c,abc δv∆ T

c,abc

)T

, (B.11b)

x 1,2 = δi abc, (B.11c)

Ar,r =







− 1

RpCSM

I 3 0

0 − 1

RpCSM

I 3






, (B.11d)

Ar,b(t, µ1) = −

(

1

RpCSM
+ µ1Req

)

Leq
I 3 + µ1

ωr√
3
X , (B.11e)

d 1,1(t, x 1,2) =
(

AT
10 AT

14

)T

x 1,2 +
(

AT
9 AT

13

)T
∫

Tx 1,2dt, (B.11f)

d 1,2(t, x 1,1, x 1,2, µ1) =
(

µ1A4 µ1A5

)

x 1,1 + µ1A2

∫

Tx 1,2dt. (B.11g)

Since KpRpCSM is large due to the large Rp as explained earlier, µ1 → 0. As µ1 → 0,

the system described by (B.10) and (B.11) can be considered as a combination of a

reduced-order system and a boundary-layer system.

Substituting µ1 = 0 in (B.10b) results in

Ar,b(t, 0)x 1,2 = 0 ⇒ x 1,2 = 0 (B.12)

The solution of x 1,2 in (B.10b) with µ1 = 0 is given by (B.12). Substituting x 1,2

from (B.12) in (B.10a) results in a reduced-order system for the system described by

(B.10) and (B.11) and is given by

dx 1,1

dt
= Ar,rx 1,1. (B.13)
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The reduced-order system given by (B.13), (B.11b), and (B.11d), is exponentially

stable with the eigen-value of − 1

RpCSM

of algebraic multiplicity 6.

Furthermore, define another “fast time” τ1 =
t

µ1

and let x 1,b(τ1) = x 1,2(µ1τ1) =

x 1,2(t). Then, the boundary-layer system for the system described by (B.10) and

(B.11) is given by

dx 1,b

dτ1
= Ar,b(t, 0)x 1,b + d 1,2(t, x 1,1, x 1,b, 0)

= − 1

RpCSMLeq
x 1,b. (B.14)

The system described by (B.14) is exponentially stable, uniformly for any (t,x 1,1),

with the eigen-value of − 1

RpCSMLeq

of algebraic multiplicity 3.

Based on the aforementioned results, the following statements are true for the

system described by (B.10) and (B.11):

1. The origin of the reduced-order system given by (B.13), (B.11b), and (B.11d) is

exponentially stable.

2. The origin of the boundary-layer system given by (B.14) is exponentially stable,

uniformly for any (t,x 1,1).

Then, by Theorem 11.4 in [76] for singularly perturbed systems, the origin of the

system described by (B.10) and (B.11) is exponentially stable, for small µ1. That is,

the origin of the reduced-order system for the system described by (B.5) and (B.6) is

exponentially stable, for small µ1.

Summarizing the results for the system described by (B.5) and (B.6), the following

statements can be concluded:

1. The origin of the reduced-order system given by (B.10) and (B.11) is exponen-

tially stable.

2. The origin of the boundary-layer system given by (B.9) is exponentially stable,

uniformly for any (t,x 1).
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Therefore, by Theorem 11.4 in [76] for singularly perturbed systems, the origin of

the system described by (B.5) and (B.6) is exponentially stable, for small µ and µ1.

Consequently, the proof of stability of the closed-loop system comprising the MMC-

based adjustable-speed drive with the control system described in Section 5.3 and

5.4, is concluded.
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