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ABSTRACT

Mukundan, Vineetha Ph.D., Purdue University, December 2014. Structural Charac-
terization of Multimetallic Nanoparticles. Major Professor: Oana Malis.

Bimetallic and trimetallic alloy nanoparticles have enhanced catalytic activities
due to their unique structural properties. Using in situ time-resolved synchrotron-
based x-ray diffraction, we investigated the structural properties of nanoscale catalysts
undergoing various heat treatments. Thermal treatment brings about changes in
particle size, morphology, dispersion of metals on support, alloying, surface electronic
properties, etc. First, the mechanisms of coalescence and grain growth in PtNiCo
nanoparticles supported on planar silica on silicon were examined in detail in the
temperature range 400 — 900°C. The sintering process in PtNiCo nanoparticles was
found to be accompanied by lattice contraction and L1, chemical ordering. The
mass transport involved in sintering is attributed to grain boundary diffusion and its
corresponding activation energy is estimated from the data analysis.

Nanoscale alloying and phase transformations in physical mixtures of Pd and Cu
ultrafine nanoparticles were also investigated in real time with in situ synchrotron-
based x-ray diffraction complemented by ez situ high-resolution transmission elec-
tron microscopy. PdCu nanoparticles are interesting because they are found to be
more efficient as catalysts in ethanol oxidation reaction (EOR) than monometallic Pd
catalysts. The combination of metal support interaction and reactive/non-reactive
environment was found to determine the thermal evolution and ultimate structure
of this binary system. The composition of the as prepared Pd:Cu mixture in this
study was 34% Pd and 66% Cu. At 300°C, the nanoparticles supported on silica and
carbon black intermix to form a chemically ordered CsCl-type (B2) alloy phase. The
B2 phase transforms into a disordered fcc alloy at higher temperature (>450°C). The
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alloy nanoparticles supported on silica and carbon black are homogeneous in volume,
but evidence was found of Pd surface enrichment. In sharp contrast, when supported
on alumina, the two metals segregated at 300°C to produce almost pure fcc Cu and
Pd phases. Upon further annealing of the mixture on alumina above 600°C, the two
metals interdiffused, forming two distinct disordered alloys of compositions 30% and
90% Pd. The annealing atmosphere also plays a major role in the structural evo-
lution of these bimetallic nanoparticles. The nanoparticles annealed in forming gas
are larger than the nanoparticles annealed in helium due to reduction of the surface
oxides that promotes coalescence and sintering.

The nanoscale composition and structure of alloy catalysts affect heterogeneous
catalysis. We also studied Pd:Cu nanoparticle mixtures of different compositions. In
Pd:Cu of composition ratio 1:1, ordered B2 phase is formed during annealing at 450°C.
During the ramped annealing from 450°C to 750°C, the B2 phase transforms into two
different alloys, one alloy rich in copper and the other rich in Pd. This structural
evolution is different from that of Pd-Cu system in bulk. In the 3:1 composition,
the B2 phase dominates in the isothermal anneal at 450°C but a disordered alloy fcc
phase is also formed. On annealing to 750°C, the disordered fcc phase grows at the
expense of the B2 phase. These findings have important applications for the thermal

activation of Pd-Cu nanocatalysts for EOR reactions.



1. INTRODUCTION

1.1 Nanomaterials

Nanomaterials are a class of materials whose dimensions vary from a few nanome-
ters to a few hundreds of nanometers. The deluge of novel technologies and applica-
tions using nanomaterials developed over the last decade has reinforced the impor-
tance of this class of materials. Nanomaterials may be zero-dimensional (nanoparti-
cles), one dimensional (nanorods and nanotubes) or two dimensional (thin films or a
stack of films). Moreover, nanoparticles form aggregates in media such as colloidal
suspensions, in matrices or on surfaces. Small nanoparticles are typically referred
to as nanoclusters and may contain 10 to 2000 atoms. Two or more metals can be
mixed to form inter-metallic compounds and alloys. This thesis focuses on PtNiCo
nanoparticles and physical mixtures of Pd and Cu nanoparticles in the size range of
0.5nm to 20nm. These nanoparticles are interesting as catalysts in technologically
important applications.

The nanostructures have fascinating physical and chemical properties that can
be changes through control of the size, composition and degree of chemical ordering.
Nanostructures undergo different phase reconstructions, different phase transforma-
tions and have modified electronic band structures as compared to their bulk coun-
terparts. Design of new materials with tunable properties has generated enormous
interest. Surface structure, composition and ordering properties of nano-scale alloys
are of interest as they are important for tuning chemical reactivity. The surface en-
ergy contribution will be high due to nano-size and defects in the system. Some of the
other size dependent properties include geometric and electronic structure, binding
energy and melting temperature. All these characteristics of the nanomaterials can

tailor their chemical and electronic properties.



1.2 Alloy nanoparticles

Thermal treatment has been known to affect the particle size, phase, morphology,
dispersion of nanoparticles on the support, alloying and surface electronic properties.
During thermal treatment, the nanoparticles are found to undergo structural transfor-
mations that may render the catalyst more or less efficient depending on the materials
explored. The tendency of the nanoparticles to aggregate or coalesce typically leads to
loss of catalytic activity and efficiency in oxygen reduction reaction (ORR). The goal
of this thesis is to understand the structural aspects of nanocatalysts, and possibly
identify the parameters that control the properties of the nanoparticles.

The structure, morphology and thereby the chemical properties of the nanopar-
ticles can be fine tuned by mixing different metals at specific compositions. This
presents a wide range of possibilities enabling many experiments and theoretical stud-
ies. For example, bimetallic catalysts have new properties that can be tailored as a
function of the distributions and morphology of the two metals forming the alloy.

The mixing or chemical ordering of nanoparticles can take place in many different
ways such as core-shell, sub-cluster segregation, ordered mixed alloy, randomly mixed
alloy and multishell alloy. Figure 1.1 shows a schematic representation of some mixing
patterns: core-shell (a), subcluster segregation (b), mixed (c), three shells (d), etc.
The nanoparticles can be crystalline or non-crystalline. Non-crystalline materials may
include icosahedra, decahedra, polytetrahedra, polyicosahedra, etc. Non-crystalline
structures have efficient packing and internal strain. This is found in systems where
there is size mismatch between the metals forming the alloy. The degree of mixing
or ordering in nanoalloys depends on many factors such as the size of the metal
atoms, strength of the bonds between the atoms, surface energies, charge transfer or
electronic effects. Compared to mono-metallic clusters, bimetallic clusters can form
homo-tops. Homo-tops have the same number of atoms (m+n=N), same compositions
(m/n) but differ in the atomic arrangements and are used to describe alloy cluster

isomers. With cluster size, the number of homo-tops increases in combinatorial ways.



The search for a most stable structure among homotops is difficult to perform. For

example, for PdyyPt,9 particles, the number of homo-tops possible is 2.5 x 10% [1].

Figure 1.1. Schematics of mixing pattern in alloy nanoparticles [1]. (a)
Core-shell, (b) segregated, (c) mixed and (d) multi-shell nanoparticles.

At the nanometer scale, the large surface to volume ratio increases the effect of
surface energy of constituents. Moreover, the difference in surface energies of the
components is an important quantity to predict their structure. To minimize the
total energy, the material with smaller surface energy is expected to accumulate on
the surface but this tendency is reversed in materials with large lattice mismatch.
Moreover, the structure of nanomaterials produced by chemical methods is different
from the thermodynamic equilibrium conditions of the bulk systems as the surface
energy varies with surrounding medium and kinetics of reduction. So the final shape,
size, structure and ordering in nanomaterials is the result of a competition between

thermodynamics and kinetics.



1.3 Application of noble metal nanoparticles: Fuel cells

Fuel Cells are viable alternate sources of energy. They have high efficiency, are
environmentally friendly, have low weight and represent an advantageous alternative
power source. Fuel cells use reduction-oxidation reactions to generate power while
conventionally using Platinum as catalyst. To make low cost commercially available
fuel cells, it is very important to opt for robust and active nanostructured catalysts.
Bimetallic and trimetallic nanoparticles have been found to have enhanced catalytic
activities [2]. The nanostructures have high surface to volume ratios and more surface
binding sites. These two factors affect catalytic performance dramatically.

Fuel cells are made up of three segments: the anode, the electrolyte, and the
cathode. The net result of the reactions is that fuel is consumed, water or carbon
dioxide is created, and an electric current is generated, which can be used to power
electrical devices. The early designs of fuel cells were developed for use in the space

vehicles and capsules of the 1960s.

Hydrogen

\'
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Cathode

Oxygen Water

Figure 1.2. Schematics of a fuel cell.

At the anode a catalyst oxidizes the fuel, most commonly hydrogen, turning the
fuel into a positively charged ion and a negatively charged electron. The electrolyte
is a substance specifically designed so that ions can pass through it, but electrons
cannot. The electrolyte material usually defines the type of fuel cell. The freed

electrons travel through a wire creating a direct electric current. The ions travel



through the electrolyte to the cathode. Once reaching the cathode, the ions are
reunited with the electrons and the two react with a third element, usually oxygen,
to create water or carbon dioxide.

Catalysis consists of increasing the rate of a chemical reaction in the presence of
catalyst. The catalyst brings down the energy cost of the reaction. For example, to
control pollution, CO in automobile exhaust has to be oxidized. The energy required
for the non-catalyzed reaction C'O + %02 — COy is 500KJ /mole. This is the energy
needed to break the oxygen molecule and form the C'O,. When Pt is used as a
catalyst, the oxygen molecule gets split more easily and the energy of the reaction is
reduced to 50-100 KJ/mole.

Chemical activity, stability and selectivity are important parameters for evaluating
catalysts. Activity refers to the rate at which the reactants are consumed or the
product is formed on the surface of the catalyst. Stability is the measure of the
catalyst efficiency/performance as a function of time. Selectivity for a particular
product from a given set of reactants is the rate of that product formation as compared
to the total conversion rate. Selectivity is affected by four important factors (a)
surface structure of the metal, (b) presence of selective blocking sites, (c) oxide-metal
interface sites, and (d) bi-functional sites [3]. The catalysts are said to be supported
when they are dispersed on other materials, normally oxide materials like alumina,
silica, titanium dioxide, etc. For any catalyzed reaction, it is very important to know
the sequence of reaction steps and this sequence is called the reaction pathway. This
reaction pathway is important to figure out exactly how the catalytic material affects
the energetics of the reaction.

Current research has the goal of improving the efficiency and the cost of catalysts.
Typically the nanomaterials used as catalysts are of sizes below 10nm. The size,
support and reaction atmospheres play major roles in the activity, selectivity and
stability of these catalysts. Alloying affects the electronic and structural properties
of the catalysts. Bimetallic nanoparticles may lead to synergistic catalytic effects

that involve changes in local electronic properties of the nanoparticles and changes in



the strength of the surface adsorption for oxygen reduction reactions (ORR). In this
thesis, we study a few examples of bimetallic nanoparticle systems and compare their
structure to that of their monometallic bulk counterparts. The reactivity of metal
surfaces can be manipulated to strengthen or weaken the adsorbate-surface bond,
primarily in three ways: (a) Choice of metals (b) Atom coordination by changing
the size, shape, surface orientation and (c) alloying [4]. Selectivity and activity of
the bimetallic catalysts can change significantly with the surface composition, which
can be changed by the reactive atmospheres (oxidizing or reducing) and the heat of
sublimation of the elements.

A direct methanol fuel cell (DMFC) is a typical example of a fuel cell. In DMFC,
methanol is electro-oxidized to generate electrical currents and COs. A good catalyst
provides efficient sites for adsorption, desorption and electron transfer at the cata-
lyst /electrolyte interface. Pt is typically used as catalyst in anodes and cathodes.
Moreover, the pure Pt catalysts are easily poisoned by strongly adsorbed interme-
diates like the CO-intermediates. In Pt-bimetallic catalysts, the Pt activates the
C-H bonds and produces Pt-CO while the second metal activates the water to ac-
celerate oxidation of surface adsorbed CO to C'O, [5]. These bimetallic catalysts are
called bi-functional. Furthermore, a tri-metallic catalyst can minimize CO poison-
ing. When Mo is added to Pt-Ru for example, the catalysts are more active and
Mo promotes electro-oxidation of the CO at lower potential therefore modifying the
reaction path. DMFC with Pt-Ru-Mo/Carbon Nanotube as anode performed better
than Pt-Ru/Carbon Nanotube [6].

1.4 Structural aspects affecting catalysis

Traditional preparation of nanocatalysts occurs in three steps: introduction of
metal precursors on a support, calcination in oxidative atmosphere, and reduction in
hydrogen. Originally, this process produced catalysts that had poor activity due to

varied facets and sizes. To develop efficient catalysts, it is very important to tailor



their structural characteristics. Structural aspects of multi-metallic nanoparticles that
affect catalysis include size, shape, phase, chemical ordering, defects and alloying.
These are in turn affected by the influence of ligands used as capping agents in
nanoparticles, the substrates or supports, reactive atmospheres, etc. By changing one
parameter at a time, we can understand the effect it has on the structure-property
relationship of the catalysts. This way we will be able to build a robust design for
catalysts. The remainder of this chapter gives a few examples of how these factors

play a role in the catalytic properties of the nanoparticles.

1.4.1 Size effects

The nanomaterials are ideal systems where the size reduction brings about changes
in their electronic structure. From introductory quantum mechanical calculations,
we know that the discrete energy levels of nanoparticles depend on the size of the
particle. Naitabdi and Cuenya [7] found that Au nanoparticles supported on TiC
exhibited non-metallic behavior due to quantum size effects. The band gap of Au
was found to increase with decreasing cluster size, but for clusters below 1.3nm it
showed a decrease in band gap.

Size and shape have very strong influence on electronic structure and can be ma-
nipulated to optimize the catalytic properties of nanoparticles. The synthesis routes
are optimized to deliver nanoparticles with narrow size distribution. Somorjai and
Park explored the effect of size on the chemical selectivity and activity of monometal-
lic catalysts like Pt and Fe [8]. On decreasing the size of the nanoparticles, a higher
number of uncoordinated atoms becomes available for interaction with chemical ad-
sorbates, helping in dissociation of certain molecules or stabilizing them. Santra et
al. [9] reported that metal clusters undergo changes of lattice parameters, band width,
band splitting, and core-level binding energy shifts as a function of cluster size. They

explored many single metals on ultra-thin oxide support materials by in situ scanning



tunneling microscopy and spectroscopy. These experiments prove that size affects the
physical and electronic properties of the nanoparticles.

Catalytic activity may increase, decrease or remain the same with changes in
the size of the nanoparticles. Frenkel and coworkers have shown that the catalytic
activity for ammonia decomposition of Ru nanoparticles supported on AlyO3 changes
by 2 orders of magnitude when their size changes from 0.8nm to 7nm [10]. High
activity is also observed in nanoclusters as demonstrated by Heiz and coworkers [11]
in the case of Pt clusters on MgO (100) films. Typically the nanoparticles of sizes less
then 1Inm behave as molecules and their activity is related to their orbital structure
and the number of atoms. The number of atoms influences the catalytic activity
strongly. They concluded that a morphological transition from 2D to 3D configuration
happened when the number of atoms per cluster exceeds 13. Gold catalysts for CO
oxidation were found to have higher rate of the reaction as their size decreases leading
to lower coordination of atoms. The catalytic activity of nanoparticles can also remain
constant with size as in the case of Pt on Si0O, for benzene hydrogenation [12].

Nanoclusters, unlike bulk, have higher multiplicity of possible structures. De-
pending on size and temperature, monometallic nanoclusters can exist as icosahedral,
decahedron or truncated octahedron [13]. Theoretical studies have explored these 3
structures with different sizes made of different metals, including Pt and Pd. Baletto
et al [14] have shown that small nanoclusters exist as icosahedral shape and trun-
cated octahedron for larger nanoparticles. The size of the nanoparticles also affects

the charge transfer within the nanoparticles.

1.4.2 Shape and surface structure

Shape plays an important role in optimizing the activity in electrocatalysis by
increasing the number of active sites promoting catalysis.
Narayanan and El-Sayed [15] calculated kinetic parameters for capped Pt nanopar-

ticles of cubic, tetragonal and nearly spherical shapes in the electron transfer reaction



between hexacyanoferrate (IIT) and thiosulfate ions. Using absorption spectroscopy
and obtaining the rate constant of the reaction, they found the activation energy was
the lowest for tetrahedral nanoparticles. The tetrahedral nanoparticles are smaller
in size and have sharp corners and edges capable of being chemically active or easily
dissolved promoting catalytically active sites. Subsequently they confirmed faster dis-
solution of surface Pt atoms on tetrahedral particles compared to cubic and spherical
nanoparticles.

Xu et al. [16] explored Ag nanoparticles of cubic, truncated triangular nanoplates
and spherical shapes for oxidation of styrene. The rate of reaction for the cubic parti-
cles was fourteen times higher than that of triangular nanoplates and four times higher
than that of spherical nanoparticles. Higher activity for nanocubes was attributed to
the (100) facets.

Tian et al. [17] concluded that the Pt nanoparticles of tetra-hexahedral shape
with high index facets have enhanced activity for electro- oxidation of formic acid
and ethanol compared to Pt nanospheres. They attributed this behavior to increased
steps and dangling bonds promoting catalysis.

The surface structure plays a critical factor in the catalytic properties. Surface
structure like the edges, corners, particle- substrate interfacial sites have been known
to change the catalytic activity [9,18]. In ammonia synthesis using iron, Somorjai and
co-workers have concluded that the surface structures with (111) and (211) orientation
have higher activity than surfaces with (100), (210) and (110) orientation [19]. It was
also studied theoretically by Van Hardeveld and Hartog that the number of edge
atoms increases over the total number of surface atoms when the size decreases below
bnm [20]. Freund at al. [21] showed that in the decomposition of methanol on Pd
crystallites, the carbon and hydrocarbon species block edges and steps. As a result,
they conclude that the activity for carbon-oxygen bond breakage is enhanced.

Van Santen [22] rationalizes the importance of step edges in dissociative adsorption
for the cleavage of the wbond for molecules like CO, NO, Ny and O,. The cleavage of

the o-bond, for C-C in alkane hydrolysis increases with the presence of step or kinks.
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Tao et al. [23] examined the behavior of stepped Pt single crystals in CO gas.
From their scanning tunneling microscopy experiments in ultra-high vacuum con-
ditions, they found the doubling of terrace width and step height on the Pt (557)
surface leading to increased surface roughness. No such trend was observed in Pt
(332) surfaces. Upon introducing CO at high pressure, the surface coverage of CO
was increased and the surfaces underwent restructuring that helps in increasing its

electrochemical activity due to step formation.

1.4.3 Support effects

The role played by the substrate in catalytic reactivity of supported nanoparticles
cannot be neglected. The substrate can affect catalysis by (a) preventing nanoparti-
cles from coarsening (b) leading to formation of reaction sites (c¢) changing the struc-
ture and shape (d) charge transfer between substrate and nanoparticles (e) stabilizing
intermediate reaction species, etc.

Pt nanoparticles supported on carbon were found to undergo dissolution of Pt
with particle agglomeration leading to loss of surface area and a decrease in catalytic
performance [24]. The support plays a major role in promoting catalysis by acting
as an adsorbent of the gases involved in the reaction. Gold catalysts with differ-
ent support materials were explored for CO oxidation by ion-molecule-reaction mass
spectrometry [25]. Enhanced catalysis was observed for active supports like FeyOs,
TiOs, NiO,, etc., which adsorb the oxygen molecule strongly. Heiz and coworkers
have shown that the defective MgO (100) substrates with oxygen vacancies strongly
bind the Au clusters and increase their electronic charge leading to a low energy
pathway for CO oxidation [26]. Sometimes the substrates can help reactants like Hy
adsorb onto the metal nanoparticles and then diffuse on the substrate with lower
energy pathway for the formation of H-atoms [27]. Au nanoparticles dispersed on

two different substrates of C'eO, and ZnO (0001) were considered for water gas shift
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reaction. Higher activity was found for Au-C'eO, system due to the role of oxygen
vacancy formation in C'eO, [28].

The support can also get directly involved in the catalytic reaction, or control the
mobility of the catalytic materials leading to lower energy requirement for the reac-
tion. It was also found that the crystal structure of the support affects the reactivity
of the catalysts. Yan et al. reported that the brookite structure of TwOy reduces
sintering of Au nanoparticles as compared to the anatase structure of 7O, [29]. In
some cases reported, the noble metals supported on reducible oxides experience strong
metal-support interaction (SMSI) due to the strong metal-suboxide bond. A three
way catalyst is used for simultaneous conversion of CO, hydrocarbons and nitrogen
oxide in automobile exhaust. Maire et al [30] explored the Pt-Rh nanocatalysts on
CeOy- Al,O3 and found that alloys were formed with low sintering. Ceria also im-
proves metal dispersion. The noble-metal catalysts exhibited epitaxy on CeOx due

to strong metal support interaction.

1.4.4 Influence of ligand

Capping agents are polymers or other organics that bind to the surface of nanopar-
ticles to prevent aggregation, stabilize the nanoparticles in solution during synthesis,
and preserve their structure. Typically the product of colloidal synthesis of metallic
nanoparticles has a core-shell structure with a metallic core and organic material as
shell. Essentially these capping agents can resist the access of different molecules
to the nanoparticle surface or promote formation of different compounds with the
ligands. The alloying and final sizes of the nanoparticles are also influenced by the
environment of the capping agent around the nanoparticles.

Capping agents can form complexes with metal precursors and affect the final
shape of the nanoparticles. Niu et al [31] monitored the shape evolution of the
oleylamine capped Pd nanocrystals. Palladium acetylacetonates (metal precursor)

forms an intermediate complex at room temperature. Reduction followed by increased
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amount of oleylamine lead to the formation of different polyhedrons. Here the capping
agent oleylamine plays a crucial role in shape evolution by mediating the interplay
between crystal strain and surface energy.

The capping agents or the surfactant molecules of the nanoparticles have also
been known to change the chemical ordering in them. Coordinating CO molecule
to PdAu leads to core-surface segregation inversion driven by the strong Pd-CO
bonding [32]. Xian et al [33] examined the poly(N-vinyl-2-pyrrolidone) (ligand)
capped Pd nanoparticles and found an interesting size-dependent interaction of cap-
ping molecules with Pd nanocrystals. Their average size decreases monotonically as
the ligand monomer/Pd molar ratio increases up to 1.0. Charge transfer was con-
firmed to occur from a chemisorbed ligand to Pd nanocrystals. This capping agent is

reactive in catalytic environment consuming oxygen and nitrogen atoms.

1.4.5 Reactive atmospheres

Depending on the reactive atmospheres and the type of support, the metal par-
ticles can undergo many different changes such as surface oxide formation, sintering,
restructuring or redispersion. These processes involve chemisorption in specific en-
vironments leading to increase or decrease in catalytically active areas/sites such as
steps, kink sites, vacancies at the edge, etc. Room temperature CO adsorption on Au
or Pt nanoparticles can lead to clustering [23] or faceting [34]. Tao et al [23] explored
small Pt particles with stepped single crystal surfaces and found them to undergo
restructuring to form nano-sized clusters from flat terraces. Upon pumping out the
CO, the surfaces revert to the original morphology. This demonstrates the connec-
tion between coverage of reactant molecules and the atomic structure of the catalytic
surfaces under specific reaction conditions. Madey and coworkers [34] in their review
examined the atomically rough surfaces of transition metals like W, Mo, Ir, Rh and
Re and alloy NiAl that form facets when they adsorb gases or metallic monolayers

when annealed at high temperature. They discussed faceting with thermodynamics
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involving the surface structure, surface reactivity and surface electronic properties.
They have demonstrated the use of faceted surfaces as templates for selective growth
and nucleation of metallic nanoclusters.

M. Cabie et al. [35] also observed the Pt nanoparticles in a gas atmosphere by
environmental transmission electron microscopy during cycles of oxidation-reduction.
In oxygen atmospheres the Pt nanoparticles form more (100) faces than in the case of
hydrogen environment due to the stronger adsorption of oxygen on the (100) surfaces.
The shape formation was found to be reversible with increase or decrease of the
(111)/(100) ratio in hydrogen and oxygen atmospheres with few millibars pressure.

Au-Cu bimetallic nanoparticles dispersed on ordered mesoporous silica SBA-15
are more active in CO oxidation than their monometallic counterparts. Initially the
catalysts consisted of AuzCu; and CuyO, as Cu was oxidized during the pre-treatment
conditions. During CO oxidation, CO adsorbs to Au and also reacts with oxygen in
CuO,, [36]. Similar behavior was also observed in Au-Ag and Au-Pd systems. Freund
and coworkers [37] monitored Au nanoparticles deposited on FeO (111) thin films in
different atmospheres like H2, 02, CO and CO+0Os by scanning tunneling microscopy.
In CO and CO+0, atmospheres, there was destabilization of the Au nanoparticles at
step edges leading to formation of mobile Au species capable of moving on the oxide
support.

Nolte et al. [38] investigated Rh nanoparticles supported on MgO(001) using graz-
ing incidence x-ray diffraction and TEM experiments. On oxidation they found an
increase in the total area of (100) facets at the expense of (111) surfaces. This was
reversible in nanoparticle reduction during CO oxidation.

The influence of CO and H adsorption on the Pd, Au and Pt nanoclusters was de-
tailed in the calculation by Paz-Borbon et al. [39]. They found that the H-adsorption
releases surface stress and forms five-fold symmetry structures. CO adsorption does
not change the energy of these clusters. Another effect of reactive species on the
nano alloy is the formation of stable compounds like oxides, sulphides or carbides.

For example, exposure of Pt-Co to oxygen leads to the formation of a wurzite CoO
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oxide shell [40]. The electronic structure of the cobalt oxide in the nanoscale was

different from the bulk counterpart.

1.4.6 Alloying

The composition in bimetallic systems is important for reducing cost of catalysts
and enhancing catalytic efficiency by modification of electronic properties. Charge
transfer phenomena between two metals change the binding energy of adsorbates,
lowers the energy barrier of the reaction, increases resistance to poisoning of the
catalysts, etc. The nature of the second metal, the preparation and the treatment of
the nanoparticles have lasting influence on the activity of alloy nanoparticles.

Direct methanol fuel cells are being made economically viable by alloying Pt with
less expensive metals such as Ru, Cr, Sn, Os, etc. These metals not only lower the
costs but also have enhanced activity at the electrodes and resist poisoning caused
by the by-products of the fuel cell reactions [41]. In particular, Ru provides prefer-
ential sites for OH adsorption that oxidizes to C'O, from alcohol, preventing the CO
poisoning by accumulation on the catalysts.

Croy et al. [42] experimented with PtM (M = Au, Pd, Ru and Fe) nanoparticles
supported on Zr(O, for methanol decomposition. They reported changes in stability
of PtOX species on these nanoparticles depending on the affinity for oxygen of the
secondary metals. Low reactivity was reported for these nanoparticles compared to
pure Pt clusters.

Recently Stamenkovic et al. [43] have shown that the Pt3Ni(111) surface is ten-
folds more active than the Pt(111) surface in the oxygen reduction reaction in polymer
electrolyte membrane fuel cells (PEMFC). This was attributed to the compositional
oscillation on Pt3Ni surface and the lowering of the d-band center. Furthermore,
they established that a strong relationship exists between surface electronic structure

and activity in oxidation-reduction reactions.
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In some cases, the addition of another metal to the noble metal leads to promotion
of catalytic activity. Pd is a good catalytic metal for selective hydrogenation of 1,3-
butadiene. When combined with Au, Piccolo et al. have shown that PdAu is more
selective to butene formation than pure Pd surfaces. The increased activity is due to
an Au-induced weakening of the butane-Pd bond [44].

In some cases, bimetallic nanoparticles have better catalytic properties than the
monometallic counterparts because they reduce contamination of the catalysts. In
sulfuration process, the number of sulphur atoms decreased in the vicinity of Pt atoms
compared to that in monometallic Pt catalysts. Using extended x-ray fine structure
(EXAFS) measurements, Bensaddik et al. [45] showed that the second metal modifies
the behavior of the Pt clusters on adsorption of H2S. Ye et al. [46] have shown
that the Pt-Pd dendrimer nanoclusters (consisting of 180 atoms) have a relative
catalytic activity enhancement of 2.4 compared to otherwise identical monometallic
Pt nanoparticles.

Bimetallic catalysts are important in petrochemical industry providing high activ-
ity, selectivity and stability for the methyl cyclopentane ring opening. For example,
Pt-Ir is a promising candidate for the conversion of methyl cyclopentane because it

is resistant to surface carbon deposits [47].

1.4.7 Defects

Defects such as stacking faults and oxygen centers enhance the electrochemical
activity of catalysts. Ducreux et al. [48] examined the Co catalysts supported on silica
and alumina using in situ x-ray diffraction. They confirmed the presence of stacking
faults and the coexistence of both fcc and hep particles. Co catalysts are used in the
Fischer-Tropsch process where the hydrocarbons are produced from hydrogen and
carbon monoxide.

Gan et al. [49] explored the role of pentagon defects on the bamboo shaped carbon

nanotubes used as substrates to disperse Pt-Ru nanoparticles for anodes in direct
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methanol fuel cells. When compared to the conventional carbon nanotube and Vulcan
carbon black, the bamboo shaped carbon nanotube showed highest activity and this
was attributed to the interaction of the defects with the Pt-Ru nanoparticles involving

charge transfer from the nanotubes to the nanocatalysts.

1.4.8 Chemical ordering

Chemical ordering at the nano scales is different from that in bulk alloys. The
ordering process in alloys is affected by the presence of surfaces. Any alloy would
phase separate or order at low temperature due to interatomic interactions. When
the interaction is strong, the alloy will have ordered structures up to the melting
temperature. When the interaction is weak, the alloy forms a solid solution. In
the intermediate regime, there can be one or more ordered phases before it forms
disordered structures below melting point. Upon adding an element B to an element
A, we expect the lattice parameter of the alloy to change. Even when forming ordered
structures in alloys, the symmetry decreases and there might be deformation of the
unit cell. Ordering in nanoparticles is the result of the interplay between chemical
effects and structural effects.

Mayrhofer et al [50] studied PtCo nanoparticles and found that the surface segre-
gation of Pt with Pt3C'o core results in superior activity in oxygen reduction reaction
as compared to plain Pt catalysts. The surface segregation of Pt is possible due to
the higher adsorption enthalpy of CO on Pt than on Co. The mass activity of Pt shell
with Pt3Co core nanocatalysts increases by a factor of 2-2.5 in alkaline solutions for
oxygen reduction reaction compared to that of pure Pt and just Pt3C'o nanocatalysts.
Miegge et al [51] examined the Pd-Ni alloy with low Pd compositions and found that
the activity of alloys Pd; Nigg and PdsNigs towards 1,3 butadiene hydrogenation was
comparable to that of Pd (111) and (110) single crystal faces. This was attributed to
the surface enrichment by Pd, and the surface composition was found to be 20% and

50% for Pd;Nig9 and PdsNigs, respectively. This behaviour was investigated using
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the x-ray photoelectron spectroscopy and low energy ion spectroscopy and explained
in terms of geometry and electronic effects.

As discussed above, it is a major challenge to create functional nanoparticles
for catalysis by tuning their size, shape, phase, structure, composition and surface
properties. In this thesis, we explore thermally activated processing of multi-metallic
nanoparticles studying different aspects of their structure. We briefly discuss the
theoretical aspects of the thermodynamics and kinetics involved in multi-metallic
nanoparticles in chapter 2. Chapter 3 gives an overview of the experiments performed
in this study. Chapter 4 presents a study of sintering mechanisms in tri-metallic
nanoparticles (PtNiCo). Chapter 5 reviews the evolution of Pd and Cu nanoparticles
mixtures as a function of different substrates, different annealing atmospheres, and
chemical ordering etc. Chapter 6 presents a few results obtained in other multi-

metallic nanoparticles systems and future research directions.
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2. THEORETICAL BACKGROUND ON METALLIC
NANOPARTICLES

2.1 Introduction

Reducing materials to the nanoscale provides a fundamental mechanism to modify
their behavior and properties. The physical and chemical properties of nanoparticles
can be tailored by changing their size, surface ordering and phase. Two structural
aspects have strong influence on the properties of nanoparticles. First, the surface
to volume ratio in the nanoparticles is large. Second, the translational invariance in
nanoscale systems is no longer present. Nanomaterials can have non-crystallographic
geometries such as structures with five-fold symmetry.

The thermodynamics and kinetics involved in the structural transformations of
metallic nanoparticles induced by thermal treatment are the main focus of this thesis.
The physical properties of the materials in the nano regime are different from those in
bulk. One such example is the decrease in the melting temperature with the decrease
in size of the nanoparticles. We briefly discuss the thermodynamics and kinetics
relevant to our present study. This chapter also presents a brief literature survey on
the theoretical studies on chemical ordering, melting, shape and sintering of noble

metal nanoparticles.

2.2 Thermodynamics of bulk systems

Phase transformations are changes that occur within a material system from one
phase to another. A typical example is the change of phase of a particular structure
to a different phase in an alloy. A phase has unique structure, composition and

homogeneous properties. A phase transformation occurs due to instability of one
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phase compared to another. A system in equilibrium is the most stable state. At
constant temperature and pressure a system is stable when the Gibbs free energy is
lowest dG=0. The Gibbs free energy G is related to the temperature T and enthalpy
H by the equation G = H — T'S where S is the entropy (degree of order).

A single component bulk system has either a pure element or one type of molecule
throughout the system. The variation in G for a single component system is given by
dG =-S dT + V dP. At constant pressure (%)P = —S. For temperature up to the
melting temperature 7,,, the solid phase is the stable phase and above T,,, the liquid
phase is in equilibrium. At the equilibrium temperature T,,, the free energy of solid
and liquid are equal and the entropy of fusion L is given by AS = % = % If the
solid phase can exist in different structures, the free energy curves of these different
structures are important and the temperature at which the curves intersect gives the
equilibrium temperature for a polymorphic (a solid material can exist in more than
one crystal structure) transformation. For example, iron transforms from bee (body
centered) ferrite to fcc (face centered) austentite at 910°C' at atmospheric pressure.

If the single component system is heated, its enthalpy is raised by C,, the specific
heat at constant pressure. In this case, the specific heat is used to define the enthalpy
and entropy as follows: H = f2T98 CpdT and S = f;;g CedT. At constant temperature,
the free energy of a phase increases with pressure as (g_g):r = V. If two phases

have different volumes, their free energies vary differently. For the single component

system with two different phases in equilibrium, the change in pressure with respect to

aﬁ’TI;) = —AH_ and this is the Clausius-Clapeyron

change in temperature is given by < = oAV
eq

equation.

In the bulk phase when two materials get mixed, they form a binary solution.
Here the enthalpy of mixing plays a big role. Suppose elements A and B mix to form
a binary solution. In 1 mol solution, X4 + X5 = 1 where X4 is the mole fraction of
element A and Xp is the mole fraction of element B. The Gibbs free energy is given by
AGriging = AHpizing — T ASmizing Where AH ;2i04 is the enthalpy of mixing, T is the

temperature and AS,,izing is the entropy of mixing. For ideal solutions AH,y;zing = 0,
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AGrizing = —TASpizing, and the entropy of mixing is related to mole fractions of the
elements A and B as AS,zing = —R (XalnXa + XplnXp) where R is the universal
gas constant. It is also important to understand the effect of adding or removing
atoms from the binary solutions. When the number of atoms, T and P are allowed
to vary, the free energy is given by dG = —SdT + VdP + padna + ppdnp where piy
and pp are the chemical potential of A and B.

Regular solutions have AH,,;, # 0 as found in many binary systems. Here the
two possibilities of mixing are enthalpy of mixing is endothermic (heat absorbed) or
exothermic (heat evolved). In the chemical model, the heat of mixing is attributed
to bond energies between adjacent atoms. Three types of bonds exist in ordinary
binary solid solutions: (a) A-A bonds with energy 44 and the number of these
bonds present, Pa4 ,(b) B-B bonds with energy egp and the number of these bonds
present, Ppp, and (c¢) A-B bonds with energy €45 and number of bonds, P4p. The
enthalpy of mixing is given by AH,,;. = Pape where ¢ = e,5 — % (e4a +epp). Here
again there are three possibilities. If € is zero, the solution is ideal and the atoms
are completely randomly arranged. If ¢ < 0, the atoms prefer to be surrounded by
atoms of the opposite types (other element) and this increases Pap. If ¢ > 0, each
atom prefers to be surrounded by atoms of the same element and P, is minimized.
In cases of ¢ closer to zero (such solutions are called regular solutions), the enthalpy
of mixing is given by AH,,;» = N,2e X, Xp where N, is Avagadro number and the
Gibbs free energy is given by AGpizing = NezeXaXp + RT (XalnX4 + XplnXp).
When the enthalpy of mixing is negative, mixing results in free energy decrease at
all temperatures. When the enthalpy of mixing is positive, the free energy can have
positive or negative curvature depending on the temperature.

In reality, the arrangement of atoms in binary systems is a competition between
lowest internal energy and entropy to achieve minimum free energy. In a system with
€ > 0, the internal energy is reduced by increasing the number of A-A and B-B bonds

forming a disordered alloy as shown in figure 2.1(a). In a system with £ < 0, the
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internal energy is reduced by increasing the number of A-B bonds as shown in figure
2.1(b) and forming an ordered solid solution.

The Gibbs phase rule is typically applicable to bulk alloys. Here P + F = C +
2 where P is the number of phases, F is the degree of freedom and C is the number
of components forming the alloy. At zero temperature, a positive enthalpy of mixing
indicates that the homogeneous alloy is not stable and the material will separate into
two phases. When the temperature is non zero the entropy of mixing lowers the
Gibbs free energy following the equation AGizing = AHpmizing — T ASmizing - Hence
miscibility is influenced by temperature and composition. If the enthalpy of mixing is
negative, the homogeneous alloy is stable and entropy stabilizes the miscibility with

temperature.

@® Aatoms
@ Batoms
(a) Disordered {b) Ordered

Figure 2.1. Atomic arrangement in disordered and ordered solid solutions.

There are many factors that play important roles in chemical ordering of atoms
in alloys. One such factor is the atomic size of the elements which can introduce
strain in the structure. If the difference between atom sizes is large, then the solution
formed is an interstitial solid solution. In this case the big atoms form the cubic or
hep structure and the smaller atoms occupy the interstices between the bigger atoms.
If the chemical bonds between the atoms are strong, then they form highly ordered
intermetallic phases. In many cases, there are intermediate phases present in the alloy
at different temperatures. Some other factors that affect the structure are valency
and electronegativity. Intermediate phases typically undergo phase transformations
to a more stable state at low temperature.

In ordered phases, the atoms are can have short range order or long range order.

If long range order is present in an alloy, it can form substitutional, clustering or
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interstitial solutions. For example, in Au-Cu alloy, at high temperature, the Cu and
Au atoms are randomly arranged. At low temperature and 50/50 Cu/Au composition,
the alloy takes an ordered structure with Cu and Au atoms arranged in alternate
layers forming a super lattice. When the composition is CugAu, another super lattice

is possible as shown in figure 2.2 below [52].

-d
b
-d 7%

(b) (c)

®cu Oau @cu orAu

Figure 2.2.  Au-Cu system having different ordering structures.
(a)Disordered structure (b) Cu-Au superlattice (¢) Cu3Au superlat-
tice [52].

Some of the other common ordered lattices and their notations are given below.
L2y in Cu-Zn system is shown in figure 2.3(a) where the corners of a cube are occupied
by Cu atoms and the body center is occupied by a Zn atom. The other systems where
this structure occurs are FeCo, NiAl, FeAl and AgMg. L1, is a structure in Cu-Au
system shown also in figure 2.3 (b). It has Au atoms in the corners and the face
centers occupied by Cu atoms. Other examples of this structure are NigMn, NizFe,
NisAl, PtsFe etc. In L1y of Au-Cu, there are alternate layers of Au and Cu atoms.
This structure is also present in CoPt and FePt. Some of the other structures listed

in the figure 2.3 are D03(d) and D0q9(e) [53].

2.3 Thermodynamics at surfaces: Nano regime

One of the major reasons for the difference in the behavior of the nanoparticles
and the bulk is the surface of the nanoparticles. The surface is the sharp boundary
between the particle and the surrounding or between different phases. Surface energy
plays an important role in the thermodynamics of the nanoparticles. The surface

energy influences the free energy as G = U — T'S + vA, where v is the surface
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O®CuQAu

®Cd OmMg

Figure 2.3. Five common ordered lattices [52]. (a)L2y in Cu-Zn
(b)L1y in Cu-Au (c¢)L1y of Au-Cu (d)D0s in Al-Fe (e)D0y9 in Cd-
Mg.

tension and A is the area of the nanomaterial. To increase the surface area of the
solid under equilibrium conditions of pressure and temperature, the reversible work
done is given by dW = vdA, where v is the surface tension. The change in Gibbs
free energy G is given by dG = —SdT + VdP + vdA where S, T, P and V are the
entropy, temperature, pressure and volume respectively. In nanoparticles, the number
of atoms on the surface is comparable to the number of atoms in the volume of the
nanoparticles. The surface to volume ratio varies inversely with the diameter of the
particle or cluster. This has direct impact on surface related properties. Surface
energy can be explained by assuming the nanomaterials are obtained by breaking up
from a larger piece of material. The resulting surface of the nanomaterials has broken
bonds contributing to surface energy. The surface energy also changes depending
on the terminating ions or surfaces. Dissimilar crystallographic planes have different
surface energies. A facetted particle presents specific crystallographic planes that

minimize surface energy.

6 M~

D and the hydrostatic pressure is

Surface energy per mole is given by Usyy face =
dependent on size as P = %’ [54]. Here D is the particle diameter, M is the molecular
weight, p is the density of the materials. It is important to note that the surface energy
per mole is inversely proportional to the size of the particles. This influences physical

properties of the material such as stress and strain in the system. Another example of
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the influence of the surface energy is when particles coagulate during synthesis. The
difference in the surface energies of the original particles and the coagulated particles
leads to energy dissipation and to an increase in temperature. This temperature
increase is inversely proportional to the size of the particles. Coagulation is related to
sintering or grain growth of particles as well and will be discussed further in section
24.1.

Grain growth leads to reduction in surface area and surface energy. With the
initial size of the particle d and final size d;,q after grain growth, the reduction in

surface energy is inversely related to the size of the particle [54]:

M67 dfimzl
AUsur ace — -1
d pdfinal ( d )

During phase transformations, the enthalpy changes with size as shown in [54],

2
6M new o new 3
AHt'r‘ans—nano = AHt'rans — —’Y 1— ( Yold ) (p )
Precwdnen Ynew /) \ Pold

This represents the inverse linear relationship between the change in enthalpy and

the particle size. The Clausius-Clapeyron equation shows that the vapor pressure

varies with surface energy and particle size as P = Py exp (ggg&) where P, is the
vapor pressure on flat plane, V,, is the molar volume, R is the gas constant and T
is the temperature. So the vapour pressure increases drastically with the decrease in
particle diameter. In gas phase synthesis, it is easier to synthesize small particles of
materials with low vapor pressure. This influences the shape of the particles as well.

Samorjai et al. [55] defined the chemical potential of an ideal solution for binary
systems as gl = p® + RTIna? where i=1,2, u! is the chemical potential of bulk
solution and ¥ is the mole fraction of " component. The main cause of surface
segregation is the binding energy which affects the chemical bonding and surface
tension. For metals, there is a strong relation between surface tension and heat of
sublimation. Surface composition is strongly dependent on the surface tension of the
components, heat of mixing, and temperature.

Some examples of surface effects are islanding, surface roughness, texturing and

faceting. Microstructure, atomic mobility and mechanical strength varies with crys-
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tal structure, grain structure, defects and compositional variations. An exhaustive
review of the different thermodynamical quantities that change dramatically in the
nanoscales is beyond the scope of this thesis. Next we discuss key properties like

melting, morphologies and ordering in nanoparticles, not seen in bulk.

2.3.1 Melting

Many studies have been devoted to the effect of size and composition on the
melting temperature of monometallic nanoparticles. The nanoparticles are known to
have melting temperature much lower than that of the bulk. Melting, nucleation and
sintering mechanisms of metallic nanoparticles are still not completely understood.
Surface melting manifests as sharp variations in structural and thermodynamic pa-
rameters across the diameter of the nanoparticles. Computer simulations have shown
that nanoalloys undergo structural transformations such as recrystallization, before
they undergo melting. Nucleation can be homogeneous (throughout the medium of
the nanoparticles) or heterogeneous (preferential at the interfaces or defects). Crys-
tallization involves the formation of solid nanoparticles precipitating from solutions or
melts. Recrystallization follows melting where crystals form via chemical solid-liquid
separation, and mass transfer from liquid solution to a pure solid crystalline phase
occurs.

Buffat and Borel [56] first experimentally confirmed the depression of melting
temperature in gold nanoparticles. Since the interface and surface energies play a
major role in nanoparticles, the overall morphology and geometry of the nanopar-
ticles should be considered. The melting of nanoparticles is affected by the com-

positions of the nanoalloy. From classical thermodynamics, it was found 7,_;—’; =

psLrs

2
1 — 2 {'ys — (%)3} where 74 is the radius of the solid [12,56]. Here T,, =
melting temperature, Ty = temperature of triple point of bulk phase, p,, p; = densi-

ties of solid and liquid phases, L= latent heat of fusion, and 7, 7, = surface tension
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in solid and liquid phases. The finite-size of the nanoalloy particles can also affect
other phase transition temperatures.

Surface melting is strongly prevalent in nanomaterials [57]. Since the atoms on
the surface are less coordinated, the surface melts at lower temperature compared to
the volume melting temperature. Surface induced disorder is also seen in many alloys.
This happens when a layer of disordered phase wets the surface close to the melting
temperature and this is pre-melting [58]. For example, Mei and Lu concluded that
the (110) surfaces of Al, Cu and Ni show surface pre-melting. The (100) surfaces of
Pb, Ni and Au undergo incomplete surface melting especially when they have packing
density between (110) and (111).

Miao et al. [59] monitored the melting of Pd clusters and nanowires using Sutton-
Chen potential in a molecular dynamics study. They found the nanoclusters have
lower melting temperature compared to that of the nanowire. Surface pre-melting at
much lower temperature was observed. Lui et al. [60] found there were three time
periods before the complete melting of the gold nanoparticles takes place. The three
processes and the associated three time scales correspond to disordering, reordering
and surface melting. They also studied the melting of differently shaped nanoparti-
cles. Icosahedra have the lowest melting temperature and star-like decahedra have
higher melting temperatures. They studied the pair-correlation function and mean
square displacement for understanding the melting of different clusters.

Delogu [61] investigated the melting of AuCus clusters of sizes 1-10nm with the
second moment approximation-tight binding (SMA-TB) approach and found that
the disordering process starts at the surface, and Au segregates with a concentration
gradient between the surface and bulk. Chen et al. [62] modeled the melting of 55
atom Ag-Au nanoalloys using Gupta potential. They found the melting temperature
to decrease with increasing Au content. This implies that the melting behavior is
dependent not only on the size but composition as well. Here Au has higher melting

temperature than Ag. Sankaranarayanan et al. [63] simulated the melting of Pd-Pt
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core-shell clusters and found that melting happens in two stages in this system. The

external Pd shell undergoes surface melting followed by melting of the Pt core.

2.3.2 Chemical ordering and segregation in nanoparticles

Chemical ordering refers to the arrangement of the metal atoms in alloy nanopar-
ticles. When metals A and B mix to form an alloy, the chemical ordering in the
alloy has many possibilities as described in section 2.2. The nanoparticle can have
a disordered mixed structure, ordered mixed pattern, segregated pattern, core-shell
segregated pattern , or multi-shell pattern as shown in figure 1.1. Mixed alloys can
be either random or ordered as in the case of L1, geometry of AuCu and AuAg
alloys [1,64]. Segregated motifs manifest themselves as core/shell where core is of
metal A and shell of metal B or multi-shell A-B-A as in Pd-Au nanoparticles [65],
or as A-B-A-B in Pd-Pt nanoparticles [66]. Chemical ordering is affected by size,
surface energies and strength of homonuclear and heteronuclear bonds of the con-
stituting elements in an alloy. When alloying, new structural motifs can be created
and the chemical properties can be tuned as a function of compositions of the metals
present and the degree of atomic mixing of the two metals.

Monte Carlo method and Molecular dynamics (MD) have been used in canonical
or semi-grand canonical ensemble to study nanoalloys. Quenched MD is used to de-
termine the ground state structures at 0K. The Hamiltonians used to model the alloy
systems require semi-emperical potential to explore the energy landscape. Density
functional theory (DFT) methods are used either for fitting the semi-emperical poten-
tials or to determine more accurately the lower energy structure of different isomers.
To find stable structures in a cluster configuration, one needs to find a global min-
imum of the potential energy surface generated by interaction models. The energy
landscapes are generated by density functional theory calculations and the equilib-
rium properties of the nanoalloys are predicted by Molecular Dynamics or Monte

Carlo simulations. With a wide spectrum of sizes, compositions and structure, it is a
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challenge to predict the equilibrium configuration. Finite temperature properties are
averages calculated from sampling the energy landscape over different configurations.
A major aspect of the theoretical studies involves the choice of the energetic models
with appropriate potentials that mimic the metallic systems behavior. It involves
methods to calculate the total energy of the nanoclusters, to calculate the physical
properties and quantities that match experimental evidence. It also launches a search
on favored structure for certain size ranges either by geometry or by quantum effects.
The energetics, thermodynamics, and kinetics of the nanoclusters give the complete
picture of the evolution of the nanoparticles.

Andreazza et al [67] probed the CoPt nanoclusters in a temperature range of
300-900 K for different non periodic structures at equal concentration. They found
the existence of bi-stability in 3.5nm sized CoPt alloy nanoparticles at 900 K, where
the ordered and disordered nanocrystal co-exist. It is important to understand sur-
face phase diagrams of alloys to explain the ordering mechanisms in nanoparticles or
clusters.

Barcaro [68] has shown that in the case of few platinum impurities within Pd-rich
clusters, the Pt atoms tend to populate the (111) surfaces and this tendency increases
with size of the clusters. Particularly in the composition range around 1:1, PdPt forms
a multi-shell arrangement where the subsurface shells have reversed chemical ordering
compared to the surface shell with the Pd atoms occupying the central positions of the
(111) facets and Pt occupies the (100) facets and edges. This leads to a patchwork of
islands of atoms of the two elements [68]. Core shell arrangement can also be expected
in case of mixing two species with different cohesion in the bulk and in cases when
the size mismatch is small. The more cohesive element will achieve full coordination
and form a close packed core. The less cohesive element will have low coordination
and is surface segregated with non-crystalline fivefold arrangement. This is seen in
the case of Pd-Pt where the Pd forms a decahedral structure on top and the Pt atoms
form the core with double tetrahedron [69].
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Mariscal et al. [70] monitored the coalescence by collision of different pairs of
clusters of Au-Pt, Au-Pd and Cu-Ag with Embedded Atom method (EAM) poten-
tials. Au-Pt coalescence formed the core and Au shell structures. In Au-Pd collision,
coalescence lead to intermixed clusters. In Cu-Ag collisions, three shell onion-like
structures were formed. Pt being more cohesive than Au, it remains as a core in case
of Au-Pt. In Pd-Au, the difference in cohesive energy between the two metals is small

and with the negative heat of mixing, it leads to an intermixed cluster.

Simulations of chemical ordering

In this section, we briefly introduce the model used to study chemical ordering in
noble metals and their alloys for applications as fuel cell catalysts. In the crystalline
state, each atom can be referred to a specific lattice site n, the actual position being
given by ]?n =7 + u_>n where 1Tn> is the atomic displacement. Initially the lattice has
only atom A, and then atom B is added as impurity to form an alloy. For binary
alloys, each site has two degrees of freedom and it is denoted by the occupation number
pn = 0 or 1 depending on whether atom A or B is at the site n with displacement u,.
This formulation can be extrapolated for a multi-component alloy with p i = A, B,
C... and so on. In binary systems, the chemical and displacement effects are coupled.
We assume the energy to be a function of the configuration, H(p,,u,), where the
partition function is given by Z = meun exp (—,ﬂ%) and the free energy is given by
F(V,T,N") = —KgTInZ where V is the volume and N* is the number of atoms of
type 1. The variation in the free energy is given by dF = PdV —SdT+Y ", i'dN* where
S is the entropy. For an binary alloys with constant number of atoms N = >~ N*
and N® = N¢, N4 = N (1 —¢) where c is the concentration of the B atoms, the
free energy change is dF (T,c) = —SdT + (p* — pP) Nde = —SdT + pNde where
p=pt = pP.

For noble metals, a many-body potential like the second moment approxima-

tion (SMA) derived from the electronic structure in the framework of tight binding
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approximation can be chosen. The model combines the tight-binding Ising model
(TBIM) on a rigid lattice and the SMA, taking into account essentially the difference
in the bandwidth of the two constituents but permitting lattice relaxation. TBIM
describes in a realistic way surface segregation and ordering phenomena at bimetallic
surfaces [69,70] and nanoalloys [4,71-75]. For an alloy An_.B., the Hamiltonian is
given by:

HeT = an (Ahsz - Z Vnm) + Z PrPmVam

m#n n,m#n

Where p,, is the occupation number equal to 1 or 0, depending on whether the site n
is occupied or not by an atom of type A. For a binary alloy A B., p, = 0 means
the site n is occupied by an atom of type B. The alloy effective pair interaction is
Vim = 1/2 (Vi + VBB — 2V 145) between the atoms at sites n and m characterizing
the tendency to bulk ordering (V' > 0) or to phase separation (V < 0). Here Vygu,
Vep and Vg are homo and hetero atomic pair interactions. The local surface field
AR is identical to the difference in surface energies between the pure constituents
A and B ( hf)ff =4 —~B) and Ah;ff = 0 if p # 0. These models are similar to the
Ising model used for modeling magnetic materials where the control parameter is the

magnetic field. In the case of alloys, the control parameter is the concentration.

H ({o,}) = ——ijanam hZan

with J,, = == The degree of mixing in an alloy A,,B, is influenced by [1]: (a)
The relative strength of the homonuclear bonds (A-A, B-B) and heteronuclear bond
(A-B). If A-B bonds are stronger, then mixing happens. If not, segregation happens
with the strongest homonuclear bond forming the core. (b) The surface energies of A
and B play a major role. The element with lower surface energy will form the shell.
(c) The relative atomic sizes of the elements. (d) The relative electronegativity of
the elements. (e) The surface ligands and support also plays a role in the mixing of
the nanoalloy. For a detailed treatment of the models, the reader is directed to the

textbook by Alloyeau [4].
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Figure 2.4. Structure predicted by SMA-TB model for alloy AB. [4]

In this formulation, the ground state of the FCC lattice can take different struc-

1

tures depending on first and second neighbor interactions at ¢ = 3

as shown in figure
2.4. Depending on the concentration of A and B, the figure shows different structural
possibilities. In simple cases, the phases are of the simple FCC or BCC structure.
Some of the ordered structures seen in binary alloys are shown in figure 2.2 and fig-
ure 2.3. As we have seen before, the L1, has alternate layers of atoms of different

elements. L1, is a structure where the corners are atoms of one element and the face

centers are occupied by atoms of another element (CugAu).

Phase diagram

The phase diagram is a plot of the concentration versus the temperature indicat-
ing stability ranges of various structures. In bulk, we have two different situations
depending on the interaction between the atoms of the elements forming a binary
alloy. We can have mixing (alloying) or phase segregation. In the case of alloying
there are regions of the phase diagram where ordered and disordered phases coexist.

The concentration is the order parameter used in understanding the thermodynamics
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of alloys. Order-disorder transitions in a crystal structure are parameterized by the
loss of symmetry. The phase transition temperature is an important parameter to
monitor. There can be two types of transitions: first order transitions (exhibit a
discontinuity in the first derivative of the free energy with respect to some thermo-
dynamic variable), and the second order transitions (exhibit a discontinuity in the
second derivative of the free energy with respect to some thermodynamic variable).

In the particular case of the first order transition of L1, to disordered Al fcc,
normally seen in binary Az B alloys like C'uz Pd, CusAu and CosPt, the symmetry lost
is the translational symmetry. The structure is reported to exhibit three structural
variants separated by anti-phase boundaries. Anti-phase boundaries (APB) are planar
defects that affect the physical properties of materials. The behavior of APB close to
the transition temperature depends on the order of the transition. The local width of
the APB is the direct measure of the correlation length used in the mean field theory
to study the phase transitions in alloys.

Ricolleau et al. [72] examined a first order transition in Cu-Pd (17%) by monitoring
the domain wall thickness as a function of temperature. In the vicinity of the Tc,
three types of anti-phase boundaries appeared in their dark-field transmission electron
microscopy images. At low temperature, the domain walls are sharp and the boundary
extends over a few atomic planes becoming partially disordered. The disordered
layer increases with temperature with the disordered phase emerging at transition
temperature Tc with two new order-disorder interfaces. They identified the APB
wetting regime and two-phase regime. APB width is the order parameter that was
found to have a logarithmic dependence on temperature.

At higher temperature Fe-Al has disordered bcc structure which transforms into
an ordered B2 (CsCl-like structure) phase. Second order transitions are rare in alloys
but they were found to happen in Fe-Al alloys. Another phase transformation happens
at lower temperature when the B2 phase changes to DO3 phase. Le Floch et al. [73]

monitored the contrast and intensity of the APB in their combined weak-beam and
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conventional dark-field transmission electron microscopy images. APB broaden and

vanish close to Tec.

2.3.3 Nanoparticle shape

The shape of nanoparticles is important as it dictates not only the geometry but
also the number of atoms forming the clusters. Multi-scale computational studies
can model nanoparticles and study the evolution of properties as a function of total
number of atoms (or molecular units) in the system. A variety of polymorphic crystal
structures exist in the nanoparticles and a combination of experiments and simula-
tions can provide insights into structure-property relationships. The binding energy
of a cluster of size N can be written as [1] : Ey, = aN + bN3 + ¢N3 + d where the
first term is the volume contribution followed by the surface contribution and the rest
of the terms come from energy of facets, edges and vertices. From the geometrical
point of view, most metals have a face centered cubic (fcc) crystalline structure. Face
centered cubic clusters can have octahedron, truncated octrahedron and cuboctahe-
dron shapes. Octahedrons are made of two square pyramids sharing a base and have
high surface/volume ratio. Cutting off the vertices from the octahedron generates a
truncated octahedron, having eight closed packed (111) and six square (100) facets.
Examples of a non-crystalline structure are the icosahedrons (Ih) and the decahedron
(Dh). The icosahedron has only (111) close packed facets. The decahedron is formed
by two pentagonal pyramids with shared base. The Icosahedral motif is favored at
small sizes (<2nm), the truncated octahedron clusters are favored for larger sizes
(>bnm), and the decahedra are favored for intermediate size ranges.

Density functional theory calculations have shown that gold nanoparticles can
take any of the stable structures shown in figure 2.5(a) [74]. The numbers in the sub-
scripts are the numbers of atoms forming the nanoparticles. Nanoparticles (=~ 5nm)
having 146 to 318 atoms are found to have icosahedral or truncated octahedral struc-

tures. These structural motifs sample a very small part of the structure phase space.
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The icosahedral and decahedral structures become less stable with more atoms due
to accumulated strain energy. The phase diagrams for the nanoscale materials have
axes with number of atoms N and average diameter D apart from temperature, com-
positions, and pressure. A phase map as shown in figure 2.5(b)includes the structural

motif and shapes with the phase diagram.
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Figure 2.5. (a) Different shapes and sizes of Gold nanoparticles (b)
Phase map of gold nanoparticles predicted by simulations [74].

Theoretical studies have explored the concept of magic number in some detail.
Magic metal clusters are characterized by structural and electronic shell closure. The
structural shell closure corresponds to particles consisting of a number of atoms that
enables high symmetry like the icosahedral, decahedral and octahedral motifs by
Mackay Constructions [13]. The size of the most energetically favored structure is
called the magic size. The electronic shell closure corresponds to the case when the
electrons of the clusters completely fill the valence band separated from the conduction
band by an energy gap of 1-2eV. It has been theoretically proven that these structural
motifs have high energetic stability, and they enable a study of energy as a function

of size. Also the magic number of the cluster enables building the whole cluster by
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the symmetry operations of the point groups. These clusters have sizes in the range
of 50 to 200 atoms [13].

Icosahedral structures have reduced surface energy and high internal stress. The-
oretical studies suggest that in the case of two metals of different atomic sizes mixing
and forming core-shell structure, they have great stability in an icoashedral struc-
ture [75]. Poly icosahedral structures are ubiquitous and exist in five fold and six
fold symmetry. This is favoured in case of binary nanoalloys of sizes of few nanome-
ters [76].

Computer simulations found that the minimum number of atoms constituting a
stable gold cluster with the icosahedral structure is 147 while this number is 1300
atoms for the dodecahedral structure. The geometry crosses over from the dodecahe-
dral structure to face centered cubic when 500 atoms forms a cluster [12]. Typically,
the crystalline structures in bulk take the shape of octahedra or truncated octahedra.
In the nanoscale, the materials takes the form of icosahedra, polytetrahedra and poly-
icosahedra, etc. These structures have efficient packing with inherent strain. There is
also strain when there is size mismatch between the atomic species constituting the
alloys.

Andreazza et al. [67] inspected the CoPt nanoclusters in a temperature range
of 300-900 K for structures like truncated octahedron, icosahedrons and decahedron
of different sizes at equal concentration. At temperature less than 600K, annealing
induces coalescence in icosahedral clusters. At higher temperature, they undergo
internal atom arrangement to form decahedron with transition to fcc structure. From
their Monte-Carlo simulations with tight binding semi-empirical potentials, chemical
ordering happens after transition to fcc structure and there is a structural transition

from decahedron at small sizes to truncated octahedron in 2-2.5nm size range.
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2.4 Kinetics in metallic nanoparticles

The kinetic phenomena relevant to this thesis are coalescence and grain growth,
occurring during nanoparticles sintering, and the kinetics of mixing, ordering and
phase segregation. Here we briefly discuss a few relevant examples involving noble

metals nanoparticles.

2.4.1 Grain growth: coalescence and sintering

The study of the kinetics of phase growth is necessary to understand the mech-
anisms and estimate parameters relevant to grain growth. Sintering is important
because it has been reported to have a deleterious effect on catalysis. Sintering has
been studied extensively in powders. In this case, atoms diffuse across the bound-
aries of the grains, fusing the particles together. The models used to understand
grain growth in nanoparticles fall into two regimes. First, at high temperature the
cluster remains in liquid form during growth (melting) and the final cluster structure
depends on kinetics of cooling after the growth process. Therefore, it is important to
understand how the cluster solidifies if melting occurs during grain growth. Another
phenomenon being explored is the coalescence of nanoclusters in the late stage of grain
growth (recrystallization). Since nanomaterials have many size-dependent properties,
it is important to find out how the nanoparticles change during grain growth. These
processes involve diffusion of atoms in nanoparticles at challenging time and length
scales.

Another interesting aspect of grain growth is the diffusion scaling law. We know
the mean square diffusion path is X2aD’t. The mean square path is proportional to
the size of the particles and the diffusion coefficient. The diffusion coefficient D7 is
related to the activation energy Q and temperature, as D' = D! exp (—%)) The
activation energy for diffusion in nanomaterials differs by many orders of magnitude

from the bulk value.
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MD is a standard tool to investigate the kinetics of grain growth. Typically, sim-
ulations involve particles made of more than 500 atoms and study the coalescence
between two such nanoparticles. These studies compute the physical quantities like
diffusion coefficient or surface tension, and explore how the nanoparticles evolve with
time. The simulations need to be carried out at constant temperature which corre-
sponds to the coalescence of supported nanoparticles with the substrate acting as heat
bath. All properties are calculated using MD averages over all possible configurations
weighted by the probability of their occurrences. This requires the MD simulations
to be long enough so that sufficient representative configurations have been sampled.
The MD software packages for these purposes are GROMACS and LAMMPS which
are used to study large molecular systems.

Lewis et al. [77] carried out molecular simulation of coalescence of free gold clus-
ters. A single cluster is formed by deformation of two constituent clusters with the
reduction of the surface area, followed by diffusion. The coalescence of a solid and
liquid cluster occurs in two stages. In the first stage, the contact surface increases and
is faceted. In the second stage, the object evolves from a non-spherical particle to a
sphere. The spherical shape is reached by diffusion. The time scale for sintering was
found to differ from the macroscopic bulk sintering time scales predicted by earlier
models [78].

One of the earliest phenomenological theories proposed by Frenkel [79] suggested
that the crystalline bodies undergo diffusion under the influence of surface tension.
The work done by surface tension was equated to energy dissipation due to viscous
flow and the time required for the final grain to become round was found to be
proportional to the initial size of the grain and inversely proportional to the surface
tension. This viscous law model was further developed by Hawa and Zachariah [80] to
visualize sintering of nanoparticles. Their calculation showed that sintering happens
in three basic steps as indicated in Figure 2.6. The particles come together to minimize
surface area, forming a cylinder, followed by initial sintering at the ends and global

contraction throughout the cylinder. Finally, the particle undergoes contraction to
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Figure 2.6. Sintering mechanism proposed by Hawa and Zachariah [29].

become a sphere. These studies concentrate on the early stages of sintering where
the particles form a neck region. Size dependent melting temperature was verified in
their simulations. Also, they calculated the diffusion coefficient and activation energy
for the diffusion mechanism involved in the system and compared them to available
experimental data.

From the sintering of bulk materials [81-86] for metallurgical applications, differ-
ent mechanisms that drive coalescence of two solid particles or clusters have different
scaling laws correlating the size D (diameter), neck size x, and sintering time t as sum-
marized in Table 2.1. Here 7 is the viscosity of materials, v = Surface energy, b =
Burgers vector, T = absolute temperature, p = theoretical density, 6 = grain bound-
ary width, D, = volume diffusivity, Dy = surface diffusivity, D, = grain boundary
diffusivity and €2 = atomic volume.

Sintering in nanoparticles is found to be faster and the sintering kinetics are dif-
ferent compared to larger micron-sized particles. Herrings law and other analytical
models [82] cannot be extrapolated to predict the relationship between particle size
and sintering temperature [87]. Herring scaling law states that when powders with

similar shapes but different sizes are sintered under the same experimental conditions
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Table 2.1.
Scaling laws relating the neck size and diffusion coefficient [81-86]

Type of Diffusion Neck size dependence on time
Viscous flow (%)2 = 23,%
Plastic flow (%)2 = %
Volume diffusion (%)5 = %
Grain boundary diffusion (%)6 = %%bft
4
Surface diffusion (%)7 = %
Lattice diffusion (%)4 — 12;2%29

and by the same sintering mechanism, the scaling law predicts the relative periods of
sintering time required to get the same degree of sintering [82]. For sintering of two
kinds of powders with radii a; and ay where as = pay, the required sintering time
ty and time t; are related as to = u®t; where « is an exponent that varies with the
sintering mechanism involved. The differences from the bulk could be due to different
structure/phase with different defect structures and different diffusion behavior. Sev-
eral works compared the sintering process of nanoparticles both experimentally and
theoretically and found good agreement with the neck theory [87]. Xing and Ros-
ner [88] proposed coalescence occurs by surface diffusion and found their simulation
results were consistent with experimental results of alumina and titania nanoparti-
cles. Zhu and Averback [89] evaluated the diffusion coefficient for sintering copper
nanoparticles and found their grain boundary diffusion coefficient was three orders of
magnitude larger than the experimental values.

MD simulation by Arcidiacono et al. [90] predicted diverse mechanisms at the ini-
tial stages of coalescence with neck formation. Their results showed that for nanopar-
ticles of sizes > 2nm in diameter, grain-boundary diffusion dominates and agrees
with phenomenological models. For smaller nanoparticles, surface diffusion and grain

boundary diffusion compete. They also found that the relative rotation of the parti-
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cles may provide another route for elimination of the boundary during coalescence.
Grochela et al. [91] have examined the shapes of gold nanoparticles before and after
sintering. Their study concluded that in early stage coalescence, decahedral and fcc
(truncated octahedral and cuboctahedral) morphologies occur. Kuo et al. [92] inves-
tigated melting of supported and unsupported gold nanoparticles. For unsupported
nanoparticles of 2-5nm, a structural transformation to an icosahedral structure at
high temperatures was observed and is followed by a quasi-molten state. When the
particles are supported on silica substrate, they changed structure at higher temper-

ature and were deformed due to stress arising from the gold/silica interface.

2.4.2 Kinetics of mixing

The mixing process and formation of equilibrium structure is expected to be faster
in multimetallic nanoalloys compared to the bulk materials. This phenomenon is
interesting and is present in alloying, melting and grain growth of nanoparticles.

Yasuda and co workers [93] investigated the mixing of copper atoms in gold clusters
with in situ TEM. At room temperature they observed spontaneous mixing forming
a solid solution and the diffusion coefficient of Cu was 9 orders of magnitude larger
than that for Cu dissolution in bulk Au. At lower temperature, the mixing leads to
a Au core surrounded by Cu-Au solid solution. The solid solution was also found at
temperatures below the bulk order-disorder transition temperature. For clusters of
10nm, dissolution occurs only on the surface. For larger clusters of 30nm, there was
no dissolution. Shimizu et al. [94] used Morse-like pair potential to study the same
system and found negative heat of mixing aids the complete mixing process and it
occurs in solid phase. They also confirmed the low temperature surface melting in
the Au-Cu system.

Shimizu and co-workers [95] examined the mixing in 4d metallic nanoalloys (Ru-
Mo, Mo-Nb and Mo-Zr) using SMA-TB type model potential. Rapid mixing was

predicted for systems with negative heat of mixing and this was valid for all compo-
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sitions. For systems with small positive heat of mixing, atomic convection leading to
dopant atoms (lower content) diffusing into the core was found.

In this chapter we briefly discussed the various phenomena/structural transforma-
tions of metal nanoparticles with theoretical and experimental examples from recent
literature. Starting from the basic thermodynamical relations, melting, phase trans-
formations, alloying and chemical ordering were discussed. In the next two chapters,
our experiments pertaining to grain growth of trimetallic PtNiCo nanoparticles and

transformations in Pd-Cu nanoparticle mixtures are presented in detail.
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3. EXPERIMENTAL TECHNIQUES

In this chapter we discuss the experimental techniques used in this thesis for the study
of the structural transformations in multi-metallic nanoparticles. We start with the
synthesis of the nanoparticles along with the sample preparation for various exper-
iments. The main techniques employed, x-ray diffraction and transmission electron
microscopy, are discussed with examples of data and their analysis. Other techniques

used in this study are briefly described.

3.1 Synthesis of nanoparticles

The nanoparticles can take various sizes and shapes such as triangles, cubes, stars,
flowers etc. In this study, we used spherical monodisperse nanoparticles of Pd, Cu,
Au and alloys such as PtNiCo, PtIrCo. We studied the alloying in physical mixtures
consisting of two different monometallic nanoparticles and the evolution of already
alloyed nanoparticles in case of the grain-growth experiments. The nanoparticles can
be synthesized by methods requiring ultra-high vacuum like pulsed laser deposition,
atomic layer deposition, etc. The major challenges for these techniques are agglom-
eration of the nanoparticles and broad distribution of the nanoparticles size. On the
other hand, wet chemical synthesis methods produce encapsulated nanoparticles. The
organic capping agents are necessary to protect the monodispersity of the nanoparti-
cles and prevent the particles from coalescence. For this study, the nanoparticles are
synthesized by wet chemical synthesis method. Other wet chemistry methods include
co-precipitation, incipient wetness impregnation, successive reduction and thermal
decomposition methods.

The wet chemical synthesis method was developed by Brust et al. [96,97] for the
synthesis of gold nanoparticles. Hydrogen tetra-chloroaurate (III) hydrate (HAuCl4),
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the metal precursor is mixed with tetra octyl ammonium bromide (TOABr) in toluene.
TOABET is a phase transfer reagent and in this reaction it is used to transfer the prod-
uct formed from aqueous phase to organic phase. The aqueous phase is then removed
and thiol is added. TOABET is replaced by thiol which stabilizes the metal pre-cursor.
Then sodium borohydride (NaBH4) is added to reduce the metal precursor and form
the nanoparticles with thiol cap. The end product consists of small nanoparticles
(usually of size less than 2nm) with alkanethiol caps. The nanoparticles are stable

and have a shelf life of a few weeks.

3.1.1 Supporting nanoparticles for different experiments

The main techniques used to study the nanoparticles are x-ray diffraction, trans-
mission electron microscopy, x-ray photoelectron spectroscopy and atomic force mi-
croscopy. Using synchrotron-based x-ray diffraction, we can examine the behavior of
nanoparticles and study the ensemble-averaged processes like grain growth and phase
transformations. With electron microscopy, we probe the evolution of the atomic
structure of individual nanoparticles. This combination of techniques offers great
advantages for understanding the nanoparticles from the structural point of view.
To characterize the structural evolution of the nanoparticle samples with thermal
treatment, we used various experimental techniques requiring different sample prepa-
rations. This section briefly describes the sample preparation done for each of the
characterization techniques.

For x-ray diffraction, the as-prepared nanoparticles were dispensed on Si sub-
strates that had a 0.5um thick SiO2 oxide film on them. Initially the substrates were
cleaned with acetone and dried using nitrogen gas to get a dust-free surface. Then
the nanoparticles were drop cast using micro-liter disposable syringes. These samples
were air dried in a high efficiency particulate air (HEPA) hood. Some samples were
also annealed at 200°C' on a hot plate for ten minutes to prevent the organic capping

agents from interfering with the structural evolution of the metallic nanoparticles [98].
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The samples were then annealed in a vacuum chamber as described in the section on
synchrotron based x-ray diffraction. We also studied the evolution of the nanoparti-
cles on other substrates such as carbon, alumina, glass etc. For these experiments,
the nanoparticles were first dispersed on these substrates and then mounted on the
regular flat Si02/Si substrate.

For TEM experiments, several different types of grids were used. The Cu grids
were 3mm in diameter with thin carbon support film and were obtained from Ted
Pella, Inc. The annealed nanoparticles on Si substrates (used for XRD experiments)
were removed with hexane, and then were dispensed on Cu grids. The grids were air
dried to let the hexane evaporate. In most cases, the evaporation was not complete
and often led to dark circles or carbon contamination being formed when the samples
were imaged with the electron beam. So to prevent this issue, the grids with the
samples were plasma cleaned to remove additional carbonaceous matter and hexane.
Plasma cleaning was carried out on Fischione Instrument model 1020 with flowing
Argon containing 2.17% of oxygen for 15-20 seconds. It was very important to remove
the carbon content in the sample as it provided a dark background around nanoparti-
cles, often preventing good contrast in the images. These samples were used for high
resolution transmission electron microscopy, electron energy loss spectroscopy and
energy filtered transmission electron microscopy. Using energy dispersive x-ray spec-
troscopy (EDX) experiments, the elemental content and distribution of the element
in the nanoparticles were studied. While mapping Cu on the Pd-Cu nanoparticles
dispensed on Cu grids, the maps were saturated with signal from the Cu grid and
were not useful. So for EDX experiments, the samples were dispensed on Molybde-
num or gold coated grids with holey C film on them. The Mo grids were obtained
from Pacific GridTech and Au coated grids were obtained from Ted Pella, Inc.

For AFM and XPS measurements, the samples on the Si substrates were the same
as used in XRD experiments. The techniques used to monitor the structural evolution

of the nanoparticles with thermal treatment are briefly discussed in the next few sec-
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tions. These sections summarily explain the motivation, basic physics involved in the

technique and data analysis involved. Next, we discuss x-ray diffraction techniques.

3.2 X-ray powder diffraction

X-ray diffraction (XRD) is a nondestructive method used to determine the crys-
tallinity and phase properties of bi and tri-metallic nanoparticles. The main compo-
nents of a XRD instrument are the x-ray source, goniometer to position the sample
and move to desired angles and detector to measure the intensity of the x-ray scat-
tered by the specimen. The diffractogram consists of plots of diffracted intensity as
a function of scattering angle or the scattering vector. XRD can be obtained for sin-
gle crystal or poly crystalline material but an amorphous material will not produce
peaks as the x-ray beam is not scattered coherently. For diffraction to take place, the
wavelength of the beam needs to be similar to the atomic layer spacing in the sample
and the material needs to be crystalline.

Suppose two coherent beams scatter on two different planes of atoms in the lat-
tice of the material as shown in figure 3.1. The crystal structure has translational
symmetry and the atoms are arranged with a lattice spacing d. For the scattered
x-rays from the planes of the lattice to interfere constructively, the path difference
between the two scattered beams has to be an integral multiple of the wavelength of

the x-rays. This is Braggs crystallographic equation.
nA = 2dsiné (3.1)

Braggs equation (3.1)can be used to estimate the lattice spacing d of the structure
if one knows the wavelength of the x-ray (A) and the angle of the detector (26). Here
n is an integer. The lattice spacing can be used to calculate the lattice parameter
with the numerical factor corresponding to the lattice plane. Other information such
as grain size, film thickness, mosaicity and lattice distortion can be obtained from
the shapes, widths and intensities of the diffraction peaks. Depending on the crystal

symmetries, different structures exhibit different diffraction peaks. Using the struc-



47

Figure 3.1. X-ray beams striking on the atoms of a lattice.

ture factor calculations, one can predict the reflections that are forbidden and those
that will appear in the diffractogram. For detailed descriptions of the structure factor
calculations, the reader is directed to solid state physics textbooks [99]. The structure
factor related to our XRD measurements is described in the next section.

The potential of multifunctional materials like catalysts is dependent on the ability
to control shape, size and ordering of nanoparticles. This requires controlling growth
of large collections of nanoparticles by monitoring the relevant parameters in situ and
in real time. Powder diffraction with in situ temperature and pressure capabilities is
ideal for studying structural transformations during chemical reactions as in catalysis
in electrochemical cells. In this thesis, the phase transitions induced by thermal

treatment in metal nanoparticles are examined.

3.2.1 Theory of x-ray diffraction

When an x-ray beam falls on an atom, two processes occur: (1) the beam may
be absorbed with an ejection of an electron from the atom or (2) the beam may be
scattered. The incident beam is an electromagnetic wave with electric field vector
varying sinusoidally with time and position. The electric field is perpendicular to

the direction of propagation of the beam. This electric field exerts a force on the
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electron in the atom causing acceleration of the electrons. An accelerated charge
radiates in all directions of the atom forming the scattered radiation that has the
same frequency as the incident beam. The classical theory predicts the scattered
intensity of the sample in electron units and the polarization of the scattered beam.
There are two kinds of scattering: (a) unmodified scattering (same wavelength) and
(b) Compton modified scattering (longer wavelength) [100]. Bragg reflections arise
from the unmodified scattering from the crystal. The modified scattering occurs from
different electrons and is incoherent. The sum of the intensities of the unmodified and
modified scattering from each electron is equal to the classical intensity per electron.

To calculate the classical scattered intensity, let us consider the single free electron

Figure 3.2. Classical scattering of x-ray beam [100].

at the origin of Figure 3.2 interacting with an unpolarized beam directed along the
X-axis. We need to calculate the intensity of the scattered radiation at the point P
(in the XY-plane) which is at the distance R from the electron and an angle ¢ with
the x-axis. The incident beam is unpolarized, i.e the electric field vector takes all
orientations in the YZ- plane with equal probability. The average electric field due
to electron acceleration is given by

() = () (F5) (32)

m2ctR? 2
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The Intensity is related to the electric field in cgs units as [ = & (E?)

-1 et <1+(:20s2¢> (3.3)

Let us first discuss scattering by an atom. Consider the incident beam of amplitude
Ejq polarized so that Ej is normal to the plane of the paper as shown in figure 3.3. The
monochromatic incident beam of intensity [y has a wavelength of A falling on a crystal
in the figure 3.3 shown below. Suppose the atom is at O. The electric field acting on
an electron at 7“_n> is €g = Eycos (27wt — %).The point of observation is at P, at a
distance R from the atom. The total distance to P is X; + X5. The instantaneous

electric field at the point of observation due to the unmodified scattering from electron

n located at ﬁz is

Figure 3.3. Scattering in a crystal. [100]

Eoe? 2
e = 0 <2m - 7” (X + XQ)) (3.4)

mec2Xo
Considering the source and the point of observation are at distances far away
compared to 7., the plane wave approximation can be used to get X; + X5 — e

SS+R—-T, -8 =R-— (? - 5_3) .77, The instantaneous field at P is the sum of the
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instantaneous electric field for the unmodified scattering due to each of the electrons

in the atom at O
Eye? R 27
€= mcgeXg exp 2mi |:I/t — (X)} zn:exp (%2) (S —35) - (3.5)
If the charge element is pdV at the position r, the sum is replaced by an integral

Eye? , R 271
€= mc(;Xg exp 2mi {I/t — (X)] /exp (T) (& —58) - rpdV (3.6)

The scattering factor per electron is defined as f. = [ exp (%) (? — 3_8) . E)pdV and

this quantity is the ratio of the amplitude of unmodified scattering from one electron
to the classical amplitude scattered by an electron. Assuming spherical distribution

of charges for an atom containing several electrons, the amplitude of unmodified

47 sin 0

A
F= S b= X [ Ao, () (3.7)

f is the atomic scattering factor and is based on the assumption that the x-ray wave-

scattering per atom is the sum of the amplitudes for all electrons where k =

length is much smaller than any of the absorption edge wavelengths in the atom and
the electron distribution has spherical symmetry.

A crystal has translational symmetry and the crystal axes are given by vectors
a_1>,a_2>,a—;),> . The parallelepiped formed with the 3 vectors is the smallest volume
called the unit cell. When repeated it makes up the crystal. The volume of the
parallelepiped is given by v, = ai - a3 x a3. Different atoms in a unit cell are referred
as 1,2,3.4..n and their positions from the origin are given by r_f, 7“_2>, 74....7,. The unit
cell is designated by three integers and the position of the atom of type n in the unit
cell is given by R—i = mla_1> + m2a—2> + m30L_3> + E)

A set of crystallographic planes is denoted by the Miller indices hkl. The (hkl)
plane has intercepts at 5,92 and % on the crystallographic axes as shown in figure 3.4.

Hyy, is a vector perpendicular to the planes hkl and its magnitude is the reciprocal

of the inter-planar spacing. The vector Hyy,; is defined in terms of the reciprocal set
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Figure 3.4. Crystallographic axes and Miller indices. [100]

R T S S - = =
of vectors by, by, b3 as Hy, = hby + kby + b3 where the vectors by, by, bz are related

to the crystal axes a_1>, a_2>, a3 as follows:

(3.8)

— —
From these relations, we know a_f -b; =1 and a_1> - by = 0.

The spacing of the hkl planes is dpx; the perpendicular distance between planes
dpr = m It is useful to express the Braggs law in terms of the vector Hyy. If s_0>
and & are unit vectors in the direction of the incident and diffracted beams, we have

the vectors % and % make an angle # with the diffracting planes as seen in figure 3.5

s— S 2sin 0 1
| h\ S = =| Hpt |= —— (3.9)
k

1

= | i [P = 1200 -b{ 42Dy - by +120g by 21y by + 2Ky + 21y by (3.10)
hkl

Converting to the crystal axes we find

B @ x @ [P k2 @) x ad 2R A x @ [P+
= $ 2hk(@ x @) - (@ x al) + 2k (@ x ab) - (@ xah)+ ¢ o2 (311)

dikl N NN
olh (af x a3) - (a5 x a3)
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Figure 3.5. Bragg’s law and interplanar distance in a crystal. [100]

For cubic lattice where a = b = ¢,a = f = v = 90° the interplanar distance is
1 h2E24P
a2, a?

. Now lets calculate the unmodified scattering at P due to atom (m,n)
hkl

in a crystal

FEye? . 2m
€p = mg—Qan exp i{2mvt — (T) (R — (? — 5_0>) : (?711&_1> +maa) + mla_1>)]} (3.12)

Summing over all n and all the unit cells of my, msy, ms the instantaneous field is
Eye? R 2me
€ = mng exp 2mi [Vt — (X)] zﬂ: fnexp (%) (? — s_g) T

g 21 RE 21
> eon (B) (7 =5 mat 3 eap (1) (F -5

A
m1=0

mo=0
N3—1 .
2
> cap (5) (7 = 5 mad
m3=0

(3.13)

Initially we assumed the incident beam to be polarized with electric field perpendic-
ular to the plane of the paper. For an unpolarized beam, FE, take all orientations
perpendicular to s5. For an unpolarized incident beam of intensity I, the intensity

I,, from a small parallelopipedon crystal is given by

]_jFﬂﬁ@M?—ﬁyMaaﬁGﬂ?—ﬁymz
p — Le

sin? (%) - 8_3) -ap  sin? (%) (? - 5_0>> @
sin? (%) (¥ — ) - Nah
X sin2 (%) <§> — 8_0)) i CL_3> (314)
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4

where I, = Iy —%7 <1+C°252 29) and F' =) f,exp <%§“29> exp (2mi (hx,, + ky, + 12,))

is the structure factor. Here the factor B takes into consideration the displacement

of atoms due to thermal vibrations.

sin® Nz

=3~ is zero everywhere except in the vicinity of x = nm. So the

The expression
intensity [, will be zero unless the three quotients are simultaneously close to their
maximum values. So for I, to be a maximum, it must satisfy the 3 conditions with

ht, k1, 1l as integers

(9 —56) - af = hA
(3 —50) - a5 = kX (3.15)
(§ —53) - a3 = U\

_>

which is & — so = AHpy, and this is the Laue equation.

Structure factor for a Bragg reflection

The structure factor F =3, f, exp (&) (3 — 54) -7y, is related to the scattering

factor of an atom as in equation below
T S
Fua = 3 fuexp2mi (by + kby +1bg ) - (@0} + yn5 + 2,75)

= fuexp2mi (hay + ky, +12,)  (3.16)

We know that the lattice plus the basis make up the crystal structure. In a crystal
whose Bravais lattice is face-centered, the basis vectors of the atoms are (z,, Yn, 2n),

(o4 5,00+ 3. 20), (@0 + 2 00,20+ 3), (20, yn + 3, 20 + 1) and the simpler form is

Fr = [1 +expim (h+ k) + expin (k+1) + expim (I + h)]

Z fnexp2mi (hx, + kyn + 12,) (3.17)

4

If h, k, I are all odd or all even, then Fj; = 42% fnexp2mi (hz, + ky, + [2,), and
if hkl is mixed, then Fj; = 0.
For this study, the most common structure we looked at was the face centered

structure. For example, a rock salt structure with Cl at (0, 0, 0) and Na at (1/2, 1/2,
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1/2), the structure factor will take 3 forms as follows: hkl all even, Fyi = 4 (for + fna)
; hkl all odd Friy = 4 (fer — fnva); and hkl are mixed, then Fj = 0.

The incident beam is not parallel in normal imaging conditions and different parts
of the same small crystal would not be parallel. In this case, there will be diffrac-
tion radiation over a range of angle on either side of the exact Bragg law direction,
requiring a narrow slit on the peak of the diffracted beam. Assume that during the
measurement, the crystal is rotated at constant angular velocity w parallel to the
planes hkl and normal to the incident beam, and the total diffracted energy given
out by the crystal is measured. The total energy E, an experimentally observable
quantity is obtained by integrating the intensity over time and over area of the re-

4 3 2 2 .
( e > A3SV <1+cos 29) where 8V is

m2ct v2 2 sin 20

ceiving surface, the final expression is £ = IUO
the volume of the small crystal.

In powder method, a monochromatic beam falls on a powder sample made of
crystals in random orientations. Let M be the number of crystals in the sample, 6V
the average volume per crystal and vectors Hyy; are constructed for each crystal. For

the powder sample, the effective number of these vectors will be Mmy,,; which depends

on (hkl) and crystal symmetry. The total diffracted power in a (hkl) reflection is given

by
et \ VI3mFEF? /1 + cos?20
=k (m204) 4v? ( 2sin 26 ) (3.18)

In practice, we measure the power per unit length of the diffraction circle on the
receiving surface, given by

I 4 NmE? (1 220
p 0 <e )V m ( + cos ) (3.19)

~ 167R \ m2c v2 2 sin 6 sin 26

This important quantity is directly proportional to the peak area on a diffrac-
tometer pattern. This quantity in our measurement provides an estimate of the

phase volume in multi-metallic nanoparticles or thin films.
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3.3 Synchrotron based x-ray diffraction

Synchrotron based x-ray sources facilitate many experiments not possible with
conventional x-ray sources. The high flux and wide range of x-ray energy are some of
the big advantages of using a synchrotron facility. In this study, synchrotron based
x-ray diffraction technique is used to study the structural evolution of nanoparticles
undergoing thermal annealing.

Synchrotron facilities make high flux electron beams by accelerating electrons close
to velocity of light in ultra high vacuum segments attached to a storage ring. The
electron beams are injected in bunches and each of the electron bunches contributes
to the total current. The energy of the emitted x-rays is dependent on the energy
of the electron in the storage ring. The storage rings have many segments. The
curved segments have bending magnets which direct the electrons on a circular path.
Wigglers and undulators consisting of arrays of magnets produce magnetic fields which
are alternating. In bending magnets and wigglers, the tighter curvature ensures high
energy of the x-rays. Undulators have magnets positioned precisely to accelerate the
electrons due to Lorentz force. As the electron beams pass through the insertion
devices, they accelerate to produce photon emission. This causes the electrons to
oscillate and each oscillation emits synchrotron radiation that can be manipulated to
the desired wavelength, amplitude and frequency. Bending magnets and undulators
have a series of peaks at higher multiples of a fundamental energy with wavelength .
The energy of the fundamental and its harmonics are varied by the gaps between the
magnets. Lorentz contraction sharpens the radiation and it diverges only a few mm
over a large distance. Brightness averaged over solid angle is used to quantify the beam
line. Each beam line is designed for a specific set of experiments. Monochromators
and goniometers are used as per the experimental requirements in the hutch of the

beam line [101].
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3.3.1 Beamline X20C at the National Synchrotron Light Source (NSLS)

NSLS at Brookhaven National Laboratory (BNL) has a second generation storage
ring. NSLS has two storage rings: one for vacuum Ultraviolet or soft x-rays and
one for hard x-rays (figure 3.6). The soft x-rays ring has electron energies of 0.8 to
2.0 GeV and is used for photoelectron spectroscopy and lithography. Hard x-rays
are produced by electrons of energies 2.6 to 8GeV and are used for diffraction and
extended x-ray absorption fine structure (EXAFS). Some of the uses of the high
flux x-rays are to probe interfaces in complicated stacked structures, characterize
polymers and in situ phase transformations. There are several beam ports on the
hard x-ray ring where the dipole magnet emits synchrotron radiation. Each of the
beam ports are subdivided into beam lines catering to a particular experimental

technique. The hard x-ray ring at NSLS has a 170m circumference with 60 beam
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Figure 3.6. (a)NSLS at BNL (b) Beamlines with their main experi-
ments in the inset.



57

lines and 30 beam ports. The energies of the electrons are 2.58 or 2.8 GeV and the
maximum current is 25-400mA. The x-rays from the storage ring are directed to the
beamline in an evacuated stainless steel pipe and are passed through the beryllium
window into the experimental set up hutch. The experiments done with hard x-rays
are diffraction, inelastic scattering, EXAFS, topography, tomography, small angle
scattering, fluorescence, atomic spectroscopy, microscopy and radiography. The high
x-ray intensity of the synchrotron radiation sources and efficient position sensitive
area detectors allow high quality diffraction data with good time resolution. These
set-ups can study the dynamics of processes in materials in physical or chemical
reactions or static experiments of materials in complex situations such as catalysts in
operating conditions.

Paul Horn, Robert Birgeneau and G. B. Stephenson of IBM developed the beam-
lines in the port X20. The studies at the Port X20 are basically of 5 types: (i)
triple axis diffraction for measuring strain relaxation in SiGe structures, (ii) graz-
ing incidence diffraction for studying ordering in polymers, (iii) time resolved in situ
diffraction to study phase transformations, (iv) microdiffraction to measure strain
field in Si by evaporated Ni metal features, and (v) reflectivity techniques to measure
the interfacial and surface roughness. These techniques measure (i) lattice spacing
changes due to applied stress or epitaxial strain (ii) changes in peaks positions in case
of phase transformations in crystalline materials (iii) orientation and texture in poly-
crystalline materials. The measurements described in this thesis were mostly time
resolved in situ diffraction to study phase transformations, changes in peak positions,
peak widths and integrated intensity.

Beam line X20C is dedicated to in situ time resolved x-ray diffraction studies
and the instrumentation was developed to study diffusion barriers, kinetics of phase
separation and texture evolution in alloys. X20C has a standard Huber diffractometer
configured for time-resolved diffraction with a special chamber and fast linear detector

as shown in figure 3.7 [102].
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The important components of beam line X20C are the monochromator, detectors
to collect the diffraction data in rapid time scales and a unique chamber with abil-
ity to control the sample temperature. Additionally, the set-up can do four-point
resistance measurements and elastic light scattering measurements from a sample.
The monochromator consists of W-Si synthetic multilayer of d-spacing of ~ 224
allowing an energy spread of AE/E ~ 1.2X107% and beam intensity of the order
of 10! photons/s at 6-8KeV. This monochromator yields 100 times more flux than
monochromators on beam lines X20A and B.

——
|

-

Figure 3.7. XRD set up at the beamline X20C

The detector is a linear diode array of length 1 inch or a CCD detector which has
an area of 1 x linch?. The linear detector can take 1024 point scattering patterns in
17 milliseconds [103]. The chamber enables rapid thermal annealing of the sample.
The temperature of the sample can be increased to 1200°C in vacuum and inert gases.
It can also quench the sample to room temperature to freeze its structure for ex-situ
analysis. A sample can be extensively studied for the entire temperature range in a

short span of time along with the effect of variation of ramp rate, substrate type, end
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point temperatures, doping etc. The schematic diagram of the beam line X20C along
with its important components are shown below in figure 3.8.

Additional capabilities include a rapid thermal annealing stage in a continuous
flow of high-purity helium gas or forming gas (5.17 % H2 in N2). A linear position-
sensitive detector was used to record the XRD pattern around the face centered
cubic (111) and (200) peaks (45°-60° angular range) with two-second time resolution.
The nanoparticle mixtures dispersed on carbon powder, 0.5 m-thick SiO2 layer, and
alumina membranes were supported by a Si (100) wafer that was held in place with
four pins on a molybdenum sample holder. High vacuum was first established in the
sample chamber at the beginning of the experiments to remove all oxygen, and then
the chosen gas was continuously flowed. Various thermal treatments are made possible
by a Eurotherm programmable temperature controller measuring the temperature of
the sample holder with a thermocouple. Each of the annealing cycles lasted for ten
minutes.

Before and after each thermal treatment 6-20 scans were recorded in the

20°-60° angular range at room temperature. The contour map of the diffracted x-
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Figure 3.8. Schematic block diagram of the XRD set up at beamline X20C [103].

ray intensity is obtained in a typical in situ study as shown in figure 3.9. Red and
blue represent high and low intensity, respectively. This set up is ideal for studying

structural transformations in catalytic materials as a function of thermal annealing in
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conditions similar to the ones the material is subjected to during the typical synthesis
process. The X-rays from the synchrotron source have high flux and brightness that
are suitable to measure signals from thin, small and low density samples.

Two kinds of data are acquired in this study. The first one is the isother-
mal/ramped annealed data which shows the evolution of the intensity of the XRD
peaks from the samples with time/temperature. Typically, a conventional ez situ
XRD pattern gives the intensity of the scattered x-rays from the sample as a function
of the angle of the detector. Figure 3.9 shows the XRD data from the beamline X20C
corresponding to PtNiFe nanoparticles annealed to 950°C. The left side panel of figure
3.9 (a) is the color map showing the intensity variation of the (111) and (200) peaks
of the fcc structure. The right side of the panel in figure 3.9 (a) shows the XRD plot
at t= 320 seconds. Here the formation of the disordered alloy is indicated by the
peaks at 48.5° and 56.5° corresponding to the fcc (111) and fee (200) planes respec-
tively. This data can also be visualized as a 3-dimensional plot with x-axis, y-axis
and z-axis corresponding to the angle of the detector, time, and intensity of the scat-
tered x-rays, respectively, as shown in figure 3.9(b).Throughout this study, the XRD
data are presented in the form shown in figure 3.9(a). Figure 3.9(b) is shown here
to facilitate understanding of the data. In case of isothermal annealing, the y-axis
is the time as the temperature is maintained constant throughout the experiment.
In case of the ramped annealing, the temperature is ramped and the data can be
plotted with time or temperature on the y-axis. Figure 3.9(c) shows the 6 — 26 scans
of the diffraction pattern before the anneal and after quenching the annealed sample
to room temperature. Here we see initially the XRD is a diffuse broad peak typical of
small crystalline nanoparticles (<5nm). During annealing the nanoparticles undergo
grain growth forming sharp peaks with fcc structure. It is very important to scan the
samples after each anneal to check the phases present. The 6 — 26 scans are done in
the range 20 — 60°. Here we have shown the data after background subtraction and
removing the peaks corresponding to the substrate on which the nanoparticles were

dispersed.
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Figure 3.9. Typical XRD data (a) Time evolution of the intensity
of the scattered radiation from a PtNiFe nanoparticles sample (left
panel)and the right panel is the XRD pattern at t= 320° s. (b) The
XRD data represented in three dimensions with intensity of the X-ray
peak, time and angle 20 along the z, y and x-axis, respectively. (c)
6 — 26 scans.

In order to explore the details of the phase evolution of the nanoparticles with
thermal processing, it is very important to analyze the XRD data obtained. To extract
the information about the phase-transformation, the diffraction pattern was fitted
with a series of Lorentzian peaks, typically a single peak corresponding to the non-

crystalline phase before heating and two or three peaks after heating corresponding
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to the fec (111) and (200) peaks. The phase volume, lattice constant and grain size
were calculated using the peak area, peak center, and peak width, respectively. The
mathematical form of the Lorentzian is

B +2A w
= T 4(z —x.)” + w?

(3.20)

where x is the angle of the detector, y the intensity, yo is the background, A is the
peak area, x. is the peak center and w is the peak width. Apart from the identification
of structure and phase of the materials, XRD data can be analyzed for grain size,
elemental content, strain, etc. Using the peak width and Debye-Scherrer formula, one
can obtain the qualitative grain size of the nanoparticles :

KA
T [ cost

(3.21)

where K is the shape factor, A is the wavelength of the x-ray used and f is the full
width at half maximum (FWHM) of the diffraction peak in radians. The Scherrer
formula was found to accurately reproduce the diameter of spherical nanoparticles as
measured with TEM when used with the proper coefficient [104]. K= 1 for spherical
particles was used in this study. We also found good agreement between the TEM
and XRD size calculated from the Scherrer formula using the FWHM of symmetric
0 — 20 scans, but we note that due to the limited angular acceptance of our detector,
the small particle sizes (<7nm) can be underestimated by as much as 10% in the
time-resolved scans which were taken with a fixed detector.

Vegard’s law [105] is an empirical rule that states that a linear relation exists,
at constant temperature, between the crystal lattice parameter of an alloy and the
concentrations of the constituent elements along with their lattice constants. For ex-
ample, the lattice parameter of an alloy Z formed from elements X of lattice parameter

a, and Y of lattice parameter ay is given by

a. = (faz) +((1 = f)ay) (3.22)

where az the lattice parameter of the alloy Z, and f is is is the fraction of element X

in the alloy. Vegard’s law was used to calculate the nanoalloy composition.
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3.4 Transmission electron microscopy (TEM)

In transmission electron microscopy, the electron beam passes through the nanopar-
ticles dispersed on a microgrid. This technique measures the size distribution with
sufficiently high resolution, the particle structure and morphology. TEM allows imag-
ing of defects as well. Different modes of imaging in TEM help in extracting different
information about the sample being probed. Bright field imaging, a commonly used
imaging mode, is a projection of the sample to two dimensions. Selected area diffrac-
tion is used to identify crystallographic structures and phases from different regions
of the sample. Converged beam electron diffraction can be used to identify the point-
group symmetries and nanoscale diffraction. Diffraction contrast imaging is used to
identify stacking faults, dislocations and grain boundaries. High angle annular dark
field- scanning transmission electron microscopy (HAADF-STEM) mode of imaging
enables atomic number contrast in images at atomic resolution. Energy dispersive
x-ray spectroscopy (EDX) is used for detecting elements in the sample. Electron en-
ergy loss spectroscopy (EELS) probes the chemical states of the elements present in
the samples. EELS along with energy-filtered imaging allow imaging using electrons
that have lost a particular energy value (corresponding to an element) and therefore
can map that element in the sample.

A TEM microscope has three major components: the illumination system, the
objective lens/stage and the imaging system. The gun and condenser lenses (C1, C2
and C2 aperture) form the illumination system as shown in the schematic diagram of
the TEM in Figures 3.10 and 3.11. The standard electron source is a field emission
gun (FEG) which has a needle shaped tungsten crystal emitting electrons due to field
emission in a high electric field. In FEGs, the electrostatic lens acts as a virtual
source with a probe diameter of the order of sub-nanometers. The optical system in
the TEM is mostly comprised of lenses made of copper coils. The magnetic field is
produced by the current in the coils. The electron beam trajectory is manipulated

by magnetic field and can be focused just like in an optical microscope. The focal
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length (f) of the lens is given by % = 4;21)2 LLf B? (z)dz where B is the magnetic
field, v is the speed of the incident electrons, m is the mass, e is the charge, and z is
the direction defined by the optical axis [106]. Since the magnetic field is dependent

directly on the current in the coils, more current leads to smaller focal length.
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Figure 3.10. Schematic diagram of TEM

There are three groups of lenses in the microscope. The first group of lenses forms
the image of the source on the sample. It consists of condenser lenses C1 and C2,
condenser mini-lens and upper objective lens (figure 3.11). The current in the coil
controls the probe size and the convergence angle of the beam on the sample. The
beam size is also affected by the condenser aperture on C2 which limits the angular
opening of the electron source and increases the coherence of the beam, an important

condition for diffraction.
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The interaction of the electrons with matter is about 10*-10° times higher than
with x-rays or neutrons, enabling strong absorption of electrons by specimen. The
absorption is dependent on the accelerating voltage and thickness of the sample. With
an accelerating voltage of 200kV, the speed of the electrons is 0.695 times the speed of
light and corresponds to a wavelength of 0.0025Inm. At this wavelength, it enables
diffraction on crystal lattices which leads to many important modes of imaging in
TEM.

The illumination system operates in two modes parallel beam and convergent
beam. Selected area electron diffraction (SAED) involves the parallel beam while
scanning transmission electron microscopy (STEM) and spectroscopy use the conver-
gent beam. STEM mode uses an extremely convergent electron probe and scans over
a small part of the sample, enabling analysis of the structure and local chemistry of
nanoalloys. The other mode is the conventional TEM imaging mode which is sim-
ilar to the operation of an optical microscope. The beam sample interaction takes
place in the specimen holder leading to the creation of images and diffraction patterns
that are magnified for viewing. The defects in the objective lenses are overcome by
aberration-corrected systems which are attached in this section of the TEM.

The imaging system uses several lenses like the magnifying lenses consisting of
the intermediate lenses and diffraction lenses. The final lenses are the projector
lenses. The detection system typically consists of charged coupled devices (CCD)
type cameras. A CCD camera is an array of photodiodes. The data-acquisition and
data-processing interface of current microscopes are easier with CCDs.

Diffraction in nanoparticles is of two kinds. When the nanoparticles have a par-
ticular orientation one observes the diffraction as in the case of monocrystal, i.e an
arrangement of spots with particular angles and distances suggesting a particular
geometry and symmetry of the crystal lattice. Otherwise, in the case of randomly
oriented nanoparticles, the diffraction pattern shows mostly diffuse rings around the
transmitted beam. The conventional mode of imaging and diffraction are the basic

functions of the TEM used to obtain the size and the structure of the nanomaterials.
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Conventional TEM and selected area diffraction (SAED) use the parallel mode of
illumination. If the C2 lens is used to produce an image of the source at the front
focal plane of the upper objective pole piece, then a parallel beam of electrons results.
In these cases, a smaller C2 condenser lens is focussed and therefore makes the beam
more parallel. Figure 3.11(a) illustrates the condition required for STEM. The upper
pole piece of the objective lens acts as C3 lens and controls the beam hitting the
specimen. Primarily, the C2 lens is underfocussed and the beam is convergent. The

convergent beam mode is a probe used in EELS, HAADF-STEM and EDX.
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Figure 3.11. Two common modes of imaging in TEM (a) Imaging
condition for STEM mode (b) Conventional mode of imaging [106].

The second part of the TEM is the objective lens and stage. The stage is used to
insert the sample into the column. The standard sample holder is called the single-tilt

holder. If the experiments require tilting of the sample to a particular zone axis, then
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the double tilt holder is used. The height of the sample in the column is measured
by z-height. The reference plane for the holder is the Eucentric plane and is normal
to the optic axis ensuring the image is in focus and the point in the optical axis will
not move laterally when tilted around the axis. Since all allignment in the TEM
changes with z-height, the first step when the sample is inserted into the column
of the TEM is to do z-height and Eucentric height adjustments. The objective lens
takes the electrons from the sample, disperses them to create a diffraction pattern in
the back-focal plane and recombines them to form an image in the image plane. The
objective aperture controls the collection angles and influences the resolution of the
TEM.

The imaging system of the TEM has two primary modes of operation (a) Diffrac-
tion mode and (b) Image mode. In the diffraction mode, the main step is to set the
imaging-lenses so the back-focal plane of the objective lens acts as an object for the
intermediate lenses. An aperture is inserted above the specimen to permit only the
electrons diffracted from a specific area of the sample. While acquiring the diffraction
pattern image, the direct beam is so intense that it is covered by the beam stopper to
prevent damages to the camera. For the bright field image, the objective diaphragm
is used to block all the diffraction pattern except the direct beam. For the dark field
image, the objective diaphragm is used to block the direct beam. For the conven-
tional image mode, the object plane of the intermediate lenses is the image plane of
the objective lenses and the image is projected to the viewing screen.

Two factors limiting the objective lenses are sperical aberrations and astigmatism.
Sperical aberrations have a strong dependance on the probe size, parametrized by a

1
minimum radius 7,,;, ~ 0.91 (CsA3)% where Cs is the spherical aberration coefficient

1
A1
AT
o
Astigmatism occurs when the electrons sense non-uniform magnetic fields when they

of the lens. The C2 aperture also depends on the collection angles [106] aopr = 0.77

pass the optical axis. This is corrected by the stigmators for the condenser lenses in
illumination system and in the objective lens in the imaging system. Astigmatism also

arises due to misaligned condenser aperture or contamination. So it is important to
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align the condenser aperture to correct stigmation, so that the image of the electron
source is circular. Apart from spherical aberration, there is chromatic aberration
when the beam passes down a sample. Chromatic aberration also affects the images,
and it gets worse with thicker samples. The objective lenses bend the electrons of
lower energy more and the point in the sample is blurred to form a disk in the image
plane. The radius of this disk is 7., = Cc%—fﬁ Where the C. chromatic aberration
coefficient of the lens, AFE is the energy loss of the electrons, Ej is the initial beam
energy and [ is the angle of collection of the lens.

Specific TEM based techniques used to study the trimetallic Pt-based, Pd-Cu, Pd-
Au and Au-Cu nanoparticles are high resolution TEM (HRTEM), high angle annular
dark field scanning transmission electron microscopy (HAADF-STEM), energy dis-
persive x-ray spectroscopy (EDX) mapping, electron energy loss spectroscopy (EELS)
and energy-filtered TEM (EFTEM). These experiments were performed on FEI Tec-
nai and FEI Titan at Purdue University. EDX measurements were performed by our
collaborator, Dr. D. N. Zakharov on Hitachi HD 2700C at the Center for Functional

Nanomaterials, Brookhaven National Laboratory.

3.4.1 High resolution transmission electron microscopy

Size and crystalline structure strongly influence different properties of metallic
nanoparticles, especially in the size range below 10nm. HRTEM is a technique of
choice as it allows simultaneous size and structure analysis. HRTEM produces an im-
age of the interference between the scattered and unscattered beams. This is achieved
by means of an aperture in the back focal plane of the objective lens. The contrast
in these images is obtained from the relative phase shifts in the electron beams and
it is also called phase contrast imaging. A Fourier transform of the HRTEM image

reveals the crystal structure and defects in the sample as shown in the figure below.
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Figure 3.12. (a)High resolution image of Pd-Cu alloy nanoparticles
(b) Fast Fourier transform of the HRTEM in (a)

HRTEM data analysis

Since it is very challenging to orient groups of small nanoparticles along a zone
axis and to capture the diffraction pattern, it is advantageous to use the fast Fourier
transforms (FFT) of the HRTEM images. The high resolution TEM images were used
to estimate the lattice spacing corresponding to a structure of the materials. It is
very important to have a high resolution TEM image which has structures resolved in
more than one direction to predict the exact structure of the material. CrystalMaker
is a visualization software package developed by academics in Oxford Universitys
Begbroke Science Park, UK. The FFT of a HRTEM image is generated using Gatans
Digital Micrograph software, and the diffraction patterns with various zone axes are
obtained from Single Crystal, software from CrystalMaker. In order to simulate the
diffraction pattern, the Inorganic Crystal Structure Database was searched for the
various structures of the alloy and compounds to obtain the corresponding crystallo-

graphic information file (.cif) files. These .cif files or .cmdf files (CrystalMaker data
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format) can be used to generate a 3 dimensional image of the crystal structure using
commonly available programs like JMol, CrystalMaker, etc. The distance between
the spots and the angles between the spots in the diffraction pattern were measured
using Gatan s Digital Micrograph and Image J, another image processing software
developed at the National Institute of Health. These quantities are compared with
the simulated diffraction pattern from Single crystal and information is inferred such
as Miller indices of each of the diffraction spots, the zone axis of the image, etc.

For measuring the size of the particles, the images of nanoparticles at various
magnifications were acquired. To help ImageJ software detect the nanoparticles,
circles were drawn around the nanoparticles on the image files. ImageJ calculates the
area and perimeter of the nanoparticles. The nanoparticles were spherical for most
of the experiments in this thesis. The diameters of the particles were obtained for
at least 100 nanoparticles and the size distribution was plotted using Origin. These
distributions were fitted with Gaussian curves to estimate the average size and error
in these measurements.

To get good high resolution images in TEM, it is very important to understand
and keep the stigmations to the minimum. The performance of the TEM is given
by the contrast transfer function, and this is affected by the spherical and chromatic
aberration of the lenses involved in imaging. The contrast transfer function is de-
pendent on variation of the focal length of the objective lens A f, the chromatic and

spherical aberrations denoted by C. and C, and the spatial frequency v:
4
T (v) = exp —ix (V) = exp —imA (Cs)\y% -+ Afl/2) (3.23)

where x (v) is the total phase shift which modifies the amplitude and phase of the
wavefront of the beam between the object plane and back focal plane of the lens.
The total coherent transfer function is a product of the coherent transfer function
and the envelope functions. The envelope function gives information on the spatial
and temporal coherence of the beam. The temporal coherence leads to the spread
of the defocus of the image 6 which is dependent on the fluctuations in the high

voltage source, lens current Aly; and the energy dispersion in the electron beam AE
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2
[106]. 0 = C. (4 (AII—Z“> + (%)2 + (%)2) where C, is the chromatic aberration
coefficient.

The envelope function corresponding to the temporal coherence is

E.(v) = exp (—% (mA6)? y4> (3.24)

This function accounts for the sample drift and vibrations. The envelope function
corresponding to the spatial coherence has a dependence on divergence of the beam
emitted by the gun parameterized by the angle of convergence on the sample and is

given by FEs (v) = exp ( T (O A28 + Afu)2>

T In2

3.4.2 High angle annular dark field - scanning transmission electron mi-

croscopy (HAADF-STEM)

STEM can access the Z-contrast, i.e. elemental composition of bi- or tri-metallic
nanoparticles. High angle annular dark field (HAADF) STEM is capable of imag-
ing atomic clusters and allows single columns to be clearly identified within each
nanoparticle with atomic scale resolution.

This mode of imaging requires the intensity of the beam on a specific area of the
specimen to be increased. In this case, the C2 is focussed and the beam is most
convergent. This reduces the image contrast and to form an image, the beam is
scanned over the sample in this mode of operation. The beam is made parallel by
using scan coils to pivot the beam about the front focal plane of the objective pole
piece. The beam then emerges through a third condenser lens parallel to the optic
axis to form the image on specimen plane. The quality of STEM images is dictated
by the quality of the STEM detector. Figure 3.13 shows a STEM image taken by the
Titan 300 kV at Birck Nanotechnology Center, Purdue University. In STEM images,
the brightest regions have high Z-value, i.e. element with high atomic number. In this
case, the sample has both Pd and Cu nanoparticles and the bright regions correspond

to the Pd atoms in the sample.
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Figure 3.13. (a)A typical STEM image of Pd-Cu nanoparticle mixture.

3.4.3 Energy Dispersive X-ray spectroscopy (EDX)

Electrons can eject a core electron from an atom in the sample because the energy
of the electron beam is more than the binding energy of the core electrons. This
causes X-ray-photons to be emitted with an energy equivalent to the energy difference
caused by the movement of an electron from a higher orbital to the core shell. The X-
ray-photon emitted is characteristic of a particular element. The EDX analysis uses
a detector placed above the sample to count and analyze the energy of the x-rays
emitted by the sample. The EDX data consists of an energy spectrum of the emitted
x-rays in the range 0-20 keV in which elements can be identified from the spectral
peaks. EDX analysis performed on multi-metallic nanoparticles can provide evidence
of the relative compositions of their elements as shown in figure 3.14 in the case of

PdCu nanoparticles.

3.4.4 Electron energy loss spectroscopy (EELS) and Energy filtered trans-

mission electron microscopy (EF-TEM)

Transmission electron microscopy uses EELS or EDX for chemical analysis. EELS
is due to the inelastic scattering process the electron beam undergoes when it interacts

with the sample materials. When the high energy electron beam passes through the
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Figure 3.14. (a)A typical EDX spectra. (b) EDX maps of Pd-Cu nanoparticles.

sample, free electron (most metallic samples) plasmons are created. These plasmons
are vibrations undergone by the electron beam and they generate broad peaks in
EELS spectra. Plasmon spectra can measure the free electron density and thickness
of samples. EELS shows absorption edges at energies required to eject core electrons
from the materials. After the core electron is excited, the core hole decays by emission
of characteristic x-rays which is recorded in the EDX.

When the electron beam traverses the specimen, some of the electrons lose energy
to plasmons and core excitation. To measure the EELS spectra, an EELS spectrom-
eter is mounted after the projector lenses in the microscope. This spectrometer has
a magnetic sector having a homogeneous magnetic field which disperses the electron
energy, and the electrons of the same energy follow the same curved path. The mag-
netic sector also focuses the electrons in the plane of the paper. The electrons losing
more energy to the specimen will move more slowly and are bent upward. A slit
and scintillation counter are placed on the focal plane of the magnetic sector. The
magnetic sector spectrometer is coupled to the microscope and the collection angle is
controlled by objective aperture or the aperture at the entrance of the spectrometer.
The energy resolution of 0.1eV is possible with the field emission gun and Wien filter.

Electrons of velocity v for which the electric and magnetic force cancel pass through
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the exit aperture of the Wien filter. The Wien filter disperses electrons of different
energy into different angles and then allows electrons of particular energy to pass
through the aperture. We briefly discuss the general features of EELS spectra shown
in figure 3.15. The big peak at 0eV in figure 3.15 (a) corresponds to the zero-loss
peak from the electrons of energy 200KeV passing through the specimen without any
energy loss. Next we see a plasmon peak around 25eV as shown in figure 3.15 (a)
from the electrons of energy 199.975KeV caused by the excitation of one Plasmon
from the sample. The background in EELS falls fast proportional to (Ak?) where k
corresponds to the wave vector of the electron. The important features of EELS that
reveal the chemical composition of the samples are the core losses. For example in
PdCu nanoparticles sampled using Titan 300KeV, we see a core loss at 284eV, 330eV
(see figure 3.15 (b)) and a doublet at 930 and 950eV (see figure 3.15 (C)). The core
loss at 280eV corresponds to the excitation of electrons from 1s out of the C atom
called the K-edge. From Pd atom, the electron energy loss shows as edge peak at
330 eV. The Cu atom has a doublet corresponding to the edges L, and Ls. The Lj
edge at 930 eV corresponds to the excitation of the Qp% electrons out of the Cu atom
and L2 edge at 950 eV corresponds to the excitation of the 2p% electron out of the
Cu atom. The regions in the EELS spectrum around a core loss edge are also called
the electron energy loss near edge structure (ELNES). They are used to study the
chemical bonding in the samples. Changes in the chemical bonding of the atom alter
the lowest unoccupied molecular orbital and this shifts the onset energy of the core
edge.

Energy-filtered transmission electron microscopy (EFTEM) uses a variable-size
slit to form an image with only the electrons of a desired energy value. It makes use
of a 3-window method to get the chemical map of a desired element (corresponding
to the energy value) in nanoparticles or in thin films. Here in figure 3.15 (d), we
show a typical EFTEM set of images. This method consists of obtaining the image
with a slit centered at the absorption edge of the element with two pre-threshold

images. In figure 3.15 (d), the first two images are the pre-edge and post-edge images
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Figure 3.15. (a) The wide EELS spectrum with the Zero-loss peak,
Plasmon peak and the edges of different elements. (b) Carbon edge at
284 eV and a very small Pd edge at 330eV (c) Cu doublet at 930 eV
and 950 eV (d) Pre-edge (Figure d(i)), Post edge image (Figure d(ii))
and Cu mapped in an EFTEM image from a Pd:Cu sample (Figure
d(iii)).

and the third image shows a Cu-map in a sample containing Pd, Cu, sulfur and
organic materials. The spatial resolution of the EFTEM images is less than that of
the HRTEM but it is still a very useful technique for chemical characterization of

immiscible alloy samples.
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3.5 Other experimental techniques

Atomic Force Microscopy (AFM) and X-ray photoelectron spectroscopy (XPS)
were also used to study the morphology and the composition of the nanoparticle

samples examined in this study.

3.5.1 Atomic force microscopy (AFM)

This method is used to observe the morphology of the nanoparticles after be-
ing deposited and annealed on a substrate. Size and morphology of the supported
nanoparticles were monitored by atomic force microscopy. AFM can be used to mea-

sure van der Waals, friction, capillary, chemical bonding and solvation forces.

Figure 3.16. AFM images of a PtNiFe nanoparticles sample (a) Lower
magnification (b) Higher magnification to measure size of nanoparti-
cles as shown in (c).

Tapping mode of imaging was used to ensure minimum destruction of the sample.
Standard silicon SPM probe of force constant 45N/m with a resonant frequency of
325 kHz was used. It has a tip radius <10nm attached to a cantilever of dimensions
3.4X1.6X0.4mm. The atomic force microscopy imaging was carried out using a Veeco
Dimension 3100 AFM at the Birck Nanotechnology Center at Purdue University. The
typical resolution was 1-5nm; maximum scan size was 90 micron in the x-y range and
5 micron in z-direction. WSxM software was used to analyze the images, including

the average morphological height of the sample, surface roughness of the substrates,
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sticky or non-sticky surfaces, etc. The AFM data was utilized to check the morphology
and size of our nanoparticles. Figure 3.16 shows the data acquired from an AFM of

a PtNiFe nanoparticles sample.

3.5.2 X-ray photoelexctron spectroscopy (XPS)

XPS is a surface technique used to study the elemental composition, chemical and
electronic state of the materials probed. This technique makes use of light induced
electron emission and photoelectric effect. XPS can detect all elements with Z greater
than 3 (lithium) and the minimum amount of material required for detection is one
part per thousand range. Organic materials are not analyzed by XPS because the
high energy X-ray beam can damage the sample. XPS uses x-ray to irradiate the first
10nm of the material surface in ultra-high vacuum conditions. The kinetic energy of
the electrons and the number of electrons are measured by XPS.

The XPS measurements were done on Kratos Axis Ultra DLD at BNC, Purdue
University, using a Monochromatic Al K (1486.6 eV) x-ray source. XPS uses the
Auger process to detect elements in the samples. This process involves filling of a
core shell vacancy (when a core electron is removed) by another electron in the atom
and emission of an electron from the same atom. Photoemission involves photon
absorption and ionization, atom and neighbor response on photoelectron creation
and photoelectron escape from the atom to the surface. The binding energy of the
atom is the difference in energy between the state with n electrons and (n-1) electrons
and free photoelectron. The photoemission has left a core hole in the atom after the
photoelectron has escaped. This is followed by relaxation due to delocalization of the
hole by the rearrangement of electrons in the orbital of the atom or its neighbors. Each
element of the periodic table has a unique electronic structure and the electrons are
emitted with specific kinetic energies. The emission lines are well tabulated and there
are webpages like the NISTs XPS Database dedicated to the tabulation of the emission

lines recorded so far. XPS data consists of intensity of the photoelectron (counts per
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seconds) versus binding energy (eV). The peaks in the spectrum correspond to a
particular element and the spectrum can be analyzed for the chemical content of the
sample, oxidation states of an element, coverage and thickness calculations. Figure

3.17 shows a XPS spectra obtained for a Pd-Cu alloy nanoparticles sample.
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Figure 3.17. Typical XPS data along with the elemental compositions
of a PdCu nanoparticles sample.
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4. LIMITED GRAIN GROWTH AND CHEMICAL
ORDERING DURING HIGH TEMPERATURE
SINTERING OF PtNiCo NANOPARTICLE
AGGREGATES

4.1 Introduction

Controlling nanoscale structure through relatively simple physical processes is
a major problem in nanotechnology. Since most of the unique chemical proper-
ties of nanoparticles can be associated with specific structural properties, this is
a problem of broad interest in practical applications ranging from metallurgy to
electronics and catalysis [107].This chapter investigates high-temperature induced
structural changes in Pt-based multi-metallic nanoparticles of interest in catalysis.
Pt-containing bimetallic and trimetallic nanoparticles have been proven to exhibit
remarkable catalytic properties that make them promising candidates to replace tra-
ditional bulk catalysts in fuel cell applications [2,107-110]. Platinum is the material
of choice for traditional catalysts [111]. However, Pt is expensive and in short supply
world-wide. Therefore, designing catalysts with reduced Pt/noble metal content but
with comparable or superior catalytic properties is of extreme importance for a vari-
ety of fields involving catalysis. In particular the availability and success of fuel cell
technology critically depends on our ability to further improve catalyst performance
and reduce the catalyst cost that currently amounts to as much as 30% of the fuel cell
cost. Most noteworthy, some ternary nanocatalysts (i.e. PtVFe, PtNiFe), have been
found to exhibit catalytic activities in fuel cell reactions that are 4-5 times higher than

that of pure Pt catalysts [112]. PtNiCo binary and ternary nanoparticles, such as the



30

compositions examined in this chapter, also have great potential for applications in
proton-exchange membrane fuel cells (PEMFCs) [?].

It is fairly well known that nanocrystalline materials undergo sintering upon
high-temperature treatment. Depending on the application, sintering may be de-
sirable for densification purposes, or may be deleterious because it leads to particle
growth [113]. Due to interest for metallurgical applications, sintering in nanocrys-
talline materials has been investigated more intensively than sintering in nanoparticle
aggregates. The exact mechanisms of high-temperature coalescence and size growth
in Pt-alloy nanoparticle ensembles are relatively poorly understood at this point.
Significant work has been done to study sintering of Au nanoparticles at room tem-
perature [114,115] but the work on Pt nanoparticle has been limited to pure Pt at
room temperature [116].

Relatively little is known about high-temperature sintering of nanoparticle ag-
gregates in general and in particular about sintering of Pt-alloy nanoparticles. Pt-
containing multi-metallic nanoparticles present some specific challenges related to
their complex phase diagrams and high melting temperatures. Recently, the impor-
tance of sintering in determining the properties of nanoparticle catalysts has come
into focus [117]. Nanoparticle catalysts are routinely thermally treated to achieve op-
timal catalytic properties. During this thermal treatment the nanoparticles undergo
little understood structural changes, such as phase and size changes, that affect their
performance. For example, the enhanced electrocatalytic activity of PtNiCo trimetal-
lic nanoparticles has been attributed to high-temperature induced structural changes
such as lattice shrinkage and composition changes [110]. Moreover, presently there
are no quantitative predictive tools that would allow rational design of nanoparticle
processing in order to control nanoscale structure and implicitly properties.

This chapter attempts to explain and quantify the high-temperature induced
structural changes in PtNiCo bimetallic and trimetallic nanoparticle aggregates. Synchrotron-
based in situ time-resolved x-ray diffraction (XRD) is used to probe the evolution of

PtNiCo nanoparticles aggregates on planar silica substrates. The high-flux of the
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synchrotron x-ray source is not only convenient because it drastically reduces char-
acterization time, but absolutely necessary to examine the fine structural details of
the small volumes of nanomaterials. The synchrotron x-ray source offers the advan-
tage of providing statistically relevant information for process control in macroscopic
samples, information that is complementary to the information on isolated particles
available from room-temperature TEM measurements. Moreover, the in situ XRD
measurements have the ability to probe the early stages of the process by following the
processes in real time with second time-scale resolution at temperatures inaccessible
with any other in situ techniques (up to 950°C'). The binary and ternary Pt-alloyed
nanoparticles aggregates were found to undergo complex structural transformations
that involve sintering, lattice contraction, and L1y-type chemical ordering upon an-
nealing at high temperatures. A model for the structural evolution of the nanoparti-
cles in the early stages of the sintering process is proposed. The grain growth in the
late stages of sintering is examined in detail and compared with available theoretical

models.

4.2 Experiments - Synthesis, instrumentation and measurements
4.2.1 Nanoparticle synthesis

PtNiCo, PtCo, and PtNi nanoparticles of various compositions were synthesized
by a combination of molecular encapsulation, reduction/decomposition, and thermal
processing protocols [109,110]. The various compositions were obtained by manipu-
lating the relative concentrations of metal precursors such as platinum(II) acetylace-
tonate, nickel(II) acetylacetonate, and/or cobalt(IIl) acetylacetonate and capping
agents such as oleylamine and oleic acid. The details of the procedure are described
elsewhere [109,110].

The compositions of bimetallic and trimetallic nanoparticles were measured with
Direct Current Plasma Atomic Emission Spectrometry (DCP-AES). The as-synthesized

nanoparticles examined in this chapter are summarized in Table I. Figure 4.1 shows
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Figure 4.1. TEM of PtNiCo nanoparticles (a) PtosNijsCosz4 (b)
Plf44NZ'14CO42 (C) Pt33N’L'270040 (d) Pt34NZ'16CO50.

the TEM images of the PtNiCo as-synthesized nanoparticles deposited on carbon
grids. The thickness of the nanoparticle aggregate films varied from sample to sam-

ple between 100 and 600 nm.

4.2.2 Nanoparticle thermal processing and characterization

Previous work in our group investigated temperature-induced phase and mor-
phology transformations of Au-based alloy nanoparticles on oxide substrates, carbon-
black, and Si substrates [118-120] at relatively low temperatures. This chapter focuses
on an investigation of the as-synthesized PtNiCo, PtCo, and PtNi nanoparticles on
Si substrates annealed at relatively high temperatures. The samples were at room
temperature for 30 seconds and then annealed to high temperature of 800 - 900°C' on
samples as specified in the table 4.1. The details of the XRD set up were detailed in

chapter on experimental techniques.



Table 4.1.
Summary of the nanoparticle samples examined in this study

33

Sample Size lattice constant T Lattice Random Alloy
Initial Initial (C) Constant Lattice
(nm) (A) (Annealed) (A)  Constant(A)
Pt3yNi1gCosg 3.0 £0.4 3.899 900 3.853 3.67
PtygNi1gCosy 2.6 £0.3 3.813 800 3.733 3.64
Pty NiyCoqo 5.7+0.3 3.813 900 3.716 3.71
Pt33Nig;Coyg 6.1 £0.3 3.836 850 3.747 3.66
PtssCoyo 2.50+0.2 Non-cryst. 800 3.867 3.76
Pt3gNigy 1.54+0.3 3.806 450 3.701 3.66

4.2.3 In sittu time resolved XRD

It is noteworthy that the as-synthesized ternary Pt-Ni-Co nanoparticles exhibit

an unusual grain asymmetry. Using the w — 20 symmetric scans, we found that the

particles are 10-30% larger in the (100) direction than in the (111) direction, due to

either shape asymmetry or to stacking faults in the (111) direction. This morphology

contrasts to the shape of other nanoparticles we have studied in the past (i.e. Au,

Pt, AuPt, etc. [118,120, 121]) and appears to be more pronounced for the smaller

nanoparticles. The asymmetry reverses upon high-temperature annealing, leading to

a (111)/(200) grain size ratio greater than one, similar to the size ratio commonly

observed in other nanoparticle systems. The as-synthesized grain asymmetry seems to

be related to the presence of Ni in the alloy, because a similar asymmetry is observed

in Pt3sNigy nanoparticles, but not in the PtssCo40 or Pt73C 097 nanoparticles.
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Figure 4.2. Overview of the temperature induced transformations
in PtNiCo aggregates. (a) Time evolution of the XRD pattern for
a Pty Ni4Cosn nanoparticle aggregate annealed at 700(Color map-
red-high intensity; blue low intensity) (b)XRD spectrum at t=1200s
showing cubic (111) and (200) peaks.t=0s represents the time the
temperature was ramped from 100°C to 700°C at the rate of rate of
30°C/seconds.

4.3 Results and Discussion

The PtNiCo, PtNi, and PtCo nanoparticle were subjected to a series of successive
thermal treatments in the temperature range between 400 and 950°C. The ternary Pt-
NiCo nanoparticle aggregates undergo three types of structural changes upon thermal
treatment: sintering, lattice contraction above 400°C, and chemical ordering below
the orderdisorder transition temperature. The sintering process in nanocrystalline
materials has been traditionally broken down into two main stages, a fast early stage,
and a slow late stage. Figure 4.2(a) shows the time evolution of the XRD pattern
of an aggregate of 5.7 nm Pty Ni14Co4 nanoparticles during isothermal annealing
at 700°C. The color map was obtained from a time sequence of XRD patterns like
the snapshot at 1200 s shown in figure 4.2(b). The main stages of the process (early
versus late stage) and structural transformations (grain growth, lattice contraction,
chemical ordering) are identified by arrows pointing to their experimental signatures

(i.e. peak narrowing, peak shifting, and peak splitting, respectively). A TEM image
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of the nanoparticles after thermal treatment at 850°C is shown in figure 4.3. The
nanoparticles have been removed from the silica substrate and re-dispersed on car-
bon grids for TEM imaging. It is noteworthy that even though the size distribution
after extensive annealing at high temperature is considerably broader than before
heat treatment, the nanoparticles maintain their compact, roughly spherical shape
without fusing into a continuous film. This post-treatment shape indicates relatively
limited interactions between the nanoparticles. High-resolution TEM indicates that

the particles less than 15 nm in diameter are typically single grain.

Figure 4.3. TEM of the PtyyNi14C 040 nanoparticles after annealing
at 850°C for 20 minutes.

4.3.1 Early stages of sintering and lattice contraction

Theoretical models and computer simulations of isolated nanoparticle coalescence
show this process to be driven by surface energy reduction [77,80,90,122,123]. There-
fore, in the early stage of sintering in nanoscale aggregates, we expect the small
as-synthesized nanoparticles to coalesce rapidly with their nearest neighbors through
neck formation and growth. For the first time, we were able to experimentally capture
the fine details of ternary alloy nanoparticle evolution in this early stage. In contrast
to observations of single-metal nanoparticle sintering, the early stage coalescence of
bimetallic and trimetallic nanoparticles is a complex process consisting of two distinct

steps. Figure 4.4 shows the detailed XRD pattern evolution around the (111) and
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(200) reflections in the early stages of isothermal annealing of Pty Ni;4Co49 nanopar-
ticles at 700°C shown in figure 4.2. This type of behavior appears to be unique to
Ni-containing nanoparticles and is most pronounced in the binary PtNi nanoparticles.
Figure 4.5 shows schematically a proposed model of structural evolution consistent

with the XRD pattern evolution from figure 4.4.
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Figure 4.4. Kinetics of the early stage sintering of Pty Ni14Coy9
nanoparticle aggregate annealed at 700C. (a) Color map of the time
evolution of the XRD pattern. (b) Time evolution of the (111) and
(200) intergrated intensity and (c¢) Time evolution of the (111) and
(200) average grain size t=0 represents the time the temperature is
ramped from 100°C to 700°C at the rate of 30°C/s.
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The first step occurs mainly during the temperature ramp and is characterized by
a dramatic increase of the (111) and (200) integrated intensities (up to 50%). We at-
tribute this behavior to crystallization of a considerable fraction of the nanomaterial
that was originally in a non-crystalline (i.e. amorphous or highly defected) phase. In
this first step there is no significant increase of the average grain size (and sometimes
there is a slight decrease of the average grain size), indicating that the newly crys-
tallized regions are relatively small compared to the average particle size, and not
coherently attached to the originally crystalline nanoparticles (figure 4.5). However,
the surface of the crystalline nanoparticles may act as a source of heterogeneous nu-
cleation sites for the non-crystalline particles. This hypothesis is supported by the

rapid subsequent evolution of the nanoparticles.

Early stage

Late stage

O

Figure 4.5. Model for the structural evolution during nanoparticle
coalescence and sintering

The newly crystallized particles/structures are unstable to some extent as indi-
cated primarily by the decay of the (111) integrated intensity in the second step (figure
4.5). This process may be due to coalescence of the small with the large nanoparticles
through surface diffusion and is likely driven by surface energy minimization. The
overall (111) grain size growth in the early stage is relatively small (from 5.3 to 6.5
nm) but measurable and occurs predominantly in the second step, indicating that it
is due to a large extent to mass redistribution at the expense of the small structures.

The initial growth and drop of the (111) integrated peak intensity may also be
attributed to development and subsequent decay of (111) preferential orientation (i.e.

texture). While transient texture would be interesting on its own, we do not think
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texture formation plays a significant role in these relatively thick (>200 nm), loosely
bound aggregates (see also figure 3). In fact, we do have experimental evidence that
thin (<100 nm) Pt3yNigCosy and PtagNijsCosy nanoparticle aggregates develop
significantly enhanced (100)preferred orientation in the late stages of the annealing
process at 950°C, probably due to interactions between the nanoparticles and the
substrate. More investigations are currently being done to identify the exact condi-
tions for texture formation. The average lattice constant of as-synthesized PtNiCo
and PtNi nanoparticles is typically larger than the value expected for a random alloy
(solid solution) as shown in table 4.1, indicating that the particles are strained likely
due to composition non-uniformities. Upon annealing at temperatures above 450°C
the lattice undergoes a contraction reflected in the decrease of the average lattice
constant towards the random alloy value. This effect is independent of particle size,
particle density, and the presence of chemical ordering discussed below. The lattice
constant decrease was within the experimental error (£2%) for the PtCo nanoparti-

cles.

4.3.2 Late stage sintering and grain growth

Late-stage growth with significant grain growth is found only for annealing above
700°C. Figure 3 shows the TEM of Pty Ni14Co4 nanoparticles after annealing at
850°C for 20 min. This represents 54 to 58% of the bulk melting temperature, or
75% of the melting temperature corresponding to 2 nm diameter nanoparticles. No
evidence of volume melting of the nanoparticles was found up to 950°C even for the
smallest particles, most likely because sintering leads to significant particle growth
long before the particles can reach their size-dependent melting temperature.

Several models developed for sintering in polycrystalline materials were tested
for adequacy in reproducing the time evolution of nanoparticle aggregates. Grain

growth in polycrystalline materials has been most often described by the generalized
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parabolic (power) model [124,125]. The growth is considered normal if the grain size

follows an expression of the form
D" — Dy = kqt (4.1)

where D is the grain size at time t, Dy is the initial grain size, n is the growth exponent,
and k; is a constant that depends on temperature. For bulk materials the domain
size is driven by domain boundary curvature and consequently the growth exponent
takes the value 2. For nanocrystalline materials, the growth exponent was found to
take values from 1 to 10. In most practical cases, however, the grain growth slows
with time as reflected in an increase of the growth exponent, and the size eventually

saturates.
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Figure 4.6. Time evolution of (111) grain size for the Pty Nij4Coyo
nanoparticles annealed at 700°C and fits of the data described in the
text. T=0 represent the time the temperature was ramped from 100°C
to 700°C at the rate of 30°C/s.

To account for size saturation several authors introduced the concept of grain
growth with impediment [124,125]. If the impediment is constant, the grain growth
is described by the following law:

Do — D () Do — Dy
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Where D, is the saturation size, Dy is the initial grain size and ko is another
temperature-dependent constant. If the impediment depends on the size of the grains

then the parabolic law is modified as follows to include saturation effects [126]:
D? (1) = D% — (D2 — DY) exp (—ht) (43)

If the diffusivity obeys an Arrhenius law with an activation energy E, then

—-F
ag3 = Thy3 D2 o exp (ﬁ) (4.4)

Grain growth in PtNiCo, PtCo, and PtNi nanoparticle aggregates was fit with
all three growth law candidates as shown for one example in figure 4.6. All three
models provide a reasonable quantitative description of the data, within experimental
error. The generalized power law leads to relatively large values of n (n = 5.5 for the
example in figure 4.6). The growth with constant impediment and the size-dependent
impediment adequately describe the saturation of the grain size, but the latter was
found to better capture the early time growth for all temperatures. An attempt
was made to plot the temperature dependence of the coefficient a3 for all measured
Pt-based nanoparticle aggregates, but no single line can fit all the data, even for a
single alloy composition. However, the data seem to cluster on two lines that were
fit separately to calculate the activation energies. The error in the determination
of k3 is too large for a reliable estimate of the activation energy, but the two data
sets are consistent with similar activation energies of the order of 100 kJ/mol (100
kJ/mol, and 120 kJ/mol, respectively). This value is consistent with the activation
energy estimated by Natter et al for grain-boundary self-diffusion in nanocrystalline
Fe [125]. The underlying cause for the clustering of the data on two lines deserves
further investigation. At this point, we can only speculate that the different behavior
of nominally identical samples is related to different local geometry (packing) of the

nanoparticle aggregate due to different concentration of organic additives.
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Figure 4.7. Pt-Co phase diagram showing the ordered phases.

4.3.3 Chemical ordering

The binary phase diagrams of bulk PtCo and PtNi alloys show chemically ordered
structures at temperature below a composition-specific transformation temperature.
For example, the Pt50Coso alloy orders in the CuAu-I (L1g) structure below 825%C
(figure 4.7). Above this temperature the Pt and Co atoms are distributed randomly on
the fcc lattice (solid solution). Below 825°C, the alloy develops long-range ordering
characterized by alternating layers of Pt and Co atoms along the c-direction (see figure
4.7).