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Fault Detection in Surface PMSM with Applications to Heavy Hybrid Vehicles

Scott Johnson, Richard T. Meyer, Raymond A. DeCarlo, Stekarek

July 12, 2016

Abstract

This report explores detecting inter-turn short circuit§C) faults in surface permanent magnet synchronous
machines (SPMSM). ITSC faults are caused by electricallatism failures in the stator windings and can lead to
shorts to ground and even fires. This report proposes metioodietecting these faults using a moving horizon
observer (MHO) to reduce the chance of electrical shocksfisesl Specifically, this report constructs a MHO for
ITSC fault detection in SPMSM.

ITSC fault tolerant control is investigated for a 2004 Tay®trius hybrid vehicle having a traction SPMSM.
Once the supervisory-level powertrain power flow contratdrees aware of the presence of a fault and its degree
from the MHO, the control (i) reduces the maximum possibleisle speed to ensure SPMSM thermal constraints
are not violated and (ii) switches to a traction motor inputput power efficiency appropriate for the degree of
fault. These steps are taken during a fault rather thanisgutiown the traction motor to provide a “limp home”
capability. The traction motor cannot simply be turned a#tause its rotation is not independent of drive wheel
rotation. The control is demonstrated by simulating thei®dver a 40 s drive velocity profile with faults levels of
0.5%, 1%, 2%, and 5% detected at the midpoint of the profilecBmparison, the Prius is also simulated without a
traction motor fault. Results show that the control redueelticle velocity upon detection of a fault to appropriate

safe values. Further, the challenges of ITSC fault tolecantrol for heavy hybrid vehicles are examined.
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|. INTRODUCTION AND MOTIVATION
A. Faults in a Permanent Magnet Synchronous Machine

The widespread need for conservation of diminishing fdasils, the economic benefits of more efficient
fuel usage, and reduced environmental impact has motitheedevelopment of heavy hybrid and heavy
electric vehicles such as the Deere 644k Hybrid Wheel Loaddrthe Caterpillar D7E Dozer. An electric
motor often utilized in these vehicles is the Permanent Ma@ynchronous Machine (PMSM). PMSMs
are popular in such vehicles because of their higher torgumesity compared to induction and switched
reluctance electric motors [1]. There are two types of theSRMinterior mount and surface mount. The
surface mount PMSM, denoted SPMSM herein, has permanemeatsgmgttached to the surface of the
rotor. Typically, these magnets are made of rare-earthmattesuch as neodymium iron boron (NeFeB)
which produce a relatively high maximum energy product BH dogiven size and weight. Only the
SPMSM is considered in this report.

The stator of a SPMSM contains windings associated with gdwse of a 3-phase machine. See
Figures 1 and 2. These windings are spaced according to @ypartgeometric design. The windings
associated with the same electrical phase can be in clog@mpty within winding bundles on the stator.
Due to high temperature heating froMR losses in the windings, vibrations, and materials aging, th
stator coils are prone to shorts. According to SKF Electriatdd Condition Monitoring Company, 30%
of motor failures are due to stator winding failures [2]. Tdferementioned bundles are common places
for shorts, and are termed inter-turn short-circuit (ITS&)lts. A General Electric study, cited in [2],
reports that 80% of motor failures begin as turn-to-turruiagon failures, i.e. ITSC faults. This is partly
because machine vibrations can cause the bundles to rubstgasharp edge of the stator often causing
an insulation failure in two of the bundle wires resultingain ITSC fault. A “tooth” of the stator (around
which a coil is wound) is another possible location for an CTfault. Here, two insulation failures on
wires on the same tooth can lead to the an ITSC fault using #talrm the tooth to complete the short
circuit.

When an ITSC fault occurs in the stator windings, a closeg lobwire is effectively created within
the windings of the phase containing the fault. This closmaplof wire is coupled magnetically to the

changing magnetic fields created by the remaining healtlg@hlvindings and the rotating magnets. The



magnetic flux through the closed loop of wire creates an edulgent which circulates within the wire.
If left undetected, the ITSC fault can lead to further insiola failures risking a short to ground and
potentially a fire. A short-to-ground event can cause dantaghe electric machine and other electrical

equipment.

B. Report Objectives

This report investigates the fault-modeling and faultedgon of a 3-phase SPMSM using an observer
strategy. The (ITSC fault) observer must detect an ITSCt faefore such can cause unsafe operating
conditions. According to the recent survey paper [3], diearesearchers have considered several methods
for detecting ITSC faults in a PMSM. One such technique, &fmmotor current signature analysis
(MCSA), detects changes in the frequency content of theentignd voltage waveforms using filtering
techniques based upon Fast Fourier Transform and Discratelé Transform algorithms [2]-[4]. Other
proposed techniques for fault detection include finite eéletrmodels and artificial intelligence algorithms.
However, these techniques require considerable macpieafe tuning and analysis [3].

In order to avoid considerable machine-specific tuning analyasis, the observer structure utilized
herein builds on an analytical model (having known paramsgtef the stator windings as a function of
the degree of fault. As with all observers, sensor measurema the system inputs and outputs drive
an algorithm (dependent on the analytic model) that proslstate estimates, fault level estimates, and
associated output estimates over some interval of time. &har between the estimated outputs and
the actual sensor driven outputs determines, accordingr snetric, whether or not an ITSC fault has
occurred as well as its severity. Finally, in order to deiemsafe or unsafe continued motor operation due
to thermal heating maximums, the observer herein additipeatimates the eddy loop current denoted
whose magnitude can cause excessive heating. Of cours®, wtading faults are not restricted to ITSC
faults and include shorts to ground and open circuit fadltdiough these faults do occur in practice, the
focus of this report is ITSC faults which cause the majorityrmtor failures [2].

Building around the moving horizon observer (MHO) of [5], wepose the observer problem as a
dynamic model-based optimization problem. Conditionstfe observer to converge are given therein.

Further details are given in Section IV.



Another objective of this research is to develop fault naitign controller strategies that allow the
hybrid vehicle (of which the SPMSM is an integral part) to toue to function albeit at a substantially
reduced operational level. In the case of a large earth mawsrmight allow the vehicle to limp back
to its truck hauler for delivery to the service center. In tase of a small hybrid vehicle like a Toyota
Prius, the vehicle could drive slowly to a service center treo destination.

A so-called supervisory level controller along the linesfseth in [6], [7], and [8] coordinates vehicle
control by determining optimized power flows to the indivadlisubsystems. For example, for a diverse
set of situations, the supervisory level controller wouktedmine how best to utilize the electric motor
vs. the internal combustion engine (ICE) or recover energh vegenerative braking. For efficient and
feasible optimization strategies, the supervisory levetlels are power flow based and utilize efficiency
maps pertinent to the individual subsystems. In the caseaeoBEPMSM, such an efficiency map depends
on whether or not the motor has a fault as well as on the dedréulb.

When faults in the windings exceed a level of 10-20% or moagetg may dictate a shut down of
the vehicle. The permanent magnets of the traction PMSM @nevo PMSM in the powertrain) are
attached to the powertrain output shatft, i.e. the outputt sdhe PMSM rotor; thus as long as the shaft
turns, the permanent magnets will cause an eddy currentwoifidhe shorted stator coils. As will be
seen, such eddy currents can be extremely large causingdngberatures in the motor coils that exceed
the maximum allowable operating temperature and thus ansaération. For fault levels at 10-20% or
below, it may be possible to limp the motor and vehicle along.

In summary, our fault tolerant controller at the superwderel uses the MHO ITSC fault observer as
a component of the SPMSM which determines the “mode” or figuke| of its operation. The supervisory
controller can then determine a possible fault tolerantaoitfmitigating power flow control strategy. In
addition, the observer estimates the eddy loop cutirgnt order to determine approximate thermal losses

SO as to determine safe or unsafe operation when a fault ltasred.

C. Recasting the Observer Problem in a Switched System @iiskty Setting

It is convenient at the supervisory level to consider a firsige of possible fault levels between 0

(non-fault case) and 10-20%. In the case of the Prius, weidena maximum fault level of 10% based



on experimental evidence for reasonable vehicle operakach different fault level induces a different
linear state model of the SPMSM. As such, each of the fauitl¢egan be viewed as a mode associated
with a specific linear dynamical state model. The ability istidguish and identify the modes and mode
switching times then reduces to the so-called switchedrobbéity problem discussed in the subsection
below. The details of the SPMSM stator model with and witHautt are developed in Sections Il and .

However, in general, for each degree of faulthe state model has the form

E(o)i = A(o)x + B(o)u
(1)
y=C(o)r+ D(o)u,
wherex € R" will represent the stator currents and eddy current, R™ represents the voltage inputs
and back electromotive forceg,c R? represents the current and voltage measureméiits) € R™*"
is an inductance matrix, and(c), B(o), C(0), and D(o) are real matrices of appropriate dimension.
Equation 1 is valid for every degree of faulte [0, 1], i.e. the matrices change as a functioncof\We
remark again that for each such fault level, mode, there iasaociated efficiency map that must be used
by the supervisory level controller to determine reasomalpleration of the vehicle and how best to limp
the vehicle along if the fault level is sufficiently low.

Determining feasibility of reconstructing the degree aifilfas requires proving distinguishability of
each LTI system associated with the degrees of fault# o2 € [0,1]. However, we shall see that
distinguishability between one pair of degrees of fault, o») will imply that almost all degrees of fault
are distinguishable. This allows for the application of #witched linear system observability results
([9], [10]) to the ITSC fault detection problem. We now rewi¢he relevant switched system observability

results.

D. Review of Switched System Observability Results

The results surveyed in this section use a mode sigtalrepresent the set of finite modes of operation

So as to distinguish it from the fault severity level A switched linear system has the form

z=A,x+ B,u
(2)
Y= Cvx + Dvua



wherev € {1,2, -+, nnodes} 1S the unknown switching sequencg; € R"*", B; € R"*™, C; € RP*",
D; e RP*™ for ¢ =1,2,- -, nmoedes, @anNdu is the measurable control input. Given a piecewise contisuo
mode sequence, piecewise continuous input and initial conditionz, € R”, the differential equation (2)
has a unique solutiom(t). Consequently, the output sequence corresponding to dte stquence(t)
is unique. Given that the input and outputy are measured, the switched system observability problem
is to determine the initial state, and mode sequencdt) from the given measurements. Conditions for
solvability are first addressed.

In the case of no inputy = 0, it is proven in [9] that the switching sequeneg) and initial stater, is
observable given output measuremeni§and only if for each pair of modes+# j € {1,2, -, nodes }

the extended linear system

.i’ - Ai,jj
g = Ci,j'i'
with system matrices
A 0
Ai,j = > Ci,j = |iCZ CJ:| )
0 A

is observable (in the classical sense). The addition of eofmiaputw is considered in [11]. Therein, it
is proven that the switching sequeneg) and initial statezr, is reconstructable given input and output
measurements for almost every smooth input if each &irC;), i € {1,2, -, Nnodes | 1S Observable
(in the classical sense) and there is a nonzero differenteeirmoeplitz matricesl's,, (A;, B;, C;, D;) —

I'sn(A;, Bj,C;, Dj) # 0, for eachi # j € {1,2,-- -, Nnodes }, Where

D 0 0 -0 0
CB D 0 -0 0
CAB CB D -0 0
'y (A, B,C,D) = . 3)
CA’B CAB CB .0 0
CA* 1B CA*™ 2B CA* 3B ... CB D

These observability results are extended in [12] for nor@maputs, but this is bey_ond the scope of this

review.



E. Application to ITSC Fault Observability

Let o1 # o9 € [0,1] be two degrees of fault. Are these two degrees of fault djsishable? To
verify this, one can construct LTI systems for each degreéaol. Using the notation in (2), define
A,, = E'(0;)A(0;), B,, = E'(0;)B(0;), C,, = C(0;), and D,, = C(o;) for i = 1,2. LTI systems

(Asy, Boy, Co,, Dyy) and(A,,, Bs,, Cs,, D,,) are distinguishable for almost all inputs if
HF2"(AC’1’ B‘Tl’ (76717 DUl) - F2H(A027 B027 Ccrzu Dcrz)”% 7£ 0. (4)

Treatingo, and o, as variables, the norm defined in (4) is a polynomiatinand o,. If (4) is nonzero
for some pair(oy, 02), then the set of indistinguishable degrees of fault is aelalgc variety of lower
dimension intersected with the intervl 1], i.e., almost all degrees of fault are distinguishable.

In summary, the ITSC fault detection problem can be viewed awitched system with unknown
switching sequence(t). The objective is to estimate the switching sequem@g and fault current s,
using a modified form of the MHO introduced in [5]. In Sectiow, lif certain nonlinear observability
conditions are satisfied (highly difficult to verify) the mtidd MHO observer can be proven to converge.
Alternatively, the switched system observability coraht in (4) are easily verified and sufficient to
guarantee that distinguishability between almost all degrof ITSC fault, provided there exists a pair
(01, 09) which are distinguishable. When and o, are sufficiently close, there is, of course, a level of
distinguishability based on how close (4) is to zero. Pcadly speaking, this is inconsequential for the
MHO since the degree of fault is approximated with a nonlireaimization rather than “distinguishing”
between two adjacent levels of fault.

Section Il introduces a model for the SPMSM without faultct8m 1l introduces the ITSC fault model
for an SPMSM. Sections IV and V develop the ITSC fault detectbserver. The developed observer
is simulated in Section VI. Applications to fault-tolerasiipervisory vehicle control and heavy hybrid

vehicles are explored in Sections VII and VIII, respectiyvel

[l. SURFACE PMSM WITHOUT A FAULT

Figure 1 illustrates the positioning of the permanent mégoa the rotor. The permanent magnets are

positioned on the surface of the rotor to provide the largesgnetic flux variation in the stator windings



Stator g-axis

as-axis

d-axis

Fig. 1. This figure is a cross-sectional illustration of theN&SM. The SPMSM has permanent magnets on the surface of tbe and
coils wound into the stator. Typically, SPMSM have more than permanent magnets fixed to the rotor surface, unlike wleshown for
illustrative purposes.

Inverter
P SPMSM

A Ve

Fig. 2. The SPMSM stator connected to the DC-AC inverter. Wige configuration of the SPMSM stator winding is wound witheutnal

point as shown on the right. As illustrated on the far lefg tregative rail may not be connected to ground directly.

for a given magnet strength. Nearly all of the rotor surfazeniagnetically hard, i.e. the rotor surface
is covered by permanent magnets which maintain polarityeumdrmal operation [1]. Motor torque is

produced through the interaction of the magnetic fields peced by the rotor and those of the stator
windings. The SPMSM is powered by a DC-AC inverter as illatgd in Figure 2. The wye configuration

of the SPMSM stator is common in electric machines [1] andhésdnly configuration considered in this
work.

For the unfaulted case, the voltages of the three-phase SPW81g the phase specific voltages and



currents is given by ( [1] and [13])

Vas R, 0 0 las L M M Tas €aq

d
Ups | — 0 Rs 0 Ths +|\M L M E Tps + ey | » (5)
Ves 0 0 Rs| |ies M M L les €e

wherev., andi., denote the stator voltage and current in phasea, b, c, respectively;R; is the stator
coil resistance in each phasg;and M/ denote the self and mutual inductance, respectively; &nid
the back electromotive force (emf) in phase= a,b, c. Note, that Kirchoff's current law imposes the
constrainti,s + i +i.s = 0, can be used to construct a reduced-order state model.tBraor ITSC fault,

the back emf is

€y cos(6,)
ey | =wWrAm |cos(f, —271/3) | > (6)
€. cos(6, + 2m/3)

wherew, andf, are the electrical rotor speed and position, respectielyg,),, is the flux linkage. For
almost all nonzero values df and M, the coefficient matrix of the derivative of the phase cusen
nonsingular. Hence (5) can be converted to a time-varyifigeastate model due to the time-varying back
electromotive force voltage vector of (6).

The electromagnetic torque couples the electrical and amechl components of the SPMSM. Without
fault, the electromagnetic torqué and mechanical load torqug, are related by a conservation of power
equation

. . . . 2
Tewrm = €alas T Clps T Ccles = Jwrmwrm + Bwrm + TLwrmu (7)

with mechanical angular speed.,, = d(’d% = w,/n, where the rotor has,/2 magnetic pole pairs,

moment of inertiaJ, and viscous friction coefficienB, as illustrated in Figure 3.

A. Extensions to supervisory powerflow modeling

For supervisory level control, each component of the paaertis minimally modeled as a power
transfer device, to be described in detail later in this repto develop a power flow model for the

SPMSM, we relate the power transferred from the inverteathehas€ = a, b, ¢, denoted?,,,, . = vesics,
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Fig. 3. SPMSM rotor connected to mechanical load. The rotsitipn is denoted,.,, and load torquel,.

to the rotor via electromagnetic power contributed in eabhse( = a,b,c, denotedP; = ecics. The
relationship between the inverter-supplied power andtieleragnetic power can be expressed in matrix

form by premultiplying both sides of (5) by di&gs, i, i.s) t0o obtain

Piva R, 0 0] |, s 0 0| |L M M s P,

d
Prwy| = |0 Ry 0| i | F]0 dp O M L M| || T |FB| (8)
P 0 0 Ry| |32 0 0 ie| |M M L les P,

The total power supplied by the inverters,, £ P, o + Pinws+ Piw.c. HENce by conservation of power,
, , , y p

d
Pinv - Rsizs + Rsigs + Rsizs + d_tT + Pa + Pb + Pca (9)

where the quantity
L M M| |t

[Z b z] M L M| |iy (10)

_M M L_ les
is a Lyapunov-like energy function.

By using the quantityY it is possible to avoid certain kinds of singularities wheptimizing the
powerflow equations. Clearly, the ternig:2,, R.i7,, and R,i2, represent winding losses whilg,, B,

as’?

and P, are back electro-motive powers. Hence, the analog of (Mensupervisory power flow context is

P, + Py + P, = Jwmom + Bw?, + Py, (11)
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where P, is the power delivered to the load. These equations are atiiiyn used to develop efficiency
maps that relate the input and output powers as functionseofrtechanical rotor speed,, and desired
output powerP;. Note, the winding losses are a function of the commandegkctsignalsi,, s, and
1cs. The efficiency maps will be constructed by computing anmaticurrent control, which satisfies the

physical operating constraints of the motor.

[Il. EXTENDED MATRIX EQUATIONS: MODELING ITSC FAULT IN SURFACE PMSM

In this section we extend the model for the SPMSM developethénprevious section to include a
single ITSC fault. The fault model will include a degree ordkof fault via the parameter € [0, 1]. In

the special no-fault-case when= 0, the fault model reduces to the model in (5)-(11).

A. ITSC fault equation description

As discussed in [13], an ITSC fault causes imbalance or l6ssymmetry between the variables of
the three phases of the stator windings. This imbalance sniddeeconventional dq0-model [1] much less
convenient for analysis of the SPMSM. Consequently, we tcocsthe ITSC fault model using phase
variables. For notation, let;; denote the shorted coil's eddy current induced by the netntg-varying
magnetic fields. Let = N;/Ny denote the fraction of faulted turn§; among the totalV, turns in
the faulted phase. Based on [13], this shorted coil hastaesiso R,, flux linkageo \,,, self inductance
o%L, and mutual inductance between the remaining healthy phases. The phase contdhend SC
fault has(Ny — Ny) unfaulted turns reducing the resistance(to—- o)R,, flux linkage to(1 — o)\,
self inductance tq1 — 0)?L, and mutual inductance between the other healthy phas@s-ter) M. The
shorted coil and the phase containing the ITSC fault are ialdoctively coupled. Since the shorted coil
is wound on the same stator tooth as the remaining healthyg iarthat phase, the shorted coil and loop
containing the shorted coil have a mutual inductam¢e— o) L.t For simplicity, we will assume that the
fault occurs in phase-a. It is a straightforward extensmmbdel the fault in phase-b or phase-c. If there
are faults in two phases simultaneously, two eddy curreriitsbe present as per the models developed

in the appendix.

This equation differs from those in [13] to ensure that theualiinductances are physically realizable.
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The stator voltage equations with a single ITSC fault in phassuitably modified from those appearing

in [13], are given by

Vas (1-a)R, 0 0 0 e
(™ 0 RS 0 0 ) d €y
= labef T Lf(U)%labcf + ; (12)
Ues 0 0 Ry, O €
0 0 0 0 oR, e
WHEr€iaper £ [ias, s, ies,ifs) and
(1-0)L (1-0)M (1—0)M o(1—-0)L
(1—0)M L M oM
Li(o) = . (13)
(1—0)M M L oM
o(l—o)L oM oM o?L
The back emf terms are given by
€q (1 —0)cos(b,)
e cos(6, —2m/3
dI & (14)
€. cos(0, +27/3)
ey o cos(6,)

Note that the fault loop has back emf which has the same phase angle as the back emf in phase-a
where the fault occurs. We can also observe that when thereafaults (i.ec = 0) equations (12)-(14)

reduce to the unfaulted model in (8)-(11).

B. Extensions to supervisory powerflow modeling: fault case

The above fault-dependent equation descriptions can lEn@st to explore the power relationship
between the inverter, stator, and rotor post ITSC fault. @leetromechanical power couples the electrical

and mechanical components of the SPMSM as per the followamgervation of power equation

Tewrm = Po+ Py + P+ Py = Jwpn@rm + Bw?, + Trwem, (15)

where P = eci¢cs for ¢ = a,b, ¢, f Equation (15) which is the analog of (7). Note that may appear to

increase the total electromagnetic power in (15), but afingrto Lenz’s Law the poweP; will always
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oppose the changing magnetic field. When the inverter-segbplower P, is zero, thenP; will oppose

rotor movement similar to a frictional loss. Whdh,, is nonzero, then?; will reduce the combined

change in magnetic field due to the mutual inductance fromréineaining healthy coils and the rotor

movement.

By pre-multiplying (12) by the vector of phase and fault emts, the power flows between the inverter

and stator (analogous to (8)) are related by

Pinva (1—o)Ry 0 0 0 | |2 is 00 0 s P,
P 0 R, O 0 izs 0 2% 0 0 d | s B,
"+ Li(0)~ (16)
Pinv.c 0 0 R, 0| | 0 0 iw O s P,
o] | o 0 0 oRJ |7, [0 0 0 i ins| | Pr]

Finally, the total inverter power for the faulted ca$®,, = Piv o+ Pinvs + Pinv.c, Satisfies the conservation

of power equation

d
—Y¢(0)+ P, + Py, + P. + Py,

Pyw = (1 — 0)Ryil, + Ryij, + Ryil, + o Ryi}, + i (17)
where the new Lyapunov-like energy functidry is
7;CLS
7;bs
Y(0) = Jies i s | L0 (18)

ifs
As expected, whemr = 0, equations (15) and (16) reduce to the equivalent unfadtpehtions given

in (7) and (8), respectively.

C. Fault Current Simulation

In Section VI, an SPMSM is simulated at a constant rotor spded,,, = 700 rpm with controlled
currents given in (50) for parameter values given in Tabl®ol.develop some gqualitative understanding
and to demonstrate how an ITSC fault affects the motor, wellsita the fault model (12) subject to an

ITSC fault in phase-a occurring at 0.5s. Given the contdottarrents as in (50), after the fault occurs
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Fault Current, i,

_ 80— =001
= gH——or=002 N
= oy =0.05 EEORE e
-500 r or=0.1 b
0 0.2 0.4 0.6 0.8 1
_ 900y o7 = 0.01 '
= GgH——0r=002
R o = 0.05
-500 } or=0.1 i

0.47 0.48 0.49 0.5 0.51 0.52 0.53
time (s)

Fig. 4. Fault current for various degrees of fault. The fafieverityo s occurs at 0.5s. The lower figure zooms in on the interval suang

0.5s to see the difference between each level of fault sgveri

the eddy current;;,, is excited, as illustrated in Figure 4. To demonstrate hogvfault severity affects
the fault current;i, is simulated for four fault severity levels, = 1%, 2%, 5%, 10%, again shown in
Figure 4. When the ITSC fault occurs, the fault current, is excited to roughly ten times the magnitude
of 50A for the controlled current specified in (50). As long as th#or is turning, the permanent magnets
mounted thereon, will induce a large eddy current in thetémutoil. The eddy current generates heat
that can become a safety hazard by causing further eldcimgalation failures.

To maintain the desired stator current waveforms in (5@),dbmmanded stator voltages, v, and
v.s Will also change based on the degree of fault, as shown inr&i§uNote, the simulation illustrated in
Figures 4 and 5 presumes that the controlled voltages nmaihi@desired stator currents “instantaneously”.
This is why the stator voltages jump at 0.5s. Usually curatitrol is implemented via a closed loop
current controller. In practice, the current control loggess responsive, but will have a reasonably fast

time constant. One observes that the transient behavidrisrsimulation quickly dies away (about 5ms).
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Stator Voltage, v,
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Fig. 5. Stator voltages for various degrees of fault. Thétfatiseverity o4 occurs at 0.5s. The stator voltage is assumed to be chosen to

maintain stator currents given in (50).

The simulation in Section VI is concerned primarily with teeeady-state behavior so the simplifying
assumption that the current loop is more or less instantemedl have little effect.

Although the fault current;, is excited to over ten times the magnitude of the controltatbs currents,
the amount of energy dissipated via heat in the shorted epédds on the faulted coil resistancge?;.

Figure 6 plots the instantaneous inverter-supplied pa#gr and electro-motive poweF,,.;. When the
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ITSC fault occurs at 0.5s, both the inverter-supplied poavet the electro-motive power exhibit oscillatory
behavior due to the imbalance between the power transféreahtree phases. To show how the magnitude
of the power flows are affected by the ITSC fault, Figure 7 pltbe average inverter-supplied powey,,

and the average electro-motive pow&y,.; for each degree of fault;; = 1%, 2%, 5%, 10%. The averages
Py, and P,;,.; are computed at timeby averaging the instantaneous power over the windev..;q, t]
whereT,c,ioq = i—’r is the electrical period. As Figure 7 illustrates, the elettagnetic output power, ;s
drops as the degree of fault increases. It is also integegtinote that the inverter supplied powey,, also
changes slightly as a function of the degree of fault18{ fault, the efficiencyl00 x Pt/ Pin, drops

to about50%. Since this “lost” energy is converted to heat within the réba loop, it is safety-critical
that the fault is detected quickly.

Is the ITSC fault detectable? From Figure 5, the stator gelsarequired to maintain the desired stator
differ before and after the ITSC fault at 0.5s. However, fd4a fault, the steady-state voltage signals are
only minimally affected. Fortunately, the inverter-supdl power, P, provides a far more measurable
difference when the fault occurs. As seen in Figure 6, therbev-supplied poweF,;,,, oscillates after the
fault occurs. This oscillation is caused by a power contrdyuimbalance between the faulted and the
two unfaulted phase windings. For given commanded currémtsaverage inverter-supplied power is also
affected by the fault as shown in Figure 7. The electromagmewer F,;., is also plagued by the same
oscillatory and average power effects although the elew@gmetic power is usually unavailable for direct
measurement, see Figures 6 and 7. The measurable diffsreaased by the ITSC fault demonstrates
feasibility of the ITSC fault detection problem. The devaiment of the fault detection method proposed

in this report begins in the following section.

IV. NOMINAL FAULT DETECTION OBSERVER
A. ITSC Observer Problem Statement

How can the ITSC fault be detected? In our context, the faetiéction observer estimates the degree
of fault and fault current consistent with input and outpwgasurements. The fault detection observer
is illustrated in Figure 8. The objective of this section asformalize the ITSC fault detection observer

problem. This begins by defining the measured inputs andutaitp
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Fig. 6. (top) Plot of the inverter supplied powg%,,, for various degrees of fault. The fault of severity occurs at 0.5s. (bottom) Plot of

the electromagnetic powdr,:.5 for various degrees of fault.

The currents in the stator of the SPMSM are controlled by twerter through voltages applied to the
stator winding leads relative to the negative rail, denaigd v,,, andv.,. These measurable terminal
voltagesuv,,, vy, anduv., determine the stator voltages relative to neutrgl, vys, andwv,s, which in turn
drive the stator currents as per (12). Ideally, we wouldadiyemeasure the stator to neutral voltages
¢ = a,b,c. However, electric machine manufacturers rarely provigtectl access to neutral making the
stator voltages directly unmeasurable or expensive to uneds terms of sensor placement in practice.
Sensors for the line to line voltages are more readily abvkila.e. measurements of,, = Ucs — Uys fOF

¢ #w € {a,b,c}. The line to line voltages are measurable from the contloli@tagesv,,, vy, anduv,,

as per
M _ M M
Vap = Vag — Vbg
M _ M M
Vhe = Upg — Ugg (19)
M __ UM ’UM

ac — Yag — Yeg>
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Average Inverter Power, P,
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Fig. 7. (top) Plot of the average inverter supplied powsr, for various degrees of fault. The average power is compusetthe average

of the instantaneous power over a windgw- T)ci04, t] for each timet, whereTpe,i0a = i—’: is the period. The fault of severity; occurs

at 0.5s. (bottom) Plot of the average electromagnetic pdwes, for various degre

computed as an average of the instantaneous power over tt@W/(t — Tperiod, t]-

M
y
ﬁ
Meas. Output

SPMSM

es of fault. The average electromagneticep is also

(" Fault Det.
Observer

\__ITSCFault Model )

6,1 l To controller

Fig. 8. The fault detection observer uses known control inpumeasured outpu™, and the ITSC fault model to produce an estimate for

the degree of faulé and the fault currenifs.
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where the superscript/ denotes measured signals. We also consider the electosdign ¢, and speed

w, of the rotor to be measured signals. Using these measurspteatback emt,,.; can be expressed

as _ - _ -

€y 1—0 0 0

WM\, cos(OM)
€p 0 10
= wMN,, cos(0M — 27 /3) | - (20)
€ 0 01
wM N, cos(M + 27/3)
ef o 00

Note that the only unknO\;vn in (2(_)) t8, which is estimated. Thus the rightmost matrix in (20) beesm
another measured input.

Since many commercial electric drive systems utilize statwrent control, sensors are often available
for the stator current&,, ¢ = a, b, c. We assume that each of the stator currents is available ¢asure-
ment. In practice, we can reduce the number of sensors diecgtdtor currents satisfy Kirchoff’s current
law, i.e.,i.s + ips + i.s = 0. One may be able to use a reduced number of sensors, but diisticn is
not explored in this report.

When an ITSC fault occurs, the same voltage potential on tiasg terminals produces different stator
current responses. Essentially, the ITSC fault detectlserver matches the given voltage signals to the
resulting current measurements to determine the degreaudtfd, the fault current;,, and the stator
currentsics, ¢ = a,b,c. We can now pose the ITSC fault observer problem.

ITSC Observer Problem: Estimate the fault severity, fault currenti;,, and stator currents.,

¢ =a,b,c, given the ITSC fault model (12), measured signal

T

M_\ v M M M M M
Yy U Upe Ueq las s s ’ (21)

and known electrical rotor speed’ and positior??’ where the superscrigt/ denotes measured variables.
ITSC fault detection is a nonlinear observer problem. Faheixed degree of fault, the dynamics

in (12) are linear with respect tQ,.;, but an unknown degree of fauttintroduces a nontrivial nonlinearity.

One approach to solving nonlinear observability problesniuse linear observers, such as the classical

Luenberger dynamical observer [14]. Linear observers ameamically simple and well understood, but in

general perform poorly on highly nonlinear systems. As agraative, we propose the optimization-based

approach developed in [5], known as a moving horizon estimat moving horizon observer (MHO).
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B. Moving Horizon Observer

As mentioned in the introduction, the MHO re-poses the estion problem as an optimization problem.
Consider the following nonlinear system
i = f(z,u™)

(22)
M

yM = g(z,u),
wherez € R” is the statey™ < R? is the measured output : R — R™ is the bounded measurable
input, andf : R" x R™ — R™ andg : R” x R™ — RP are known, locally Lipschitz functions with
respect to bothr andu*. Recall that for.A, B metric spaces) : A — B is a locally Lipschitz function
if for all « € A there exists a neighborhodd, of « and a constani” such that for alla;,a; € U,,

|h(ar) — h(az)|la < K|lax — az|| g, where|| - ||4 and || - ||z denote the metric ind and B, respectively.

The MHO developed in [5] is based on solving the optimizagwoblem

min [ 6) = o) P 23
subject to:
B(t) = f(2(t),u™ (1)), 2(t = T) = & (24)
90 = 9 (0) u 1) 25)

whereT is the finite horizon andj(¢) is the estimated output driven by the state trajectofs) which
satisfies the underlying differential equation with tharmaated initial conditionz,. The specific approach
in [5] is not to solve (23) at each timebut rather to sequentially solve the optimization over ssswe
horizon windowst,—T', t;| wheret; < t, < t3 < ---. However, our approach is not to achieve the absolute
minimum overt, —T', t;], but rather to impose a cost reduction by a factof af (0, 1) from one window

to the next. So if at timey, the norm in (23) is equal t&;, then over the next horizofiy, 1 — 7T’ tj.1]

the minimization in (23) is iterated until the norm is lesanh¥, ., = K. This would continue until
the norm in (23) is in a sufficiently small neighborhood of@ein which casey™ (t) — 4(t; Z9) ~ 0.
Given the presence of modeling errors, sensor noise, ancenah round-off, reaching the “perfect
minimum” of zero is unlikely. The benefit of this approach k&t the observer/estimate convergence
improves incrementally over successive horizons in cehti@the larger computational effort needed to

achieve the minimum of (23) over each horizon.
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To guarantee solvability of the observer problem, it is agsdithat for each initial conditiory, =, € R",

the corresponding output trajectorigge(t), u(t)) andy(z'(t), u(t)) satisfy

/t_T ly(x(t), u(t)) — y(a'(t), u())[*dt > v]|zo — 25|, (26)

for some fixedy > 0. This uniform observability condition reduces to the clealsobservability Gramian
in the case of time-varying linear systems and time-inveti@ear systems as shown in Appendix B. The
uniform observability condition in (26) is difficult to vdyi for nonlinear systems. As mentioned earlier,
for the ITSC fault detection problem we will presume that timfaulted state model is observable, which
is easily verified for the parameter values of a typical SPM&i available sensor measurements. Further
as asserted earlier, the faulted model is observable favsilall fault levelss € [0, 1] if observable for at
least one fault levet;. Hence, the structure of the SPMSM model allows us to assesric observability
of the system without having to verify the condition of (26).

In general, the MHO is a versatile observer often used toesnbnlinear observability problems [5],
[15], [16]. Thus it is well suited for the ITSC fault deteatigproblem. For linear state models, the MHO
can be seen as a dual problem to the linear quadratic regla@iR) problem and thus enjoys a similar

historical success [17], [18].

C. ITSC Observability

Recall that for the ITSC fault detection problem, the vaeahto be estimated are the stator currents
lwsy W = a, b, c, f, and the degree of fautt. First we validate that the observability problem is febsib
i.e., different fault levels are distinguishable and thett currents,,, are observable.

To analyze the distinguishability of two degrees of fault# o, € [0, 1], we first need to construct a
switched linear time-invariant (SLTI) model that incorptas the measured signals in (21) and then verify
distinguishability with (4). Unfortunately, only the life-line voltagesv,,, vy, andv,., are measurable
whereas the stator voltages., v, andv.s, that appear in the state dynamics of (12) are not. Another
problem with (12) is that Kirchoff's current law (KCL) didalvs arbitrary initial conditions, because in
the wye configuration, + i,s +i.s = 0. This means that (12) contains redundant information arwiver

dimensional state model can capture all the relevant dycermformation.
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To construct the lower dimensional state modé! prder to3" order) that utilizes the measured signals
in (21), we do the following:

1) using KCL, substituté., = —i,s — iy, in (12), i.e., foria; = [ias, s, ifs) "

10 o
labef = tavf = Mapfians (27)
1 -1 0
0 0 1
2) premultiply both sides of (12) by )
1 -1 0 0
M,=10 1 -1 0 (28)
00 0 1

to obtain differential equations as functions of (ff = v,, — vy, and (i) v = vy — V.

This results in the reduced-order equivalent state andubuodel:

~ d ~ . ~
Lf(O’)%’Labf = —Rf(O')’Labf + Q(O’)UM, (29)
1 00 ~
g = iaby = C(0)ians, (30)
010
wherei,, =S lias, ivs, i7s] T IS the reduced state vector. The measured input vector is
T
uM = XM cos(0M)  AmwM cos(0M — 21/3)  AnwM cos(6M + 27/3) oM M| . (31)

and the measured output 8! = [i,s, s . The new linear system matrices in (29) are
Ly(o) = M,Ly(0)Mayy,

(1—-c)R, 0 0 0

Rf(O’) = Mv Mabfa




23

where M,,,; and M, are defined in (27) and (28), respectively.
To verify the fault distinguishability conditions in (4),standard LTI system is constructed from (29)

for each degree of fault; via the tuple of linear system matrices

(AC"l? B017 CC"l? Do'l) = (Z}(Ul)ﬁf((n)? L}((ﬁ)@(al)? C(Ul)v O) . (32)

If there exists two degrees of faulf # o5, for which (4) is satisfied, then (for generic inputs) almalt
degrees of fault are distinguishable. For the SPMSM paranized in Table | withoc; = 0 and oy = 1,

we Compute
1720 (Ao, Boys Coys Doy) — Ton(Agy, Boyy Coyy Day)||5 = 3.16 x 102 #£ 0. (33)

Thuso;, = 0 ando, = 1 are distinguishable for almost all inputs, as per [11]. Tovshhat almost all
degrees of fault are distinguishable for almost all inpwis,consider the nontrivial polynomial (nontrivial

by (33)) ino; ando, defined by (34),
HF27L(A017 B017 CC"l? DC"l) - F2H(A027 B027 CUzv DUz)H%' (34)

Hence, the set of pairsr, 02) such that (34) is equal to zero is an algebraic variety of tatvmension,
i.e., at worst unions of lines iR2. In addition, this algebraic variety must intersect theag(0, 1] x [0, 1]
for two degrees of fault to be indistinguishable. Thus it agsgible that the algebraic variety does not
intersect|0, 1] x [0, 1] for pairs (o1, 09) With o, # 09, i.e., that all degrees of fault are distinguishable.
Hence for generic inputs it follows that almost all degreé$aalt are, in fact, distinguishable.

The next question is whether the stajg is observable once the correct degree of fault is identifieds
is verified using classical observability tests on the pdis., C,,), such as the rank of the observability

matrix. For the SPMSM parametrized in Table | with= 0 ando, = 1, we obtain
ranKOs(A,,, Cs, )] = 2
rankO;(A,,, Cs,)] = 3,

whereO5(A, C) is the observability matrix for the pai4, C), i.e.,

T

Oi(A,C)=|CcT (CAT ... (CA=HT
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The result that ranks(A,,, C,, )] = 2 implies that the state,,; is not completely observable. This is
understandable since, = 0 represents the unfaulted SPMSM and the fault curignts unobservable
because it is zero prior to an ITSC fault. On the other hangesrankO;(A,,, C,,)] = 3, the entire
statei,,s is observable for, = 1. Using the same arguments as in Section I-E, this implies:thais
observable for almost all degrees of fault. Mathematicaltg set of degrees of fault for which i,

is unobservable is among a finite set of roots to a polynomiat.iAny root, sayo, ¢ [0, 1] is not a
physically realizable degree of fault. Hence, it is agaisgpole that the current,, is observable for all
degrees of fault and in the worst cagg, is unobservable for a finite number of degrees of fault. Thus

the ITSC observer problem is feasible for almost all degddault.

D. Nominal ITSC Observer

Although it is possible to build a MHO for the reduced orderdabof the previous section, from a
modeling perspective as well as a more direct utilizatiorthef full order model developed earlier, we
simply add the KCL equation as a constraint. There are alsgengal advantages due to the sparseness
of the larger set of equations.

Since the degree of fault is unknown but takes values in therval [0, 1], we denote the observer
below to be the nominal embedded moving horizon observeH{B)M As mentioned earlier, we assume
that the ITSC fault occurs in phase-a. Relaxing this assiomp$ a straightforward extension, but the
additional notation is not included for clarity.

In the EMHO framework, the ITSC fault detection problem hasdeo < [0,1] and statei,. =S
[ias,z’bs,ics,z’fs]T. As described in Section IV-B, we consider a discretized ddefinal times given by
t1,t9, -+, tg, - - -. FOr simplicity, we consider evenly spaced final times, ig.; — t, = Tspifi

So for a given horizorit;, — 7', t,] and0 < h < T, the nominal ITSC fault EMHO problem with fault

2This formulation is the dual to the embedded hybrid optin@itool problem in that- can vary continuously if0, 1] (see [18], [19]).
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in phase-a is given by

ti
win [0 — gto) P (3)
eRrR tp—T

iabef (tk—h)
[t =Tt ]—[0,1]

subject to:
N AN “ d ~
Vapes = Ry(0)iaves + Lf(U)EZabcf + €abes (0) (36)
lg = [ﬁas - @bsa @bs - @csa @cs - '[}asa 'Easa %bsa %cs]—r (37)
= [ﬁaln r&bm r&cau zam %637 rzcs]—r
0= 'Zas + 'st + 'Ecsa (38)

3 where (38) is a result of KCL,

iabcf = [rzam %637 %037 rzfs]—ra (39)
ﬁabcf - [@asa @bsa @csa O]Ta (40)
(1-6)R, 0 0 0
) 0 R 0 0
Rf(O‘) == (41)
0 0 Ry, O
0 0 0 oR,
(1 — 5)2L (1 — 5)M (1 — 6)M 5(1 — 6)L
. (1 — 5)M L M oM
Li(8) = , (42)
(1 — 5)M M L oM
G(1-6)L &M &M 5L
and
(1 —05)cos(6,)
cos(0, —2m/3)
6abcf(&) - wr)\m (43)
cos(6, + 2m/3)
g cos(6,)

3Kirchoff's current law takes the form of (38) only for ITSCuils, i.e., (38) only applies for shorts between phases andshorts to

ground. Modeling shorts to ground are not considered inriy®rt.
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Of course, this problem is solved sequentially for eachrvate[t, — 7', t;] for £ = 1,2,---. It is not
necessary that these intervals be disjoint. As we will se¢hen forthcoming development, there are
numerical advantages to having these intervals overlap.

Several aspects of the ITSC EMHO warrant explanation artibeddion. First, the variablg allows for
the estimated staﬁgbcf(tk — h) to be anywhere within the intervél, — 7, t]. For example, wheh = T'
the EMHO observer reduces to the MHO observer described ¢tiddelV-B, in that one is estimating
the initial condition%abcf(tk —T) for the interval[t, — T, t;]. Another way of saying this is that the state
estimate at the beginning of the intervéchf(tk — T, is either a delayed estimate of the current state
iabes (t;) Or must be integrated using (12). This value could be seesit errors in the estimated initial
condition. Clearly, then the choice afhas an effect on the numerical implementation of the EMHO.

Moving the state estimate to the beginning of the intervalsmall, has a smaller delay and less
integration required to obtain the current estimate. Tisnsall » naturally emphasizes the most recent
measurements and adapts more quickly to changes in the radasutput. However, ifh < T,
where Ty, s = ti41 — t, for eachk, thent,; — h is not contained in the previous intervia — 7', ¢;]
as illustrated in Figure 9. The practical consequence @fcselg~ < T, ;, occurs when integrating the
previous estimatéabcf(tk—h) from ¢, — h to t;. 1 — h to hot-start the next estimaftg,cf(tkH —h). Namely,
the issue is that when computirﬁg,cf(tk — h) and ([t — T,tx]), no measurements from the interval
[tx, te1 — h] were utilized. Consequently, one either makes assumptibaost the intervalt,, ty1 — hj
to allow for the integration (such as assuming the degreeaolt & does not change) or uses another
suboptimal initial guess (such as using.(t;) to hot-startiy.;(tx,1 — h)). As passing the previous
estimate forward to the next interval is critical for fasg@lithm convergence, we further restricto be
greater tharis; s, i.€., Tspipe < h <T.

A second point to be made is that if there is a short to groumeh (38) is not valid because a short
to ground allows some of the current to circumvent the néutoale in the stator windings. Thus we
disallow shorts to ground in this discussion.

Thirdly, the minimization overs : [t, — T,t,] — [0,1] denotes searching for all functiors with
domain|[t, — T, t;] and range in0, 1]. The nominal ITSC EMHO problem requires an optimization of

iabes (t —h) € R* andé over functions with range ifo, 1]. What has not been utilized in (35)-(38), is the
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o Tonife
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Fig. 9. (A) and (B) illustrate how the previous horizon esitm%abcf(tk — h1) is integrated forward to hot-sta%gbcf(tkﬂ — h1) when
hi > Tsnige. Notice, that the integration is within the intenjal — 7', t«]. (C) and (D) illustrate wheh: < T s:. Note, that the integration

is not contained ift, — T, tx].

steady state behavior inherent in the ITSC observer problesaribed in Section IV-A. The exploitation
of the steady state behavior significantly reduces comipuatats discussed in the following section.
Finally, if the estimate%abcf(tk—h) = iaer(ty —h) anda are exact, then the cost function in (35) is zero
since both the estimates and actual stator currents woukbloéions to the same differential equations
and have the same output function. Since (35) is nonnegdtieecorrect estimates are a minimizing
solution to the cost function. If the only solution to (35) tise correct stator current and degree of
fault, the observer problem is feasible. Feasibility hasnbdiscussed theoretically in Section IV-C and

demonstrated through simulation to follow.

V. PRACTICAL OBSERVERIMPLEMENTATION

The time constants associated with the stator currentseirS#MSM are much faster than (i) changes
in the mechanical load and (ii) changes in the power commaAsda result, our analysis presupposes

that the stator currents and voltages are in steady-stpezifigally, the steady-state stator currents and
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voltages are assumed to exhibit periodic sinusoidal behavith frequencyw, due to the sinusoidal back
emf eq,.;. Note, this sinusoidal steady-state behavior occurs pdepast ITSC fault since in both cases
the back emk,., is sinusoidal.

How can we exploit the steady-state periodic sinusoidabbien of the pre and post fault SPMSM
to simplify the optimization problem in (35)? The approasha explicitly impose the structure th%gg,
¢ = a,b,c, f, are sinusoids with constant magnitudes and phase oventsuals of lengtht,,,,. The

estimation of%gs can then be re-posed as estimating gafgasand jdc, ( =a,b,c, f, as per the following

equations:
- fqa cos(6,.) + Lia sin(0,.) (44a)
T Aqb cos(f, — 2w /3) + Iy sin(f, — 2w /3) (44b)
- ch cos(0, + 2w /3) + Iy sin(6, + 27 /3) (44c)
ie = 1,5 cos(6,) + Iy sin(6,). (44d)

How does (44) simplify the optimization problem in (35)? Tr@mary simplification is when solving the
differential equation in (36). With stator and fault curr@stimates with the form of (44), the derivatives

4ics, ¢ =a,b,c, f, have the analytic form

%%as = —Law, sin(6,) 4 Lyaw, cos(6,) (45a)
%%bs = —fqbwr sin(0, — 27/3) + Iyw, cos(f, — 21/3) (45b)
%%CS = —chwr sin(0, + 27/3) + Iyew, cos(f, + 27/3) (45c)
dit%fs = —quwr sin(0,.) + jdfu)?« cos(0,.). (45d)

Hence, the differential equation in (36) can be replacedh it algebraic equation (with respect to
estimated variab|e§q< and fdc, ( = a,b,c, f). This greatly reduces the complexity and computational
time required to computg in the cost function.

To apply the assumption that the stator currents are fixeassids over intervals of length,,,:, we
subdivide each horizoft, — T, t;] into n,,. partitions of widtht,,,.. We assume here that the horizon
length 7" is a scalar multiple of,,,.. With these partitions, the modified version of the ITSC EMHO

estimates gaini(g? and fé?, ¢ =a,b,c, f, for each partitioni = 1,2, - -, e OF [ty — T, 1]
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The partitioning of the interval, — 7', ¢ is also used to simplify estimating the degree of fa(t).
From a physical prospective, the ITSC faults occur whenetlera electrical short between two locations
within a stator winding. This electrical insulation fai®uhappens at specific points and tends to have a
binary behavior, i.e., short or no short. Consequently,dibgree of faultr(¢) is expected to be piecewise
constant. This is exploited by considering the estingate be constant over each partition of the interval
[ty — T, ty].

Over each partition oft, — 7', t;], the last row of (36) becomes an algebraic equality comdt the
fault current estimate with respect to the gaipsand I,;. This equality constraint is implemented in the

simulation using a penalty function approach, i.e., addingenalty function of the form

2%
|l (46)
tp—T
to the cost function of (35). Here, € R* is a large weight andy, is the last row of (36), i.e.

. d + d d d -
'[st = Rsifs +O‘2LEZ‘)‘.S _‘_O-Mﬁlbs “‘O‘M@ZCS + 0(1 — U)LE@.GS + 6f, (47)

with derivatives given in (45). Note that a feasible estientur %fs will satisfy 0, = 0. Any nonzero
value oy, is penalized by the term in (46).

Another adaptation of the cost function in (35) is to add aitp@sdefinite weight matrixQ € R%*6 to
weight the output tracking erraf™ — . With @, the observer can be tuned to place the largest weight
on a set of outputs which most directly affects the obsehalmf the degree of faultr. The modified

cost function then has the form

/T <<yM -9)' Q" ) +pr@fs||2) dt. )

Incorporating the above ideas into the cost function ovehéwrizon[t, — T, t;], the practical version

of the ITSC EMHO is
min t <<M_AT M A 5 12) d
v —9) Q (yM —9) +wyisl?) dt

(i) 7(3) A (i
1.0 g 6 S —T

(=abe,f (49)

1=1,-- Npart
subject to: (36)—(45), (47)
The superscripti) denotes thei’" partition of [¢t, — T',t.]. The constraints (36)—(45), and (47) are

understood to apply to each patrtition.
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Fig. 10. This figure shows how the final estimates for part&ion the horizonft, — T, t,] are used as initial estimates for the horizon

[thr1 — Ty trya].

Finally, to simplify the transition from one optimizatiorrgblem to the next, the horizon is always
uniformly shifted forward in time by,,, i.€.,tx+1 = tx+1,+. This allows one last important modification
to the ITSC EMHO concerning how estimates in preceding lboszare used to initialize or “hot-start”
subsequent optimization problems. The scheme is illestrat Figure 10. The method of partitioning
each optimization horizon evenly has the advantage thahat&s in some partitions of a previous horizon
coincide with estimates of the current horizon. The panitit,; — ¢,.+, tx+1] does not coincide with
the previous partition estimates. Thus, the estimate[tfor- t,..+, ;] iS used to initialize the partition

[tk+1 — tpart, tt1] @S shown in Figure 10.

VI. SIMULATION RESULTS

This section demonstrates the effectiveness of the ITSC @MFhe three-phase SPMSM considered
in this simulation has parameters given in Table |. The SPMSKimulated ovef0, 1] according to the
following scenario: i) the rotor speed is a constanf, = 700 rpm, ii) using current control the stator

current (before and after fault) ovér, 1] satisfies (current in Amperes)
ias = 50 cos(6,)
ips = 50 cos(f, — 27/3) (50)

ics = 50 cos(0, + 27/3),
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and iii) a fault of severityo; occurs att s, = 0.5s, i.e. o(t) = 0 for t € [0,0.5) ando(t) = o for

t € [0.5,1]. The scenario is simulated in MATLAB R2014b to construct thaputs

T

M_ 1\ M M M M M M
Yy Vb Vbe Vea las Yhs les )

where the line to line voltages,, = v,s — Vps, Upe = Vps — Vs, aNAv,, = V.5 — V4 are computed using (12)
given that the stator currents satisfy (50). To simulatef#éluét currentiy,, the differential equation in the
last line of (12) is integrated using tloele23tfunction in MATLAB with the default integration settings.

For EMHO implementation, the outpyt’ is sampled at a rate aft = 0.1ms.

TABLE |

SIMULATION AND SPMSM RARAMETERS

Variable Symbol  Value
Self Inductance L 2.31 mH
Mutual Inductance M -1.15 mH
Magnet Strength Am 0.267 Vs
Stator Resistance R 137 n2
Poles Np 8

Bus \oltage Vous 500 V
Rotor Speed Wrm 700 rpm
Fault Time tfault 05s
Simulation Step Size dt 0.1 ms

The simulated ITSC EMHO has a horizéh= 50ms and two partitions of equal width, i#,,, = 25ms.
The ITSC EMHO parameters are summarized in Table Il. To esipbdracking the line to line voltage
equations over stator current tracking, a weighting mafyix RS is added to the cost function, i.e. the

cost function is given by
|6 =iw) QMW - i) a (51)

where @) = diag10,10,10,1,1,1). In addition, to enforce the constraint th?e}g satisfies the last row

of (12), we add to the cost function (51) a penalty functiortha form

t1
/ wlfogaldt,
t1-—T
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wherew, = 1000 and v, represents the last row on the right-hand side of (12), i.e.

. d - d - d - d
s = 0 Rgigs +0(1 — 6L ias + G M ins + 6 M ey + 62L£if5 + ¢e4(6).

If %abcf ando are consistent with (12);y; = 0. As described in Section V, the penalty function is used
as an alternative method for enforcing this equality camnstr

TABLE I

ITSC EMHO RRRAMETERS

Variable Symbol Value
Number of Partitions npart 2
Horizon Width T 50ms
Partition Width tpart 25ms

The estimation error for reconstructing the fault curreswt, |i;, — i;,| is shown in Figure 11 for four

different degrees of fault; = 0.01,0.02,0.05,0.1. The error|is, — %’fs| is scaled bymax(iss) which
represents the amplitude of the steady state fault cuirgrfor each degree of fault;. The estimation
error for reconstructing the degree of fault is shown in Fegli2 for each of the four different degrees of
fault 6;. The estimation error foi,, 7,5, andi., are not included since these are also measured variables
and hence the estimation error is on the ordet(®f® (tolerance of the optimization).

It is clear from Figure 11, that after one partition of 25niee fault current estimatfgcS is within 5% of
the actual fault current;,. Similarly, the degree of fault estimation error is withif®01 after one partition
of 25ms as shown in Figure 12. This “bump” in the estimatebtrajter the fault occurs is caused by an
initial guess which is far from the new level of fault. Howevthe next optimization window improves
the estimate of the degree of fault and fault current and @g®s quickly. The ability to improve on the
previous estimates is a consequence of the manner in whiichaéss from previous partitions are used to
“hot-start” subsequent partitions. The reader can reball the initial states are passed from one partition
to hot-start the next as illustrated in Figure 10.

The ITSC EMHO has additional applications beyond fault cs@. One such application is fault-
tolerant control schemes where the estimate for the degrdauti can be used to determine “safe”
operating conditions after a fault has occurred. The negti@e explores a fault-tolerant power flow

control application for a hybrid electric vehicle, such ag ffoyota Prius. This fault detection scheme
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Normalized Fault Current Estimation Error, iz, — i 7|/ max(iys)
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Fig. 11. The fault current reconstruction ertof, — i .| is simulated for four levels of fauliy; = 0.01, 0.02,0.05, and0.1. The figure is
normalized bymax(iy.) which represents the magnitude of the steady state faulertur;, for each degree of fault. In each simulation,

the fault occurs at 0.5s.
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Fig. 12. The degree of fault reconstruction erfor— &| is simulated for four levels of faulty; = 0.01,0.02,0.05, and 0.1. In each

simulation, the fault occurs at 0.5s.
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also has applications for both fault detection and faultigating control in heavy hybrid vehicles. The

application to heavy hybrid vehicles is discussed in Sactidl.

VII. APPLICATION: HIGH LEVEL POWER FLOW OPTIMIZATION

Once a fault and fault level are identified, along with theltfaurrent%fs, the next objective is to develop
fault mitigation controller strategies that allow the higbvehicle (of which the SPMSM is an integral
part) to continue to function albeit at a substantially eztlioperational level. This section considers fault
mitigation strategies for a 2004 Toyota Prius. The straeget forth herein can be scaled up for large
earth movers such as the Deere 644K hybrid wheel loadert Fatigjation is carried out at the so-called
supervisory level. A supervisory level controller coomies vehicle control by determining optimized
power flows to the individual subsystems such as was expliorg¢@], [7], and [8]. For example, for a
diverse set of situations, the supervisory level controMteuld determine how best to utilize the electric
drive system in coordination with the internal combustioigiee (ICE) to meet driving objectives. For
efficient and feasible numerical optimization strategmgervisory level subsystem models are power-
flow based; specifically, the subsystem models are low gaaityilpower flow component models that
utilize efficiency maps as opposed to high granularity medelsed on the underlying physics. In the
case of the SPMSM, such an efficiency map depends on whetheatdhe motor has a fault as well as
on the degree of fault. Another advantage of the “online”esugsory level control is that it can adapt
the controls to different fault levels as they occur withcequiring an exhaustive library of precomputed
controls.

This section will briefly describe i) the hybrid supervisagntrol problem in the Toyota Prius, ii) con-
structing efficiency maps and constraints for a SPMSM witBCTfaults and iii) using an embedded

optimal controller for high-level power flow control.

A. Prius Supervisory Level Powertrain Description

The hybrid powertrain architecture of the 2004 Toyota Pisushown in Figure 13. This powertrain
has two electric drives: one is for generation and engineirsga labeled “SPMSM1”, with a maximum

mechanical power 080 kW and the other is for traction and regeneration, labeledMSM2”, with a
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Fig. 13. The Toyota Prius architecture has different modesperation. The “traction” SPMSM and the “generator” SPM$&kh convert
electrical energy to mechanical energy, or vice versa. Tfieiecy maps differ for each of the directions of energy v@sion. The
combinations of generating and propelling of the SPMSM carubed to construct a finite set of modes of operation. Thergispey

power-flow controller determines which mode of operatiod arich control action is optimal.

maximum mechanical power 60 kW. The traction and generator SPMSMis this architecture are energy
conversion devices: mechanical to electrical and viceavefhe powertrain includes the aforementioned
PMSMs, a57 kW Atkinson-cycle ICE, &1 kW Nickel Metal Hydride (NiMH) battery pack, and a power
split device consisting of a planetary gear system that ecisnthe power flow pathways of the ICE and
SPMSMs.

Due to differing efficiency maps for SPMSM propelling and geating, the Prius architecture is modeled
as a switched system with a finite set of “modes of operatiBach mode represents a fixed configuration

of power flow directions. Powertrain operation has four nedakenoting the direction of power flow:

1) SPMSML1 propelling (ICE start-up)-SPMSM2 propellingtkay discharging-ICE off;
2) SPMSM1 generating-SPMSM2 propelling-battery discimydCE on;

3) SPMSM1 generating-SPMSM2 propelling-battery charg®g on;

4) SPMSM1 generating-SPMSM2 generating-battery chartfdieyon or off.

Each mode of operation will potentially utilize differenffieiency maps and dynamics.

In the remainder of this report, we will consider an ITSC famuhly occurring in SPMSM2, i.e., no

4The 2004 Toyota Prius uses two interior PMSMs (IPMSM). Irs thiork, we consider SPMSMs with comparable power capadsliti
Using SPMSMs allows one to use the developed ITSC fault nsodelcontrast, the IPMSM has a more complex model, which yoibe

the scope of this report. Nevertheless, this report serses lzaseline for any future work which uses IPMSMs.
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faults occur in SPMSM1. We begin with SPMSM1 which does neerfault. The supervisory-level power
flow model for SPMSM2 before and after an ITSC fault is devetbpn Section VII-C. Supervisory-level
power flow models are constructed for the ICE, battery, dehigower split device, and electrical bus
in Appendix C. Also, Appendix C describes the interconractstructure and other modeling issues

associated with the Prius.

B. Power Flow Model for SPMSM1

Since SPMSM1 is without fault, there are only two modes: phopg and generating. SPMSM1 has
parameters listed in Table Ill. For supervisory control lie fropelling mode, we consider the inverter-
supplied powerP,,, to be the input and electromagnetic load povwr= P, + P, + P, to be the output
of the power flow component model for SPMSML1. Implicitly, Betsupervisory level SPMSM1 is simply
viewed as an algebraic input-output device without regardpecific phase information. Conversely in
the generating mode, we considér to be the input and’,, to be output of the power flow component
model for SPMSM1. The dynamics of the SPMSM are not includetha supervisory level since the

time constants are significantly faster than the associathanical components of the vehicle.

TABLE 11l

SPMSM1 RRAMETERS

Variable Symbol  Value

Self Inductance L 0.1899 mH
Mutual Inductance M -0.09497 mH
Magnet Strength A, 113 mV:s
Stator Resistance R, 39.81 nn2
Poles np 8

We will focus first on modeling SPMSM1 in the propelling modean input-output efficiency map:

PL - nSPMSMl,prop<wrm7 va)va (52)

Similarly, in the generating mode SPMSM1 interchanges tipeitls and outputs of (52), in which case:

Py = nSPJ\/[SJ\/ll,gen(wrma P L)P L (53)
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The efficiencies in (52) and (53) are approximated using dlewing pair of quadratic equations:

2
NsPMSM1,prop — A1 + blwsc + C1Wg, + dlpinv,sc + 61wscPinv,sc (54)

TISPMSM1,gen = Q2 + b2wsc + C2W§c + d2PL,sc + e2wscPL,SC7 (55)

where the ‘sc’ subscript denotes a scaled variable withrsgajiven by

Wse = Wy /6000 (56)
lDim),sc - va/50000 (57)
Pp.. = P;/50000. (58)

The optimal coefficients for the computed curve fit is showiiable IV. The methodology for determining
these coefficients will be described in Section VII-B1.

TABLE IV

SPMSM1 QRVE FIT

Parameter a b c d e R-square Error

Propelling  0.9296 0.2191 -0.1648 -0.1969 0.2227  0.9985

Generating 0.941 0.2243 -0.175 0.2759  -0.2843 0.9991

1) Determination of Efficiency Model Coefficieni&he power conversion and efficiency of the SPMSM
in either mode (propelling or generating) depends on thertey control action and the mechanical rotor
speedw,,, = :—p Specifically, the efficiency of the SPMSM depends on the rievesupplied voltages
Uagy Ubg, aNdu,, Which drive the stator currents,, i, andi., as per (5) included here for convenience

in (59) and (60):

-Uas- _RS 0 0- -ias- -L M M- -ias- _ea-
ubSIORSOZ'bSJrMLM%ibSJreb, (59)
| Ves | _0 0 RS_ _ics_ _M M L_ _z'cs_ | Ce |
where
€y cos(6,)
ey | =wWrAm |cos(f, —27m/3)| - (60)

€. cos(0, +27/3)
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Using the steps outlined in Section I, the relationshipnasin the inverter-supplied power and electro-

magnetic power expressed in matrix form is given by

Pia R, 0 0] |, s 0 0| |L M M s P,

d
Proy| =10 Ry O] |ig| + [0 s O M L M| li|* |5 (61)
P 0 0 R,| | 0 0 ie| |M M L les P,

A

where P, =S ecics, ¢ = a, b, c. The total power supplied by the inverter#5,, = Piypo + Pinop + Pinw,e-

Hence by conservation of power,

d
Py = Ryi?, + Ryii, + RyiZ, + d—t“r + Py, (62)

where the quantity

L M M| |igs

T = {z ibs z} M L M| |i (63)

N~

M M L |ies

is a Lyapunov-like energy function.
It is clear from (62) that the relationship betweét),,, and P, depends on the stator currents,
¢ = a,b,c. We will consider the local controller to utilize currentntool, i.e., the stator currents, are

the controlled inputs. We assume controlled stator cusrbate the form

Gqs = 1, cos(6,) + I;sin(0,)

2 2

ips = 1, COS ((97« — g) + I;sin <9T - %) (64)
2 2

ies = Iy COS (G’T + ?W) + I4sin <9r + %) )

For a given speed,,, a given set of stator currents;, ( = a, b, c, and a given power command’( if
propelling andP;,,,, if generating) the required stator voltages are determined by (59): these voltages
set up the desired stator currentsgiven in (64). In the propelling case, the goal is to find th@imum
level of current injection., that meets the required output power and similarly in theegaing case.
This is equivalent to maximum torque per amp control stiatefl], [20], [21]. Given the form of (64),
this is further equivalent to choosing the appropriate lever I, and I,.

To compute the optimal, and [, levels, we pose a constrained optimization problem. Thesiohy

constraints for feasible controls include i) the thermaifent constraint on each phaBg.,,, = R.I>, . >

max
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Ry (I7 + 13), ii) the line to line voltage constraints,, — v,s| < Vg for ¢ # n € {a,b,c}, and iii) the
voltage constraintyv.s| < %Vdc where V,. is the DC link voltage. For reference these constraints are

restated below.

Ptherm == Rslfmm Z Rs(lg + IC%) (65)

[ves — Uns| < Vg for ¢ #n € {a,b,c} (66)
2

[ves| < ngc for ¢ € {a,b,c}. (67)

Note, we assume that the maximum currént, in each phase is what determines the maximum thermal
constraint on the stator windings as per (65). We can now glasaforementioned optimization problem
to determine an optimal feasible control for each spegdand commanded powePf if propelling and
P,,, if generating):

Idrgng 13 + Ig

subject to: (59)-(67), and
i (59)-(67) (68)
P, > P; if propelling or

mu

< 0 if generating
The optimization in (68) is solved in MATLAB R2014b using tlimincon constrained optimization
program.

Given the optimall; and I, for each speed,,, and power commandH, or F,,,), the efficiencies are

computed as per

NSPMSM1,prop = P L/ P, (69)

and

NSPMSM1,gen = inv/ Py, (70)

The computed efficiency of SPMSML1 in propelling and genegathodes are shown in Figures 14 and 15,
respectively.

The last step is to construct curve fits to the efficiency maps&igures 14 and 15 for use at the
supervisory level when determining power flow control sgats. The approach is to select a representative

subset of data points from Figures 14 and 15. These repegsenpoints are distributed in order to evenly
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Fig. 14. Efficiency plot for the unfaulted SPMSML1 in propetlimode with parameters in Table III.
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SPMSM 1: Efficiency Fit in Propelling Mode
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Fig. 16. Surface fit for SPMSML1 in propelling mode. The blacitsdrepresent simulated tupl@s;c, Pinv,sc, Pr,sc). The curve fit has the

form Pp sc = nspasmi,propPinv,se, Where the efficiency)sparsari,prop has the form in (54).

balance the fit accuracy over the operating region, i.eregions of greater curvature more sample points
are needed. Given the chosen approximating functions in 54 (55), we perform an optimization
problem with respect to the coefficients;, b;, ¢;, d;, e;) to minimize the least-squares error between the
fits and the two sets of data points (one for propelling andfongenerating). The curve fit was computed
using the Curve Fitting Toolbox in MATLAB R2014b. The fit foP®SML1 in propelling mode is shown
in Figure 16. The resulting optimal coefficients are incldidie Table 1V. These efficiency functions are

part of the supervisory level power flow model.

C. Power Flow Model for SPMSM2: With and Without ITSC Fault

SPMSM2 is the primary traction motor in the Toyota Prius. Tfa@ameters for SPMSM2 are given
in Table V. Since SPMSM2 is subject to an ITSC fault, the efficy maps in both the propelling and
generating modes are also functions of the degree of tauBpecifically, the efficiency maps in the

propelling and generating modes for each degree of fadte assumed to have the form

NspMSM2,prop(Wses Pinv,ses 0) = Pr/ Piny (71)
= a1(0) + b1 (0)wse + 1(0)w?, + di(0) Piose + €1(0)WsePrnvse  (72)

7]5PMSM2,gen(wsc, PL,sca U) = va/PL (73)
= a5(0) + ba(0)wse + 2(0) w2, + da(0) Prse + €2(0)Wye Pr e, (74)
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where the ‘sc’ subscript denotes a scaled variable withrsgajiven by

Wse = Wrm/6000 (75)
Pinv,sc - Pznv/50000 (76)
Py = P/50000. 77

As described in the preceding subsection, computing th@naptefficiency for a given speed,,,
and power commandH; in propelling andP,,, in generating) depends on the local level control.
Optimal local level controfs and the associated efficiency maps for a set of degrees dof faut
{0,0.005,0.01,0.02,0.05} are computed. This set of degrees of fault is chosen as aseyiegive sample
of the range of degrees of fault for which fault-tolerant wohis both feasible and safe. The optimal

coefficient values for the fits in (72) and (74) are given in[&a%l.

TABLE V

SPMSM2 RRAMETERS

Variable Symbol Value

Self Inductance L 0.21407 mH
Mutual Inductance M -0.10703 mH
Magnet Strength A, 184 mV:s
Stator Resistance R, 30.5 nt2
Poles nyp 8

1) Determination of Efficiency Model CoefficientéZhen no ITSC fault is present in SPMSM2, the
optimization problem in (68) can be used to generate effagiemaps for both the propelling and generating
modes. The associated efficiency maps without ITSC faulshosvn in Figures 17 and 18.

As mentioned previously, we will construct efficiency mapsd select number of degrees of fault, i.e.,
o € 4{0,0.005,0.01,0.02,0.05}. The presence of an ITSC fault represents an uncontrolledimnomous
switch within the supervisory control model. When an ITSAlffés detected by the ITSC EMHO described
in Sections IV and V, the supervisory controller is alertedttie new mode for the supervisory control
model. The estimated degree of fault is used to determinehwhfficiency map is applicable at the

supervisory level. As mentioned in Section VII-B, with tkesfficiency maps for each degree of fault,

SPre-fault this is maximum torque per amp control and poslttfaninimizes commanded current losses.
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TABLE VI
SPMSM2 QRVE FIT

Parameter  Deg of fauk a b c d e R-square Error

Propelling 0 0.8903 0.4123 -0.4701 -0.0906 0.2086  0.9985
0.005 0.6983 3.411  -11.05 -0.337 1.476 0.9985
0.01 0.7917 3.624 -28.67 -1.894 23.13 0.9964
0.02 0.9296 0.2191 -0.1648 -0.1969 0.2227  0.9985
0.05 0.5619 14.44 -158.4 -2.412 33.52 0.9976

Generating 0 0.9215 0.3676 -0.4195 0.1217 -0.2032 0.9995
0.005 0.5709 5.475 -18.56 0.7304  -3.514 0.9963
0.01 0.7302 4.732 -26.14 1771 -13.57  0.9942
0.02 0.3138 18.33 -123 3.585 -37.28 0.9961
0.05 0.3327 26.34 -323.5 9.353 -154.9 0.9865

there is a feasible and safe local control action stored inokup table. We first discuss how these
efficiency maps and local control actions can be constructed

When an ITSC fault is detected within the stator windingpgiag the vehicle immediately can be the
safest course of action. However, it is possible to opefraesehicle in a reduced capacity if the degree of
ITSC fault is sufficiently small. Given an estimate of the kgof faults, we need to determine admissible
control actions and efficiency curves so the supervisoryrotier can safely operate the vehicle.

From (17) we can relate inverter supplied powe, to the load powe’, = P, + P, + P, + P; as

d
Pio = (1 — 0)R,i%, + Ryii, + RyiZ, + aRsz?s + ET (o) + P (78)

whereY (o) is defined in (17). Resistive losses are the primary souroenefgy loss. The approach to
computing the efficiency curves and constraints is to soleersstrained optimization problem.

After an ITSC fault we will still consider balanced threegsle current control because traditional
PMSM motor design does not have a tap to neutral which wolddvahdependent phase current control.

Controlling the current in each phase independently wolltavafor a larger family of fault mitigating
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control actions. Specifically, balanced current contrd tiee form

Gas = 1, cos(6,) + I;sin(0,.)
) 2w . 2
ips = 1, COS ((97« — ?) + I;sin (GT - ?) (79)

2 2
ies = Iy cOS (97« + %) + Izsin (97« + %) )

The control problem with balanced three-phase currentfiadithe gaingd,, and, that optimize efficiency,
satisfy physical constraints, and achieve a desired paveer (P, for the motor andP,,,, for the generator)
at a fixed speed,,,, = w,/n, and degree of fault. There are several physical constraints we must
include in the optimization to determine feasible postifaontrols: i) thermal cooling limits for each
phase P,.., ii) inverter voltage constraints, iii) maximum stator nt limits 7,,,.., and iv) conservation

laws such Kirchoff’s current law. These constraints can X@essed as

Priherm = (1 = 0)RyiZ, + o Ryi7, (80)
Ves — Vys| < Vige, © #y € {a,b,c} (81)
O A ®2)

e > I3 + 1 (83)

0 = g + b + fes- (84)

Note, the thermal constrain®,,..,, > (1 — o)Rsi2, + aRsz?S only applies to the faulted phase as the
current constraint’?,,, > 17 + I7 will guarantee thermal constraints are satisfied in the rottealthy
phases. In addition, the thermal constraint (80) assunastiie stator will uniformly distribute the heat
generated by phase-a and the eddy loop, i.e., we assumevéraifehe eddy loop generates more heat
in a small area, the maximum thermal power dissipatégl..,,, still applies. This simplification is not a
precise representation of the physics, but will providenapsified model for precomputing fault-tolerant
control.

The additional constraint on the optimization problem is file commanded output poweP/{ or

P;,,) to equal to the desired output power;(or P:,); it will be equivalent to satisfyP, > P} or

Rm)SP*

mu

< 0. For each mechanical rotor speegd,,, each commanded powét, and degree of fault
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SPMSM2: Propellingg = 0.005
Efficiency as a function of Output Power and Speed

301 T
S o
< %
= o5t . -
S o7
c
a _ o & i
S 20 & > O &
) ° o
=3
s °f o |
(o))
= & NS
o 2
= 10r > 0? 7
> Q-
=
3 / 0 o¥
AT 0959 0® 7
Q: %‘9 Q- : ‘2).92 5 /
S S
/’__\ .
0 1

0 200 400 600 800 1000 1200 1400 1600
Rotor Speed (rpm)

Fig. 19. Efficiency plot for SPMSM2 in propelling mode withgtee of faultc = 0.005 and parameters in Table V.

o, the optimization problem is given by

min_I7 + I7 (85)

Ig,I,€R
subject to: (12), (78)-(84), and
P, > P} if propelling (86)

mu

< 0 if generating (87)

If there is no feasible solution for a given speeg,, power command K; or F,,,), and degree of
fault o, then this operating point is excluded from the set of adibisspower commands. The op-
timization problem in (85) is used to construct a table ofsfiele solutions, optimal,; and I, com-
mands, and efficiency values for a family of speeds,, power commands’;, and degrees of fault
o € {0,0.005,0.01,0.02,0.05}. The efficiency curves for each degree of fault are containédgures 19-
26.

Once the feasible controls are found, one can use appraxithatsurface of the efficiency curves to

construct a simplified efficiency functionsparsarzprop OF Nsparsmz,gen fOr supervisory level control, as



SPMSM2: Propellingg = 0.01

Efficiency as a function of Output Power and Speed
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SPMSM2: Propellingg = 0.02

Efficiency as a function of Output Power and Speed
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Fig. 21. Efficiency plot for SPMSM2 in propelling mode withgtee of faultoc = 0.02 and parameters in Table V.
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SPMSM2: Propellingg = 0.05
Efficiency as a function of Output Power and Speed
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Fig. 22. Efficiency plot for SPMSM2 in propelling mode withgitee of faultc = 0.05 and parameters in Table V.

SPMSM2: Generatings = 0.005
Efficiency as a function of Output Power and Speed
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Fig. 23. Efficiency plot for SPMSM2 in generating mode wittgree of faultc = 0.005 and parameters in Table V.
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Fig. 24. Efficiency plot for SPMSM2 in generating mode wittgree of faultoc = 0.01 and parameters in Table V.

SPMSM2: Generatory = 0.02

Efficiency as a function of Output Power and Speed
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SPMSM2: Generatingy = 0.05
Efficiency as a function of Output Power and Speed
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Fig. 26. Efficiency plot for SPMSM2 in propelling mode withgtee of faultoc = 0.05 and parameters in Table V.

discussed in the preceding subsection. The feasible dsr(fpand I, commands) can be stored in a
lookup table for the local SPMSM control. The resulting ol fit coefficients are included in Table VI.
Another important component to the efficiency curves in Fegul9-26 is the restricted speed range
and power range for feasible controls. This restricted eamfgcontrols for both propelling and generating
is approximated for the supervisory level power flow comémolThe restricted power speed range is

illustrated in Figures 27 and 28.

D. Supervisory Level Power Flow Optimization Problem

As mentioned previously, the supervisory level controkgecifies power flows in and out of the
subsystems/components. This is achieved by solving a dgnhybrid optimization control problem.
Specifically, the ingredients of this problem include a perfance metric, a switched interconnected
system dynamical model, and pertinent constraints. Sindleas have been previously reported in [6],
[8], [22]. Before describing the supervisory level optiation problem, we remind the reader of the modes

of operation and set forth an appropriate notation.
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Power Speed Envelope: Propelling
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Fig. 27. The power envelope for SPMSM2 in propelling modehwdiegree of fault = 0.005, 0.01, 0.02, 0.05 and parameters in Table V.

Power Speed Envelope: Generating
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Fig. 28. The power envelope for SPMSM2 in generating modé aégree of fauls = 0.005, 0.01, 0.02, 0.05 and parameters in Table V.
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Recall the Prius powertrain herein has four modes of operati
1) SPMSML1 propelling (ICE start-up)-SPMSM2 propellingtleay discharging-ICE off;
2) SPMSM1 generating-SPMSM2 propelling-battery discimyrdCE on;
3) SPMSM1 generating-SPMSM2 propelling-battery chargi®g on;
4) SPMSM1 generating-SPMSM2 generating-battery chartfdigyon or off.
Notationally, leta; € {0,1},7 = 1,2, 3,4 denote the activéa; = 1) or non-active(«; = 0) state of each

mode. Since only one mode can be physically active at a tireeimpose the constraint
(11+042+043+Oé4:1 (88)

Further, we usev € {1,2,3,4} as a specific mode indicator.

Given the modes of operation defined above, the superviseg}l bptimization problem has the form

Z%ig J(20, Tref, tpo, T, u”, @) (89a)
subject toz(t,) = o, (89b)
T = fo(t,z,u) (89¢)

0 = ho(t, z,u®) (89d)

0> gaolt, z,u®) (89e)

In the problem statement:

o J(T0, Tref, tpo, tp . v, u®, ) IS @ convex performance index whereiq is the initial state at time
tp0, tp.s is the final prediction horizon time;(-) € R™ is the supervisory-level state consisting of
all pertinent dynamic subsystem variables,;(t) is a reference state trajectory to be tracked over
[tp0,tp.r]s u®(-) € R™ is the vector of mode specific continuous control inputs, @aqd is the modal
vector defined above.

o = [Pryer, P, Qices Wiat, Yo7 is the state vector wher€y,,., is the fuel power delivered to the
engine, P,.. is the ICE output power(,.. is the square of the ICE angular speéll,,, is the
normalized battery state of charge (SOC), ahdis an energy function equal to the square of the
vehicle velocity. The speed variables are squared to repte&nergy, which is ordinarily proportional

to the square of speed. Further details can be found in Appéhd
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o u® = [uf,,uf,us, up,]" is the mode dependent continuous control input vector viherg, , is the
commanded normalized fuel in each mode of operatignis the commanded fraction of maximum
speed-dependent power for SPMSM1 in each mode of operatchwvis electrical in mode 1 and
mechanical in the remaining modes; is the commanded fraction of maximum speed-dependent
power for SPMSM2 in each mode of operation which is eledtiltanodes 1, 2, 3 and mechanical
in 4, andu;, is the commanded fraction of maximum speed-dependeniofnai braking power in
each mode.

. The performance index (Pl)i(-), is one of two expressions depending on whether the engiae is
or off (note that the engine on or engine off is a fuel depenhdentrol action and does not represent
two distinct modes of operation):

lp.s 4 . . 4 . 1 ;
oo s(-) = / Co (To = Tuwes)® + 3 Chpari (Pi)” + Cu Y i (1) + Cin Yy (uh)” dt
t

P,0 i=1 i=1 i=1

(90a)
and

lp,s _ I
Jice,(m(‘) :Jice,off(') + CSOC (Wbat - Wbat,ref)2 + Cfuel (Pfuel>2 dt (90b)

tp,0

whereY, . is the squared reference velocity or energy to tré/_&*lg,,t,ref is the desired battery state

of charge,C, is the penalty weight on the vehicle energy error (and inipliwehicle tracking error),

Cyi 1S the penalty weight on frictional braking use to promotédrg regenerative braking;,; and

C\» are the penalty weights on SPMSM1 and SPMSM2 usage to ergmiang-bang solutions in

the numerical optimization described shottlg'soc is the penalty weight on deviation of the battery

state of charge from a desired value, @ngd,, is the penalty weight on ICE engine fuel consumption.
o &= fo(t,z,u”) represents a composite of the mode specific subsystem dgmavithout intercon-

5This is similar to the penalty weight on electric drive systase to promote bang-bang solutions in [23].
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nections. Specifically,

P fuel f }uel(P fuels Sices u?uel)
Pee | Fiee(Puet, Pice, Qice)
Qoo | =220 | Fire.(Pices P o) (1)
Wi | Wi Pl
i Tv ] _fé(szma Pzi;hl,psd? PQi,L7 Tv)_
wherein P, . is the ICE power routed into the power split device in thih mode,Pg'at is the

i-th mode battery discharge or charge powg, is thei-th mode frictional braking powet?;,,; .,
is thei-th mode power delivered to the drive wheels from the powdit split device, andP; ; is

the i-th mode SPMSM2 power to the drive wheels. Recall the sum,sfis one and thus only one
mode is operative at a time. The expanded dynamical expressire developed in Appendix C and

are summarized here:

— The engine dynamics are

4
. 1 1
Pfuel = Z Q; (7_ Pfuel + Pﬂz%(wzce)ufuel) (92)
i—1 fuel T fuel
. —1 1
Pice :'—Pice + fnice(Picea wice)Pfuel (93)
. 2
Qice :J— (Pice,psd + Pice) (94)

— The battery dynamics are

P , P
Wbat—Zaz{ [ ln Wbat+cb1)+cb2 bat+02,3+0274< bat)
ny

np

B biat } (95)

ny Wi

— The vehicle dynamics are

:ZO{Z |i _'_PTT(’U 9 )+Pb(07'>+Pli}hl,psd+P2i,L_Pg7‘k):| (96)

=1
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e« 0 = hy(t,z,u*) describes the interconnections of the subsystem modelsaapdther equality

constraints pertinent to the optimization problem. Spexmilfy,

(e}
hpl 1,e 1L7w1m7u1

[e%
hplL e 1L7W1ma

(P )
(P uf)
e, (B, P3p, wam, ug)
( 2)

[e% [e%
hPu P2e7 5 1y W2,m s U

hP“ (P]_O:L7 wl,m7 wice)

ice,psd

(6%
Pwhl,psd

e e
thr'k (TU7 ub?“k‘)
o e o

Pbat_Pl,e_P2,e

(Plo:La v, Wl,m)

(97)

In the above,P|, is the i-th mode SPMSM1 electrical poweF; ; is the i-th mode SPMSM1

mechanical powety, ,,, is the SPMSML1 rotor angular spedd,  is thei-th mode SPMSM2 electrical

power, P; ; is thei-th mode SPMSM2 mechanical power, ang,, is the SPMSM2 rotor angular

speed. The above constraints are developed in Appendix ICthét main results given below:

— The SPMSML1 electrical and mechanical constraints are

Pt (wym)uf,

0=P7, —

nl,invnSPMSMl,gen(PlofLa wl,m)PlojLa

nl,invnSPMSMl,prop(Plofey wl,m)Pf{ev

0=Pf, —

PE" (W m)ufs

— The SPMSM2 electrical and mechanical constraints are

Pyt (wo,m)us,

0=Py, —

7]2,inv7]SPMSM2,gen<P20fL7 w2,m)P20jL7

n2,inUnSJ\/IPSM2,prop(P20fe7 w2,m>PQOjey

0=Pg, —

Py (w3,

a=1
a=2,3,4
a=1
a=2,3,4
a=1,2,3
a=414
a=1,2,3
a=414

(98)

(99)

(100)

(101)
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— The power split device mechanical power connections are

PCY
O :Pi?:{e sd (TS + TT) 17L wiCE? o = 17 27 374 (102)
P T |w1m| + €5
U 2 (e (s W P BRI P (103)
whnt,ps s |W1,m|‘|’€s ) ) Ly Wy

— The frictional braking power interconnection equations ar
0= Py, — P (Ty)upy, o =1,23,4 (104)

The various efficiencies, designated #g, and other constants are set forth in Appendix C.
e 0> g.(t,z,u”) represents inequality constraints pertinent to the ogttion problem, for example,

bounds on states, inputs, etc. Specifically,

T —
T — Ty,
o |1 (105)
Yt = Yy
0—u”
u® —1

wherez; is the vector of lower bounds on the states,is the vector of upper bounds on the states,

Yyt = [PI%UPO[

l,e’

[e% (o3 [e% (o3
Pl,L? P2,ev P2,L7 P;

ice,psd’

P04 1S the vector of algebraic variables that depend upon
states and continuous control inpugs,is the vector of lower bounds on the algebraic variabigs,

is the vector of upper bounds on the algebraic variables.

E. Comments on the Numerical Solution of the Optimizatiarblem

The minimization problem in (89) is numerically ill-conihed since the optimization requires search-
ing over all combinations of switching sequences. As disedsn [22], this is an NP-hard problem which
exponentially increases with the number of modes. To ava&gldomplexity, the switched optimal control
problem in (89) is replaced with the embedded optimal cémroblem (a partial relaxation of only the

modes of operation) which has the form [19], [22]
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Z_ mi% X Z Qi Jo(T0, Trepy tpos tp fr Tey ') (106a)

subject tox () = xo, (106b)
jze - Zaifi(taxevui)v (106C)
i=1
0=> a; a; €[0,1] (106d)
=1
0= hi(t,me,u’), i =1,2,34 (106e)
0> gilt, xe,u’) i =1,2,3,4 (106f)

Observe the embedded problem state is denoted &s distinguish it from the original problem state.
The distinguishing of the embedded optimization probletatiee to the original optimization problem
is (106d) where the requirement € {0,1} is relaxed toa; € [0, 1]. This relaxation transforms the
original problem with combinatorial complexity into a tiadnal nonlinear optimization. When; = 1,
then the embedded problem solution in (106) reduces to thielhsd problem solution in (89). When
a; € (0,1) one must project the modal solution onto the nearest phj)siealizable mode of operation
using techniques described in [19], [22], [23]. Howeveg Hiasic idea is to project the embedded fractional
value of o; onto the nearest integer value, while maintaining the camgt(106d).

It was proven in [19] that the switched state trajectories aff (89) are dense in the set of embedded
system trajectories, in (106), so a given embedded trajectory can be approximatedswitched system
trajectory. So solving (106) provides a numerically viahtanlinear optimization problem which can be
used to generate approximate solutions to (89). For additidetails concerning the embedded optimal
control problem, we refer the reader to [19].

The specific numerical solution uses MATLABincon which requires the optimization problem to
be discretized. Briefly, the performance metric is diseeatiusing trapezoidal numerical integration and

the dynamics are discretized using collocation. The reedezferred to earlier works for details [23].
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Fig. 29. Simulated Prius velocity tracking without fauk=} simulated velocity, ) commanded velocity.

F. Control and ITSC Fault Simulation Results

This section reviews the performance of the Prius with0as trapezoidal drive profile subject to an
ITSC fault at20 s. The trapezoidal profile consists of (i) a constant acagtar increase in velocity from
rest t020.12 m/s (5 mph) over [0,10)s, (ii) constant velocity ovg, 30)s, and (iii) constant deceleration
to rest over[30, 40]s. Figure 29 shows the commanded trapezoidal and the sidulatfaulted vehicle
response wittt, = 0 (the road angle).

Drive profile control simulations are performed using taghes set forth in [23]. The optimization
problem is discretized with &, = 0.25 s interval time partition according to the methods in [23].
In the PI, (90), the prediction horizon &5 s (2 partitions) and the penalty weights are = 100,
Ci . = 1000/(50)% for i = 1,2,3, Ct, = 100/(50)%, Cuy = 2, Cua = 2, Cruq = 10/(383.5)%, and
Csoc = 1000 when W, < Wy ep = 0.58 and zero otherwise.

We note that the vehicle cannot change velocity instantasigahus a velocity reference obtained from
the operator at’7, becomes the commanded velocity to achievéat 1)7,, i.e., v..f((k+ 1)T;). In the

optimization, at timekT., the present, the desired velocity(at+ 1)7, is known. The value atk + 2)7,
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Fig. 30. Simulated Prius velocity tracking with ITSC fautts 0.5%, 1%, 2%, and 5%—¢) 0.5% fault, (—) 1% fault, (—) 2% fault, ( )

5% fault, (¢) commanded velocity.

is unknown and is estimated linearly as

Vrep (K + DTe) = vres (FTe)

Urefest((k +2)Te) = vpep((k + 1)Te) + T T (107)
Thus,
Yo ref(KT.) = [vres (KTL)) (108)
Toes(k + 1) = [vres (k + DT (109)
Yoretest((k +2)T.) = [Vrepest((k + 2)T.))° (110)

The reference velocity is extrapolated from known curremtt past values which leads to the extrapolated
reference,Y, ,.r.s, as in (110). We use extrapolated values because we do nohaghat future values
of the drive profile are known. This linear extrapolationuasption is meant to approximate a driver but
does add a small error to the tracking of reference signalsaite non-piecewise linear or have “corners”.
The Prius model is simulated again over the trapezoidaégofile now with ITSC faults of 0.5%, 1%,
2%, and 5% occurring &) s. Figure 30 shows the vehicle velocity tracking achievedceth fault level.

Every fault is considered to have been detected by the ofisef\Section V at =20 s. At20s, T, .,
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Fig. 31. Simulated Prius SPMSM1 (generator) and SPMSMZt{tna) mechanical powers with a 5% ITSC fault—f power, ¢ -)

superimposed commanded velocity.

is chosen to decelerate the vehicle-& m/s* until T, ;7sc.ma (the square of 95% of the maximum fault

operation velocity) is reached. Then the reference is tiremim of T, ,.; and Y, ;75¢maq. UNtil the fault

is removed. During the deceleration phase, SPMSM2 is unpalite avoid exacerbating thermal runaway
and hence unsafe operating conditions. This velocity mazatiin behavior during faults is exhibited in

Figure 30 for all of the fault cases.

Figure 31 shows the mechanical power (positive if propgliamd negative if generating) of SPMSM1
and SPMSM2 over the drive profile with the 5% ITSC fault. SaniSPMSM1 and SPMSM2 responses
are displayed with the other fault levels. SPMSML1 is off uiitis used to start the engine fromto
3.5 s. Thereafter SPMSML1 is driven by the ICE and sends powerdelictrical bus to drive SPMSM2
and recharge the battery. After the fault occurs, SPMSMInigoo the next2 s while the vehicle speed
decreases and then remains off for the remainder of the grivie. We note fron20.25 s onward that
the ICE is off as well. SPMSML1 is still able to provide battetyarge power fron20.25 to 22 s, during
which the ICE is off, by consuming the ICE inertia energy. SSNR propels the vehicle during the initial

commanded acceleration frobrto 10 s and both propels and recharges the battery fforo 20 s during
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Fig. 32. Simulated Prius engine power for no fault and 5%tfbavel: (— -) superimposed drive profile.

the commanded constant velocity. Upon the detection ofahk, fSPMSM2 is off while the vehicle speed
is decreased to the maximum safe fault operation velocigxtNthe drive is used to propel the vehicle
at constant velocity from26.5 s until the commanded deceleration to rest is encountergdd sitthen the
drive provides battery regenerative braking3t75 s.

For reference, the ICE output power for the unfaulted and &34 fevel cases are provided in Figure 32.

In addition, the projected mode selections are given in fei3B.

VIII. A PPLICATION: HEAVY HYBRID VEHICLES

According to Harrington and Krupnick at Resources for theuFey the National Highway Traffic Safety
Administration mandated the first-ever federal requiretsiéar improving fuel economy in heavy-duty
commercial vehicles in 2011 [24]. The focus on reducing fo@hsumption in heavy vehicles on the
highway has also had an impact in the off-road heavy vehiueistry. Leading companies of off-road
vehicles, such as Caterpillar and John Deere, have reldgd®it versions of off-road construction and

forestry equipment. Although fuel prices have dropped enhst few years, the environmental, economic,
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Fig. 33. Projected modes for the Prius simulation— superimposed commanded velocity.

and regulatory influences on heavy vehicle design promiséraged growth in the area of heavy hybrid
technology.

Electric machines are a common component in heavy hybridchesh such as the Caterpillar D7E
Dozer [25] and the John Deere 644k Hybrid Wheel Loader [26k Deere 644k Hybrid Wheel Loader
uses two permanent-magnet synchronous machines (PMSM)pramarily as a generator and the other
as a transmission drive. Due to the tough working conditiminthese vehicles, the areas of safety, robust
performance, and reduced repair costs are key marketaalarés. In the event of a fault within the
electric machine, fault detection, and fault-toleranttcolnn the heavy hybrid vehicles can improve each
of these marketable features. The detection of an intarghort circuit (ITSC) fault in the stator windings
of the PMSM is critical to maintaining the safe operation leége vehicles. In this section we outline the

impact of this work on ITSC fault detection in PMSM to the isthy of heavy hybrid vehicles.

A. Increased Scale

The simulation in Section VI demonstrates the effective afsthe ITSC fault detection scheme using
an embedded moving horizon observer (EMHO). The surface MNEEPMSM) explored in Section VI

has a maximum power of about 30kW. Heavy hybrid drivetragtgiire motors on the scale of hundreds
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of kilowatts. Fortunately, the size of the motors does nfeatfthe structure of the mathematical model for
SPMSM or the structure of the EMHO used to detect ITSC fadgssuch, the same techniques developed

for ITSC fault detection for SPMSM can be applied directlySBMSM in heavy hybrid vehicles.

B. Interior PMSM

Many heavy hybrid vehicle manufacturers prefer interior $N1(IPMSM) over the surface mounted
counterparts. Although the control of SPMSM is simpler, tR&SM has manufacturing advantages
as well as some additional control techniques. The magnetee IPMSM are embedded in the rotor
laminations. This allows for permanent magnets which actargyular and easier to produce in addition
to avoiding the problem of attaching magnets to the surfdche rotor. Another key advantage to the
IPMSM, is that the iron in the rotor can be magnetized betwdenmagnetic poles and provide the
so-called reluctance torque. The reluctance torque iscesdfyeuseful at producing power at high speeds
when the bus voltage limits the output power. Despite theaathges of the IPMSM, stators in IPMSM
and SPMSM are similar and can suffer from the same ITSC wnéanlts. In this subsection, we will
introduce a stator voltage model from the IPMSM and disciss applications of the SPMSM fault
detection work.

The unfaulted interior PMSM (neglecting leakage inductafar simplicity) can be modeled by [1]

. d .
Vabe = Rslabc + d_t[LAB(Hr)Zabc] + €qbe (111)

WNere v pe = [Vas, Ups, Ves] | » Gabe = |ias, ivs, ics) | » R denotes the stator resistance in each &pilandw,

are the electrical position and speed of the rotor, the badkeg,. satisfies

e, cos(6,.)
abe = | ey | = Amwr |cos(6, — 27/3)] (112)
€. cos(6, +27/3)

and the inductance matrik,5(6,.) has the form

L4+ Lgcos?20, —%LA + Lpcos?2 (Hr — %) —%LA + Lpgcos?2 (Qr + %)

Lap = —%LA—FLBCOSQ(QT—%) LA—FLBCOSQ(QT—%T) —%LA—FLBCOSQ(QT—FW) . (113)

_—%LA + Lpcos2 (HT + %) —%LA + Lpcos2(0, +7)  La+ Lpcos2 (9’” + %W) -
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Fig. 34. Fault detection scheme for IPMSM with estimatedrélegf faulté and estimated fault currerﬂ}s.

In the case of the SPMSM, the sinusoidal inductance tetmesos(-) is zero.

Modeling an IPMSM with ITSC faults is an area of future resbarFrom the developments in
Section 1ll, we expect that the back emf,. and the inductance matrik 45 (6,.) will become functions
of the degree of fault € [0, 1]. The key difference is modeling how, and Lz change after a fault has
occured. Despite the current lack of an ITSC fault model far PMSM, the fault detection framework
and observer structure can be extended to the IPMSM penldéngnodel for the ITSC faults. The structure
for the IPMSM ITSC fault detection problem is shown in Figa#

C. Fault-Tolerant Control

After an ITSC fault has occurred, the eddy loop acts as anctimlu heater within the stator windings.
For heavy vehicles, oil-cooled stator windings improvedbdity to cool the stator windings after an ITSC
fault and may allow for a reduced operating condition forrsipriods of time. This reduced operating
condition, or “limp-home” mode, can allow vehicles in rematork sites to reach a safe location for
repairs. Since off-road heavy vehicles can spend condilieteme in remote locales, the ability to “limp
home” provides a significant advantage.

Similar to the fault-tolerant scheme for the Prius, we pg#posing the ITSC fault model of the PMSM
(whether surface or interior magnets) to generate faldtant controls, operating limits, and efficiency

curves at various degrees of fault The method for constructing these efficiency curves anid-falerant
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Fig. 35. Fault-tolerant control scheme with estimated eegf faulté and estimated fault curreﬁi}s.

controls are discussed in Section Ill, Section VII, and [ZHe basic structure for the fault tolerant control

with a high-level power flow controller is shown in Figure 35.

IX. CONCLUDING REMARKS AND FUTURE WORK

In this work, we have developed a moving horizon observereteat ITSC faults in surface permanent
magnet synchronous machines. A simplified version of theeives is validated through simulation.
Applications to supervisory control and heavy hybrid védscare also developed.

The development of an ITSC fault model for interior permdanaagnet synchronous machines is an
area of future research. With this model, a moving horizoseoker can be developed to detect ITSC
faults in much the same manner as presented in this papethédmarea of future research is validating
the fault models and fault detection scheme in physicalagsviThe model validation of the fault model
for surface permanent magnet machines was started in [LB]ydrification of the interior permanent
magnet machine fault model is still incomplete.

Optimizing the computational time for the moving horizonsebver is also an area of future work. In

part, this requires optimizing the number of horizons, hami width, and the search algorithm. This is a
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dual formulation to the problem in model predictive conwbtetermining optimal horizon parameters. As
computational power in vehicles continues to increase aadgssor prices decrease, we expect that using
moving horizon observers for fault detection will becomeirareasingly attractive solution to improving

electric machine safety, reliability, and repair costs.
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APPENDIX A

When an ITSC fault occurs in two phases simultaneously, $agga and phase-b, there exists fault
currentsi, andz'g’cs within each of the two fault loops. The degree of fault in eatiase is denoted,

ando,. For ease of notation we defing=1—- 0, andn, = 1 — g,. The stator voltage model is given by

. d .
Vaber = Ry(0a, 00)iabes + L(0a, Ub)alabcf + €apef(0a, b)),

where

R¢(0q,00) = | 0O 0 R, 0 0 |,

0 0 0 0 opR

2L 1,mM  1,M  T,0,L T,o,M
T, M 2L M 1o M 1oL
Li(owon)=| 7,M 7ML o,M o,M|,
T,0.L oo M o M o’L o,o,M

TaoeM  Tyop L oyM oy oM O‘gL
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and

7, cos(6,.)
T cos(0, — 2w /3)
Cabef (Tar 0b) = Amwr | cos(, + 27/3)

04 cos(6,.)

oy cos(6, — 271/3)
An ITSC fault occurs in all three phases, there is an additifault current;¢, and degree of fault.. The
stator voltage model extends is an extension of the twoebktor voltage model. The electromechanical

power couples the electrical and mechanical componentseoEPMSM as per the following equation
Towrm = Pa+ Py + P+ Pf 4 P} = JwrmGrm + Bwh, + Towpm,

where P} = 0, A\pw,i$, cos(6,), P;Z = Ub)\mwril]’cs cos(6, — 2m/3), and P, = eci¢, for ¢ = a, b, c. The total
inverter power,P;,, = Pinw.a + Pinvp + Pinves 1S given by
Py = TaRyin, + TyRyip, + Ryily + 0aR(i%,)° + 0, Rs(i%,)°

d
+ ETf(o—a,ab) +P,+ P+ P.+ P} + P},

WhereTf(Uaa Ub) = Z-(—zl—bchf(o’a? O-b)'l.abcf-

APPENDIX B
For the LTV system
x(t) = A(t)x(t) + B(t)u(t) (114)
y(t) = C)z(t) + D(E)u(t), (115)

the outputy(t) can be expressed as a function of the initial statend inputu(t) as per

y(t) = COB(t, to)zo + C(1) / B(t,q)Bla)u()dg + D(t)u(t), (116)

to
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where®(t, ty) is the state transition matrix [28]. Using (116), the leftald side of the strong observability

condition in (26) can be expressed as

[ Wet0)00) = w0 o) Pt = [ 1080t = Tiro — o)t ~ Tty
= (w9 — a) " Wolt, t = T)(zo — )
> Anin(Wol(t, ¢ = T))l|lwo — g3
whereWy(t,t — T') is the observability Grammian for (114). The LTV system (Listobservable over
[t — T, t] if and only if the observability Grammial/s(t,t — T') is positive definite, i.e., if and only if

Amin(Wo(t,t —T)) > 0 [28]. Settingy = Apnin(Wo(t,t — T)), the strong observability condition in (26)

is thus equivalent to observability for LTV systems.

APPENDIX C

In this section, details of the 2004 Toyota Prius ICE, bgtpeack, vehicle dynamics, mechanical power

split device, maximum drive power, and electrical bus congm models are described.

A. Internal Combustion Engine

The 2004 Toyota Prius powertrain haSakW ICE with operating range betwe&f00 and5000 rpm [29].
Broadening the power flow modeling ideas in [30], [31], thevpodynamics are represented by two first-

order lag equations:

deuel —1 1
s - :—P ue — P ice ue 117
dt Tfuel fuet T Tfuel Juet (w )Uf : ( )
dP; —1 1
= :—Pice — Tlice Pice ice P uel - 118
dt Tice * Ticelr] ( v ) el ( )

Equation (117) describes the fuel delivery dynamics wif)., the engine fuel power’;}% (wic.) is the
maximum available fuel power for a given engine angular cigjow;.. where the controtis,.; € [0, 1]

modulatesP} ¢} (wice), and 7y, is the fuel delivery system lag [30], [31]. In (118}, is the engine
mechanical output power;.. is the average engine power lag due to combustion delay anksnaft

and flywheel inertias [30]—[32];cc(Pice, wice) iS the combined efficiency of the combustion and engine
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Fig. 36. Prius ICE power output versus speed with fuel efficjeregions.

mechanical power delivery in Which..(Pice, wice) Pruei(wice) represents the indirectly commanded engine

output power through the operation of the fuel delivery egstlt follows that

P (Wiee)
pmaz( . — ice e
Juet ( ZC@) nice(PZ‘?eaxa wice)

completes the specification of the variables. Valuesif* andn,.. are determined by least squares fits

(119)

of appropriate engine data in [29]. Here, the functions

Pl (Wice) =1 Wice + O (120)

_2 J— _ J— .
nice(Picea wice) :520Pice + 511Picewice + 510Pice + 501w’i66 + 600 (121)

are sufficient where;.. = wj../ max(wj..) andP;.. = P;../ max(P"%) are normalized by their maximum

ce

values for numerical solution purposes. Table VII lists tiheoefficients.

Further, the ICE angular velocity is expressed ushg = w2, by the conservation of power equation:

1 dQ
- Jice wce
2 dt

- lDice,psd + Pice (122)

Note Q;.. = w2, defines a Lyapunov energy functidp.. . is the soon to be developed power routed

through the power split device, anfl.. = 0.13 kg-m? [33] is the estimated rotational inertia of the engine;

wice = +v/ . because the engine turns in only one direction.
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TABLE VII

TOYOTA PRIUS ENGINE MAXIMUM OUTPUT POWER AND EFFICIENCY FIT COEFFIENTS.

Parameter Value
a1 61.609
Qo —4.0470
B20 —0.98686
Bi1 0.25973
Bo 0.88661
Bo1 —0.27567
Boo 0.26627

B. Battery

The Prius powertrain has2d kW discharge/charge power NiMH battery pack that provides@ndary
power source and allows the capture and storage of excegdev&metic energy via regenerative brak-
ing. The battery's state of charge (SOQ),,,;, dynamics are represented with a validated empirical
formula [34], which has been modified [23] to include an addi&l quadratic power term to more
accurately represent the 7.2 V 6.5 Ah 6-cell NiMH modules|[336] used herein:

Ub
Pb

123
ny W (123)

deat Ir7 v, V), va; U, U, Pl;lj]l,) ’
a | I (What + 1) + 63 nbt t 63t G nbt

In (123), P, is the battery power inpul};7* is the battery’s maximum rated storage enerngyis the
number of battery modules in the pack;= d, P2, > 0, for dischargey, = ¢, P, <0, for charge; and
C?f,z-/ci,z—, i =1{1,2,3,4} are discharge/charge coefficients obtained by the leastrsq fit of instantaneous
power efficiencies produced using NiMH module battery dat§3b], [36] and efficiency relationships
in [37]. Table VIl lists the battery model parameters. Rert the Prius battery state of charge is restricted

to Wia € [0.4,0.8] [38].

C. Vehicle

Vehicle dynamics have been described with a point-massatlimotion dynamical model [23], [31].
However, when this model has an input of power, a singularayurs at zero velocity. To eliminate this

singularity and develop a vehicle dynamics model consistgth our power flow approach, a Lyapunov



71

TABLE VIII

ToYOTA PRIUSNIMH BATTERY PACK MODEL PARAMETERS

Parameter Dischargey(=d) Charge (v = ¢)

Wymas 1.6848 x 102 kJ  1.6848 x 10% kJ
b 28 28

ol 4.5077 49.511

by —0.84091 0.29369
cply 2.7023 4.9132

ol 3.6526 0.10087

energy function is defined;, = v? whereuv is velocity. Thus, the conservation of power to vehicle mioti

results in the power flow dynamical model

1 d7,
—my,—— =PFP,(v) + P..(v,0,) + Py(0,)
2 dt
+ Por + Punipsda — Pork
Py(v) =v) - (_0-5pairAfer0259r(U)) (124)

P..(v,0,) =v - (=C,.my,gcos(6,)sgnv))
Py(0,) =v - (—mygsin(6,))

wherev = +4/T,, considering only forward motionP,;(v) is the drag force powerf,.. is the rolling
resistancep’, is the body force power due to gravit¥,,.; ,s4 iS the wheel power from/to the power split
device defined shortly,,,. is the frictional braking powery,;. is the ambient air densityy, is the total
vehicle massAy, is the vehicle frontal ared; is the drag coefficient,., is the tire rolling resistance
coefficient, and, is the road grade angle. Table IX lists the Prius vehicle ipatars.

The frictional braking powerpP,,, is equal to a maximum velocity-dependent braking power uteddd
by wy € [0, 1]; the maximum braking power depends upon a smooth functiaiiticreases with velocity

until a maximum of50 kW braking power is achieved. Specifically,

VT,
Pka = Pg,’},gx(’fv)ubrk =50 tanh ( 5 ) Uprlk (125)
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TABLE IX

TOYOTA PRIUS VEHICLE DYNAMICS MODEL PARAMETERS

Parameter Value

Agy 2.33 m? [38]

Cy 0.26 [38]

Crr 0.00475 [39]

my 1469 kg 7 [38]

Pair 1.225 kg/m®
Ring Gear Planet Gear FPV

Planet Carrier ~—— @,

Fig. 37. Mechanical power split device sun-planet-ringrgaetem.

D. Mechanical Power Split Device

The power split device (PSD) mechanically connects the §&aerator electric drive (SPMSM1), and
traction electric drive system (SPMSM2) via a planetaryrggestem, displayed in Figure 37, to propel
the vehicle, charge the battery, and startup the ICE. Spaltyfi the planetary carrier is affixed to the
output of the ICE; the generator electric drive system, SRMISrotor is attached to the sun gear; and
the ring gear is connected to the traction electric drivetesys SPMSM2, rotor, which is linked (via
additional gears) to the the drive wheels. The planetary ggstem dynamics are analyzed to develop

the aforementione®,.. ,s4 and P 54 iN (122) and (124), respectively:

(rs TT’) Pl L
lice sd — : ice 126
ped Ts |w1,m| €s “ ( )
Y Py
P = : 127
hlpsd Ts <|w17m| + es) v (127)

wherer; is the sun gear radius, is the radius of the ring gea; ,, is the angular velocity of the sun

gear and SPMSM1 (which are directly coupled)js a small constant. < 1 to prevent division by zero,
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and ~ relates the vehicle velocity to the ring gear angular vé&§ogie., w, = yv. To begin developing
(126) and (127), the dynamics of the PSD with the ring geaneoted to the drive wheels are set forth
in the context of Figure 37 where the four planet gears arenasd to experience the same forces and

thus can be replaced with a single planet gear with combinassrmand inertia:

dem

Jo = =T, = Fyar, (128)
d

4Jp% Y A N (129)

dv,
4mp% =Fps — Fpr + Fpe (130)
JC% = — (rs+7,)Fpe+ T, (131)

d P, Prr P, P. B PT
my = =1, Fyy + = AL A hly ity (132)
v

The torque from/to SPMSML1 is denoted [Y; 7. is the torque supplied by the ICEL, J,, and J,

are the rotational inertias of the sun gear, planet gear,péanet carrier, respectively), andv, are the
planet gear angular and translational velocities, respgdgt and F,;, F},,, and F),. are the forces at the
interface of the sun and planet gears, ring and planet geats,carrier and planet gear, respectively.
Equation (132) is based on knowledge that the force tramsfeio the ring gear is that which propels
the vehicle (along with SPMSM2) and the assumption that thg gear inertia is negligible compared
to the overall vehicle. We note (i), = (r, — r)/2, (ii) the planet carrier has the same angular velocity
as the ICE, i.e.w. = wice, and (iii) the planet carrier inertia includes the carrieseif plus that of the
ICE since they are joined together and we assume that thetplaertia is small compared to that of the
engine, thus totality can be described with.. Further, we takeJ/,, m,,, J; as negligible compared to the

vehicle inertia and planetary carrier/ICE inertia. Aft@péying the previous and algebraic manipulations,

we obtain
i ice I T s g (133)
dt Ts
dv  —r, Py+ P+ P,+ Py, — P,
mvd:: T7T3+ d+ + ry+ o brk (134)
Ts v

Next, we relate the sun gear torque to the SPMSM1 power appBing7; = P 1/(Jwim| + €); PiL
is divided by the absolute value af; ,,, to obtain the expected response of the ICE and vehicle given

that both, ;, andw, ,, can take positive and negative values. For example, @ if is negative, power
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TABLE X

TOYOTA PRIUS MECHANICAL POWER SPLIT DEVICE MODEL PARAMETERS

Parameter Value

Ty 78 teeth [40]

Ts 30 teeth [40]

¥ 14.2097 rads/(ms) [40]

is being consumed by SPMSM1 and one expects the ICE speed dowo regardless of the sign of
wim (@ssumingdl, is constant), and (ii) ifP; ;, is positive, SPMSML1 is starting the ICE and its speed is
expected to increase regardless of the signof, . Finally, applying the expression fdr,, recognizing
T.w. = P, recasting (133) and (134) into power flow equations, andleyiqy Lyapunov energy

functions,Q;.. = w2, and T, = v?, results in

1Jice Qice = (7“,» t TS) ( PLL ) Wice t jjice
27 Tat = s \Jwil e (135)
:Pice,psd + Pice
1 7, . P,
Syt = <#>U+Pd+PM+Pb+P2,L—PM

=Punipsda + Py + Pr + By + Pop, — Py
verifying P psa and Py psq I (126) and (127), respectively.
Additionally, an expression far, ,,, is needed to determing,. ,s; and P, ,s4. Gears sharing a point

of contact have the same tangential velocity at that pdmtst, ,, is available from
T'sWim + Tryv = (TT + Ts)wice (137)

Table X displays the PSD parameters used herein. The PSDragiaare given in terms of number of
gear teeth rather than length because the gear pitch is wmkand the pitch cancels out of thfé,. ,sq

and P, psa €Xpressions under the assumption all the gears have the@tohe

E. SPMSM1 and SPMSM2

Sections VII-B and VII-C provided the SPMSM1 and SPMSM2 é&ificy maps development, respec-

tively, for power flow modeling. In addition, expressions foaximum power are also needed.
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1) SPMSM1 Maximum PowerTo complete the supervisory level power flow model for SPMSM1
started in Section VII-B, expressions for the maximum meate and electrical power are needed. The
maximum mechanical power during propelling and generasngodeled from given maximum torque
versus angular velocity information with the maximum powexdified by mildly extending the zero speed
power to1l kW so engine start up is possible from zero speed and addingve segment centered at

the torque region boundary 607 rad/s to obtain a continuous first derivative function.gf,,:

p

0.1547wr  + 1, 0 < wim < 17987/30 rad/s

1.061 x 1077w? | — 0.1847w?,,
P (wim) = (138)

+69.68w; m, — 6.544 x 107, 17987 /30 < wy 4, < 18027/30 rad/s

30.16, 18027 /30 < wy 4, < 10007/3 rad/s

\

The maximum electrical power during propelling (genemimnot needed in the supervisory level model)
is obtained from the efficiency and maximum mechanical power

PUE (wim)

USPMSMl,pTOp(P{?f:D(wl,m)v wl,m)

P (@im) =

(139)

2) SPMSM2 Maximum PowerTo complete the supervisory level power flow model for SPMSM2
started in Section VII-C, expressions for the maximum maid#a and electrical power are needed for
the no fault and ITSC faulted cases. When there is no faudt,tlaximum mechanical power during
propelling and generating is modeled from given maximunguerversus angular velocity information
where the maximum power is modified by mildly extending theozepeed power t@ kW so vehicle
movement is possible from zero speed and adding a curve segergered at the torque region boundary

at 40w rad/s to obtain a continuous first derivative function.ef,:

(

0.376 1wy + 3, 0 < wam < 11987/30 rad/s
~8.2869 x 10w, — 0.4783w3 .,
Py (wam) =

+124.3ws , — 7.853 x 103, 11987/30 < wa,, < 12027/30 rad/s

1.848 x 107%w3 , — 2.927 x 10 2wy, + 53.65,  12027/30 < wy,,, < 200 rad/s

\

(140)
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TABLE XI

SPMSM2 MaxiIMuM MECHANICAL POWER CURVE FIT COEFFICIENTS

Deg of faultec a b C d

0.005 4.663 x 107'°  0.3241 1.048 x 107% —1.272 x 107°
0.01 1.985 x 107 0.3057 2.105 x 107%  —2.956 x 107"
0.02 5.445 x 107 0.2713  3.862x 107* —6.438 x 107°
0.05 0.7528 0.2301 7.251 x 107 —1.685 x 10~*

Maximum mechanical power data at each ITSC fault level isaioled from the control simulations in
Section VII-C1. This maximum power data at each fault legebpproximated using a cubic equation

with coefficients determined via a least-squares data fit:
Py (woum, 0) = a(0) + b(0)wam + c(0)wh , + d(0)w3 (141)

where Table Xl lists the fit coefficients found for each faeiél.
The maximum electrical power during propelling (genemtia not needed in the supervisory level

model) is obtained from the efficiency and maximum mechdmioaver:

Py (wa,m)

nSPMSMQ,prop(PQTEx(WZm)u WZ,m)

Pmax (w2,m> — (142)

2,inv

F. Electrical Bus

The battery pack, SPMSM1, and SPMSM2 electrical power floarae together in the DC-Inverter.
Both of the drives electrical power values include the itereefficiency, which is assumed to also include
an electrical bus losses. Thus the electrical bus is takenasasg loss-less power transfer efficiency,

resulting in

Pbat - Pl,e + P2,e (143)
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G. Interconnection Equations

Interconnection equations are constraints for each moalerétate the states, algebraic variables, and

continuous control inputs. First, the SPMSM1 electricall amechanical connections are
4
‘ P (wy m )us, i=1

P, = (144)
\nl,invnSPMSMl,gen(Pli,Ly wl,m)PiLy 1= 27 37 4

(

i nl,invnSPMSMl,prop<P1i7ea Wl,m>P1i7ea 1= 1
L = (145)

{jlilx<w17m)uli, Z = 27 37 4

with w; ,,, available from (137) and inverter efficiency, ;,,, of 0.98. Note that the maximum electrical

power here is the inverter power divided by the inverter ifficy, i.e., P () = Pt (1) /11 ino-

1,2nv

Next, the SPMSM2 electrical and mechanical connections are
(
4 Pﬂ“"’c(wzm)ug, 1=1,2,3

P, = (146)

i

7]2,inv7]SPMSM2,gen<P2Z,L7 w2,m)P27L7 1= 4
\
(

. 7]2,invnSJ\/IPSM2,prop<P2i7e7 W2,m>P2i7eu 1= 17 27 3
= (147)

L 277[?:(:<w27m)u37 Z - 4

where the inverter efficiency is; ., = 0.98. Note that the maximum electrical power here is the inverter

power divided by the inverter efficiency, i.€%77(-) = P3ie () /12,inv-

- * 2inv

The electrical bus connections for each mode are
Pbiat - Pli,e + PZi,e (148)

The power split device mechanical power connections are

4 Py
lDiZce sd :<TS - TT) LE Wice 1= 1, 27 37 4 (149)
P Ts |w1,m| + €s
i ryy PlZL .
pi, =L =1,2,3,4 150
whl,psd s (‘Wl,m‘ n 63) v, 1 ) &y 9y ( )

Finally, the frictional braking power interconnection @fjons are

Pbirk = $£I<Tv)uérkv L= 17 27 374 (151)
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H. Engine Operation
The Prius ICE is not always on when the vehicle is operatirige €ngine is started if the reference
velocity is nonzero and nondecreasing and any of the foligwdonditions are met:

ES1) The battery SOC is below a threshold af:
Wbat(tp,O) < Wbat,ice—on = 0.50 (152)

ES2) The estimated wheel power power needed to meet themeterelocity is greater than what can be

supplied by the traction motor, SPMSM2, alone fromm to ¢, ;:
P2r7nLam (wr’ref(tp,o -+ At)) < pwhl(tp,o + At) (153)

where At € 0,1, — t,0] @andwypes(tpo + At) = Y0,ef(ty0 + At). The estimated powet,, is
assumed to be piecewise-constant @yert, ;|. Values are chosen using the shooting method such
that the output of (124) tracks the square of the referentmcitg within a negligible error.

ES3) The estimated electrical power needed by SPMSM2 egdbatiwhich can be supplied by the battery

alone ovetit, o, t, 7l
P o(Wrref(tpo + At)) > PEw — 21 kW (154)
The engine is turned off if all of the following conditionseasatisfied:
EO1) Either the battery SOC has reached the nominal value,
What(tpo) > Wiy = 0.58, (155)

or the reference velocity is decreasing at a rate below ahiotd over a time interval,

dUTef (tp,(] -+ At)
dt

< Qjce—of f = —0.5 m/s2, . (156)

EO2) The estimated power needed to meet the reference tyeleciess than or equal to what can be
supplied by SPMSM2 over a time interval:

Pg:fx(wwef (tp,o + At)) Z pwhl(tp,o + At) (157)

EO3) The estimated electrical power needed by SPMSM2 istlhessor equal to what can be supplied by

the battery alone over a time interval:

P o(Wref(tpo + At)) < PET — 21 KW. (158)
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Practically, when the engine is off, only modes 1 and 4 arsiptes modes 2 and 3 should be unavailable
until the engine has finished start up and is on. Further, viherengine is off no fuel usage or power

output is expected, thus

g, O3 = 0 (159)

U fuels Pfuelu Pice =0 (160)

Upon the above conditions being met to start the engine,Giei$ driven up to speed by requiring that
it have the minimum ICE operating speed16f0rr/3 rad/s after a certain time,.. s+, i-€.,

1007

2
Qice(tice) 2 <W) ) tice 2 tp,O + Aice,starta Aice,start =0.25 S, (161)

and allowingu syer, Pruer, Pice > 0. Once the engine has started and reached minimum opergtéasgl s

mode 1 is no longer permitted; = 0, until the engine is off again.
Consequent to the ICE offt, sy, Pruer, Pice = 0. The power values immediately go to zero because the

fuel from which power is derived is no longer input.
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