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Abstract

We present a novel approach to object localization using mir-
ror symmetry as a general purpose and biologically motivated
prior. 3D symmetry leads to good segmentation because (i) al-
most all objects exhibit symmetry, and (ii) configurations of
objects are not likely to be symmetric unless they share some
additional relationship. Furthermore, psychophysical evidence
suggests that the human vision system makes use symmetry
in constructing 3D percepts, indicating that symmetry may be
important in object localization. No general purpose approach
is known for solving 3D symmetry correspondence in 2D cam-
era images, because few invariants exist. Therefore, to test
symmetry as a clustering mechanism, we disambiguated the
symmetry correspondence problem with the epipolar geome-
try of the binocular correspondence problem in order to sim-
plify both. Mirror symmetry is a spatially global property that
is not likely to be lost in the spatially local noise of binocular
depth maps. Furthermore, each of these two correspondence
problems provides non-overlapping constraints that makes it
easier to solve both at once rather that each individually. We
tested our approach on a corpus of 60 images collected in-
doors with a stereo camera system. K-means clustering was
used as a baseline for comparison. The informative nature of
the symmetry prior makes it possible to cluster data without
a priori knowledge of which objects may appear in the scene,
and without knowing how many objects there are in the scene.

Introduction

A typical forward model of vision takes a 3D world and
projects it onto a 2D surface (retina, or camera sensor).
Marr (1982) defined vision as the process of transforming
that 2D array of information into a 3D description of the
world. This 3D description is, of course, inherently under-
determined, making vision an ill-posed inverse problem. Tso-
tos (2011) points out that the human vision system copes with
this by solving a computationally tractable approximation of
the general vision problem – through the use of priors. Given
the superior speed and flexibility of the human vision system,
we believe in the importance of studying human-vision pri-
ors by applying them to the domain of computer vision. Li
et al. (2013) make the case that symmetries, and in particular
3D symmetry, play a central role in 3D shape perception in
humans. We therefore developed an algorithm that performs
FGO by localizing objects in a scene using 3D symmetry as
a shape prior.

There is no general solution to solving the symmetry corre-
spondence problem in 2D images; however, it is possible to
disambiguate it with binocular information. That is, pairs of
symmetrically corresponding points in each image must also
obey the binocular epipolar geometry if they represent the
same pair of veridical (3D symmetric) points. We call these
four points – two in each image – a mirror symmetric two-
view quadruple, or simply quadruple for short. This allows
for an operational definition of a 3D object as a maximal set
of quadruples that obey a single plane of symmetry. We then
extend this definition to FGO with the operational definition
that an FGO consists of the set of non-overlapping 3D object

hypotheses with the maximum collective number of quadru-
ples. This definition of FGO is a form of clustering, so we
called it symmetry based clustering (SBC).

Experimental Results

SBC was tested on a new corpus of 60 pairs of images of
collections of 23 different exemplars, such toys, people, and
childrens’ furniture. Images were acquired with a Point Grey
Bumblebee R©2 1394a stereo camera system with a 66◦ hor-
izontal field of view. The exemplars were placed upright at
random locations on plain carpet, providing minimal back-
ground clutter.

We used K-means as a baseline for comparison, because it
can naturally take advantage of 3D information available in
binocular information, and also because of its long history,
and its reliance on distance metrics commonly used in clus-
tering problems. We used the well established Caliński and
Harabasz (1974) method to automatically determine K, the
number of objects in the scene. The experiment, therefore,
compared symmetry as an informative prior, versus euclidean
3D distance as an uninformative prior, in FGO.

Figure 1: Left: K-means clustering results, versus, Right: 3D
symmetry based object localization.

SBC performance was superior than K-means, in its abil-
ity to correctly determine the numbers of objects (p <
0.01), and correctly localize individual objects, as tested
by intersection-over-union against ground-truth annotations
greater than 50%.

This basic investigation of SBC indicates that more sophis-
ticated research will prove useful in solving FGO, which is
a fundamental and non-trival early stage of processing in the
human vision system.
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