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Since the mean, standard deviation, and modality of nanoparticle size distributions can vary greatly

between similar input conditions (e.g., power and gas flow rate), plasma diagnostics were carried

out in situ using a double-sided, planar Langmuir probe to determine the effect the plasma has on

the heating of clusters and their final size distributions. The formation of Cu nanoparticles was

analyzed using cluster-plasma physics, which relates the processes of condensation and evaporation

to internal plasma properties (e.g., electron temperature and density). Monitoring these plasma

properties while depositing Cu nanoparticles with different size distributions revealed a negative

correlation between average particle size and electron temperature. Furthermore, the modality of

the size distributions also correlated with the modality of the electron energy distributions. It was

found that the maximum cluster temperature reached during plasma heating and the material’s

evaporation point regulates the growth process inside the plasma. In the case of Cu, size distribu-

tions with average sizes of 8.2, 17.3, and 24.9 nm in diameter were monitored with the Langmuir

probe, and from the measurements made, the cluster temperatures for each deposition were

calculated to be 1028, 1009, and 863 K. These values are then compared with the onset evaporation

temperature of particles of this size, which was estimated to be 1059, 1068, and 1071 K. Thus,

when the cluster temperature is too close to the evaporation temperature, less particle growth

occurs, resulting in the formation of smaller particles. VC 2016 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4943630]

I. INTRODUCTION

Clusters of atoms, alloy nanoparticles, and complex

nanostructures have garnered much attention lately in the

fields of electronics, semiconductors, biomagnetics, catalysis,

and magnetism, because nanoscale materials and nanostruc-

tures exhibit different material properties from their bulk

counterparts, which can influence functionality.1–4 These

structures and properties are often size dependent, and precise

control over particle size, growth, and crystallization is criti-

cal for fabricating advanced nanostructures such as faceted,

multiply twinned, chemically ordered, core-shell, onion-like,

and hollow-shell geometries. Many of these structures are

only possible within a narrow size range usually extending

somewhere between 5 and 50 nm in diameter, while other

structures exist in the molecular-cluster regime.5–10 Similarly,

the onset of surface atom effects occurs at particle sizes near

or below about 2.5 nm in diameter.11 In this size range, cluster

properties can deviate from their bulk values towards the

unexpected as quantum confinement of valence electrons or

coordination-dependence can influence behavior, such as in

the case of catalysis.12 The growing interest in nanoparticles

and clusters necessitates a more in-depth understanding of the

fabrication methods that can be used to produce them. It fur-

ther necessitates consistency in manufacturing and fabrication

for different materials and alloys, such that the resulting nano-

structures have the desired size, shape, and property profile.

Inert gas condensation (IGC) has become an increas-

ingly popular method of producing clusters of atoms, nano-

particles, and complex nanostructures for a wide array of

applications and fundamental cluster-science investiga-

tions.11,13 However, challenges still exist in fine tuning parti-

cle sizes while maintaining narrow size distributions.4 In the

sub-2.5-nm regime, the difficulty lies in producing very

small clusters with narrow size distributions, and sometimes

clusters this small condense into highly disordered structures

with poor crystallinity.14,15 On the other hand, it is some-

times difficult to produce a narrow size distribution of par-

ticles that are larger than 20 nm without the use of a mass

selection device, which greatly reduce deposition rates.16–18

Additionally, the formation of bimodal size distributions is

possible, but formation of such distributions is not well

understood. Also not well understood is the heating of clus-

ters during the growth stage as they pass through the densest

part of the plasma. Many factors contribute to the particle

size, including the erosion profile of the target, the process-

ing parameters (buffer gas flow rate, sputtering power or

pulse frequency, deposition rate, cooling liquid, chamber

pressure), as well as the distance from the sputtering gun to

the aperture.19–22

Yamamuro et al.23 discovered that keeping the gas flow

rate relatively low produces narrow size distributions in as-

deposited nanoparticles. They attribute this to the prevention
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of coagulation in the nucleation and growth regions.

However, some peculiarities concerning the standard devia-

tion and modality of nanoparticle size distributions produced

by this method remain unexplained. They also found that the

mean sizes of nanoparticle size distributions can be changed

by varying the pressure in the condensation chamber (CC)

while keeping the gas flow rate constant. Their method for

doing so was to change the size of the exit orifice. The same

procedure was followed here using three apertures of 2.5,

5.5, and 7.0 mm in diameter to produce three different

depositions. Recent developments in the theory of cluster-

plasmas have made it possible to investigate the role the

plasma itself plays in the nucleation and growth process, and

to this end, the plasma properties were measured in situ with

the goal of finding the source of such variations in the nano-

particle size distributions.

II. EXPERIMENTAL PROCEDURE

A. Nanoparticle fabrication system

The IGC system used here is similar in design to those

that have been cited in the literature24–26 and contains both a

condensation chamber and deposition chamber (DC) sepa-

rated by two apertures. A notable difference is the absence

of a mass selection device or aerodynamic lens system

between the two chambers. The aperture that is nearest to the

sputtering gun (Fig. 1 “A1”) separates the condensation

chamber from the rest of the machine and is the aperture that

was changed in this study. The A2 aperture was fixed

at 7.0 mm, but different A1 apertures were used for each

deposition (7.0, 5.5, and 2.5 mm). For the purpose of this

study, the DC sputtering gun (3 in. Stiletto series, AJA

International) and Langmuir probe positions were fixed for

all measurements. The sputtering power was set to 100 W

and the discharge current was roughly 350 mA. Water flowed

through the cooling jacket (CJ) of the condensation chamber.

As stated before, it is best if the flow rate of the argon (Ar)

buffer gas remains low (<100 sccm for our system) and the

deposition rates with the 2.5 and 5.5 mm aperture were 50

and 86 sccm. However, the rate for the 7.0 mm aperture was

186 sccm, which created a broader size distribution. The

sputtering target was a 0.25 in. thick by 3 in. in diameter Cu

disk (Kurt J. Lesker Company). A 2.5 nm carbon (C) film

was also deposited for passivation and stabilization of the

nanoparticles using the RF gun that is perpendicular to the

DC gun but coincident with the substrate when the sample

holder (SH) is inserted.

B. Langmuir probe setup and methodology

1. Design and position

To measure the plasma properties that might influence

the heating and growth process, a Langmuir probe was fixed

within the condensation chamber and was centered with

respect to the aperture and sputtering gun. The probe con-

sisted of tungsten (W) foil 12 mm in diameter that was

soldered to a gold (Au) wire fed through a ceramic tube that

electrically isolated the wire from ground. The W foil was

oriented such that the planes of each face were perpendicular

to the sputtering target face, which minimized both the

amount of Cu deposited onto the foil and the effect of

the magnetic field on the measured electron current.27 The

height of the probe was adjusted in the chamber so that the

W collection area was positioned above the eroded ring or

“racetrack,” and the center of the probe was placed 1 cm

from the surface of the Cu target inside the magnetic trap. A

Keithley 2400 source/meter was configured to step voltage

in the range of �40 to 14 V and measure the current in mA

with a 0.5 s delay between the set point and measurement.

The nanoparticles were deposited and then the probe current

was measured as a function of step voltage immediately

afterwards (without shutting off the sputtering gun and keep-

ing all conditions the same as during the deposition).

2. Theory and analysis

Plasma diagnostics via Langmuir probes are a non-

trivial way to obtain information about a plasma, particularly

in the case of magnetron sputtering. However, the semicon-

ductor industry has accumulated a great deal of experience

and knowledge in this area over the past few decades. Here,

the procedures outlined by Koo et al.28 and Field et al.29

were followed for the measurement of plasma potential (VP),

floating potential (Vf), electron temperature (Te), and electron

density (ne). First, the ion contribution to the current was

subtracted from the I-V trace by fitting the data in the ion

saturation region and extrapolating to the plasma potential

region. The two-tangent method for calculating VP was

employed, and the inverse of the slope in the region where

the probe voltage is less than VP was used to find Te from the

semilog plot of I-V. The electron density was then found

from the following equation:29

FIG. 1. An overhead diagram of the IGC cluster deposition system. The

labels from left to right are as follows: (G1) DC sputtering gun, (T1) turbo-

molecular pump, CC, CJ, (A1) first aperture, (A2) second aperture, (V1)

gate valve, DC, (TM) quartz crystal thickness monitor mounted on magnetic

transfer rod, (G2) vertical RF sputtering gun, (V2) gate valve, (LL) load

lock chamber, SH mounted on magnetic transfer rod, (T2, T3) turbomolecu-

lar pumps.
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ne ¼
Ie VPð Þ
eAcol

ffiffiffiffiffiffiffiffiffiffiffi
2pme

kTe

r
; (1)

where e is the elementary charge, me is the electron rest

mass, Acol is the collection area of the probe, and Ie(VP) is

the probe current at the plasma potential. In the case where

two electron temperatures were observed, the effective elec-

tron temperature was approximated from the following

equation:28

Tef f ffi
I�he

Th
e

� �1=2
þ I�ce

Tc
eð Þ1=2

 !
� I�he

Th
e

� �3=2
þ I�ce

Tc
eð Þ3=2

 !�1

; (2)

where Th
e , Tc

e , I�he , and I�ce are the hot and cold electron tem-

peratures and electron saturation currents, respectively. This

value was then substituted into Eq. (1) to find the effective

electron density neff.

C. Transmission electron microscopy (TEM)

The Cu nanoparticles were deposited onto Cu supported

C films for imaging and analysis. An FEI Tecnai Osiris scan-

ning transmission electron microscope (STEM) was used to

image the particles at low magnification, selected area dif-

fraction (SAD), and high resolution (HR). Fast Fourier trans-

forms (FFTs) were also performed on the HR images. The

sizes and size distributions were quantified in ImageJ, sam-

pling approximately 800 nanoparticles for each data set.30

These size distributions were then fitted by a Lorentzian

function.

III. RESULTS AND DISCUSSION

A. Structure and size distributions

Three samples were made with different size distribu-

tions and were quantified in two ways using transmission

electron microscopy. The first method measured the sizes

directly from the bright-field TEM micrographs by setting a

contrast threshold. Assuming spherical particles, their diame-

ters D were calculated from their individual measured areas.

Figure 2 shows the size distributions obtained for each depo-

sition for the different apertures. The largest particles pro-

duced were made with the smallest aperture (2.5 mm), which

produced an average size of 24.9 6 3.8 nm. The smallest

particles were produced with the largest aperture, but these

particles also had a bimodal size distribution. To calculate

the average sizes for this sample, the peaks were deconvo-

luted and fit independently for average sizes of 5.3 and

10.9 6 1.1 nm. The mid-range aperture also had a size distri-

bution (17.3 6 2.4 nm) that fell in between these two

extremes. The size distributions are also reasonably narrow

as the ratio of the standard deviation to average size (r/d) is

less than 15% for all sizes except the smallest of the bimodal

distribution where it is 20%. When viewed in this way, an

inverse relationship appears to exist between the particle

sizes and aperture diameter. However, this should not be

interpreted as a direct result of changing the aperture, and

FIG. 2. TEM micrographs of as-

deposited nanoparticles for (a) 7.0 mm,

(b) 5.5 mm, and (c) 2.5 mm aperture.

Particle size distributions for each

sample.
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other size distributions can be obtained for any given orifice

diameter if different processing conditions are used. Thus,

the orifice alone does not determine the final size distribu-

tions observed in Fig. 2, because those size distributions

have been obtained at nearly optimal conditions. What

governs the optimal conditions will be discussed in depth in

Sec. III B.

The second method used to estimate the average sizes of

the particles is based on the width of the intensity profile of

the diffraction rings in polycrystalline diffraction patterns,

which can be used as an inverse measure of grain size.31 The

particle diameter D was obtained from D¼ 2w�1, where w is

the full width of the peak at half the maximum measured in

reciprocal space units. For this estimate, the {111} ring (Figs.

3(a)–3(c)) was normalized, and the intensity profile was

obtained and is plotted in the inset of the SAD patterns. The

particle sizes as calculated by this method were 8.2, 15.4, and

20.6 nm for the 7.0, 5.5, and 2.5 mm apertures, respectively.

Each of these measurements is in good agreement with the

measurements obtained from direct observation in the TEM

except for that of the 2.5 mm aperture. This is because the

sample produced with the 2.5 mm aperture had the fewest

particles (about 30) inside the selected region, which resulted

in a size distribution that was less accurate than the other

two. This method also overlooks the bimodal size distribu-

tion, but reveals an accurate average of the total distribution

in the particles produced with the 7.0 mm aperture.

Another consideration for formation and functionality of

nanoparticles is crystallinity, which does not appear to be the

same for each size range. Thus, the crystal quality of the

various samples is compared through SAD patterns and high

resolution imaging. The SAD aperture selects a region of the

sample that is about 850 nm wide and 0.56 lm2. Figure 2

shows that the number of clusters per area is not constant for

each size distribution. This is because the amount of material

deposited was held constant, but with the average particle

size changing, the number of particles per unit area will vary

between samples. Given the particle densities observed in

Fig. 2, it is estimated that the number of particles sampled in

the SAD patterns for the 8.2, 17.3, and 24.9 nm particle size

distributions was 300, 70, and 30 nanoparticles, respectively.

Although the ring intensity is related to the particle size, as

discussed earlier, it should also be made up of discrete

diffraction points. Figure 3(a) contains relatively few diffrac-

tion spots as compared to the other samples. One would

expect that the SAD pattern containing 300 particles would

have the most populated ring pattern compared to the one

with only 30 particles, if all particles are crystalline.

However, the trend observed in Figs. 3(a)–3(c) is the oppo-

site. This suggests that per particle, the fraction of fully crys-

tallized, well-formed particles is higher for the larger particle

size distributions.

The HR images and the corresponding FFTs in Figs.

3(d)–3(f) provide more evidence that the crystal structure is

more clearly defined in the larger particles than in the

smaller ones. Each of these images shows a multiple twinned

icosahedral Cu particle that is viewed along the three-fold

symmetry axis. This structure was confirmed by measuring

FIG. 3. TEM micrographs of the (a) and (d) 8.2, (b) and (e) 17.3, and (c) and (f) 24.9 nm particles. The insets of the SAD patterns (a), (b), and (c) show the

intensity profile of the {111} ring. The insets in (d), (e), and (f) are the FFT of the HR image, and the highest-index set of reflections is listed. These images

show atomic order increasing with particle size.
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an angle of 60� between the six {111} reflections, which is

not possible for the fcc structure except in the case of the

multiple twinned icosahedron.32 The lattice parameters were

calculated from the {111} planes and were found to be

3.84 6 0.23, 3.77 6 0.19, and 3.62 6 0.08 Å for the 8.2, 17.3,

and 24.9 nm particles, respectively. Each of these values

agrees reasonably well with the bulk value (3.61 Å), despite

any size effects that may alter the lattice parameters.33 This

increase in lattice parameter may be caused by the lattice

strain induced in the icosahedral volume, but one would

expect this to be more constant since each size distribution

has the same structure. The uncertainty decreases as smaller

aperture sizes were used, which means the lattice parameters

get more precise, and their accuracy was also improved with

increasing particle size. Additionally, higher order planes

were indexed in the inset FFTs of Figs. 3(d)–3(f). The high-

est indexed family of planes observed is labeled. This discus-

sion indicates that the larger particles are more ordered and

have better periodicity than the smaller particles, but icosa-

hedra are usually less stable with increasing sizes.11 This

trend may be a result of the sputtering-based IGC processing

route.

B. Plasma diagnostics

Due to recent advances in cluster-plasma theory,38 the

plasma properties were investigated with the goal of finding

out how clusters of different sizes form under similar condi-

tions. For each of the samples created above, a correspond-

ing Langmuir probe trace was used to monitor the plasma

properties of that deposition. This was then compared to the

previously observed trends in particle size and crystallinity.

Figure 4 demonstrates the graphical method used to calculate

Te and Vp from the raw Langmuir probe data. It also shows

the difference in probe traces where the electron energy dis-

tribution is Maxwellian (Fig. 4(a)) and bi-Maxwellian (Fig.

4(b)). These semilog traces were made with the 5.5 and

7.0 mm apertures installed, and the 7.0 mm aperture pro-

duced a bimodal size distribution for this deposition. Thus,

there may be a link between the dual electron temperatures

and the bimodal size distributions.

The two-tangent method was performed by making two

least-squares fits to the semilog I-V curve—one in the elec-

tron retardation region and one in the electron saturation

region. The least-squares model was useful, because it

allows for calculation of both the uncertainty in the measure-

ment and the error in the fit parameters. The uncertainty in

the measurement is shown as the error bars in Fig. 4, and the

error in the fit parameters (Figs. 5 and 6), which were used to

calculate values such as VP and Te, was propagated through

the equations using standard error analysis rules.34 Another

advantage to this method is that it assigns weighted uncer-

tainties to the measured values of Ie, which give a reasonable

estimate of the uncertainty (65%–10%) in the original mea-

surement of current.

The electron temperatures measured in the condensation

chamber were on the low end of the typical range (1 to

10 eV) measured for DC magnetron sputtering systems.29

This was expected, because sputtering inside a condensation

chamber occurs at a pressure that is a full order of magnitude

higher than direct thin film sputtering. This reduces the mean

free path and enhances the number of collision events

between the various species in the discharge (ions, neutrals,

and electrons). The increased collision events decrease the

average energy of all species in the discharge, including

electrons, lowering their temperature compared to traditional

thin film sputter deposition. The values of Te are plotted

against particle size in Fig. 5. For the 24.9 and 17.3 nm

distributions, these were found directly from the inverse

FIG. 4. Semi-log I-V plots obtained

while depositing the (a) 17.3 nm and

(b) 8.2 nm particles. The red line

(solid) is the linear fit to the electron

saturation region, and the black line

(dashed) is the linear fit to the electron

retardation region. The extra kink in

(b) arises because there are two elec-

tron temperatures being measured in

the probe at this region.

FIG. 5. Electron temperature as a function of particle size. The labels (a),

(b), and (c) represent the 8.2, 17.3, and 24.9 nm distributions, respectively.

The open squares are the components of Teff for the bimodal size distribu-

tion. The dashed line serves as a guide to the eye.
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slope method. For the 8.2 nm particles, the inverse slope

method was used to find Th
e and Tc

e , and then Eq. (2) was

used to calculate Teff. I�he was determined from the graph in

Fig. 4(b) and I�ce ¼ IeðVPÞ � I�he . In Fig. 5, the Teff of the

bimodal size distribution falls in line with the other two aper-

ture sizes. Furthermore, if Th
e is assigned to the smaller of the

two peaks and Tc
e is assigned to the larger, then the deconvo-

luted values of particle size also fall in line with this negative

correlation.

Another important plasma property that was considered

was the electron density. In a quasi-neutral plasma, the elec-

tron density can be assumed to be approximately equal to the

ion density. In Fig. 6, a plot of the electron density versus

chamber pressure shows that they may be proportional. This

makes sense because the pressure is proportional to the neu-

tral density, and in a weakly ionized plasma, ni and ne make

up a very small fraction of the neutral density. However, the

particle size does not appear to be strongly influenced by the

chamber pressure or electron density. This can be seen for

points (a) and (b) in Fig. 6, which were deposited at almost

the same pressure and had similar electron densities, but

very different size distributions. Thus, the electron tempera-

ture appears to be the parameter that is most intimately

related to nanoparticle formation and can have an effect on

both the crystal quality and particle size.

C. Calculating the cluster temperature

Two questions that arise from the data presented in

Sec. III B are (1) how does the electron temperature affect

the growth of a particle in the condensation chamber of an

IGC system, and (2) how can this value be changed or con-

trolled? The theory for nucleation and growth of clusters of

atoms condensing out of the vapor state dates back to the

1970s and 1980s, when Hagena introduced his scaling laws

that described the sizes of gas and metal clusters formed

during free jet expansion through a nozzle into a vacuum

chamber.35,36 His empirically determined scaling laws suc-

cessfully predicted cluster sizes based on the atomic number

density, pressure, and temperature inside the chamber, as

well as the nozzle diameter, by identifying a critical

parameter that represented the ratio of the characteristic time

for expansion to the time for cluster formation.37 Therefore,

the cluster size depends on this parameter under the right

conditions. However, the Hagena parameter is not applicable

to the plasma-based IGC method for two reasons. First, it

was empirically determined for condensation processes in

the absence of a plasma. Other treatments of condensation

that neglect the cluster–plasma interactions, such as homoge-

neous nucleation theory, misrepresent this process primarily

because of the fact that the clusters in the plasma acquire a

net charge, which affects how they interact with other

charged particles (i.e., electrons and ions). Second, the

Hagena parameter is only applicable to the free jet expansion

process, whereas during IGC, the clusters nucleate and grow

before they are expanded through the aperture.

A successful representation of cluster–plasma systems

has been achieved using Smirnov laws, which account for

charge-effects in expressions for the rate of atom attachment

to cluster surfaces and the amount of heat absorbed by the

cluster through particle collisions. For the Cu clusters pro-

duced in this work, the cluster charge, which may be positive

or negative, was calculated from the Langmuir probe data

using Smirnov’s expression for the average charge on a clus-

ter interacting with a plasma38

�Z ¼ 4peo
roTe

e2
ln

2

ne

meTe

2p�h2

� �3=2
" #

�W

Te
� I �W

TeN1=3

( )
; (3)

where I is the ionization potential and W is the work function

(7.73, 4.4 eV for Cu) of the cluster material. The constant eo

is the vacuum permittivity, ro is the cluster radius as derived

from the Wigner–Seitz model, �h is the Plank’s constant, and

N is the number of atoms in the cluster. The average charge

on the clusters is 125, 225, and 210 for the 8.2, 17.3, and

24.9 nm clusters, respectively. Each of these values is posi-

tive, which is in agreement with normal cluster production

using this method.39 This indicates that the many collisions

with the electrons ionize less than 1% of the atoms inside the

cluster.

The three temperatures that describe this system are the

Ar gas temperature T, electron temperature Te, and cluster

temperature Tcl. The initial electron temperature near the

sputtering target has been measured and discussed previ-

ously. The temperature of the Ar gas depends on the heat

balance between the power supplied to the target that is lost

to heat, which is estimated to be about 20% of the total

power, and the wall temperature To. The temperature To

depends on the cooling liquid, in this case water, so

To¼ 300 K. The maximum temperature of the buffer gas can

be simply calculated in temperature units for Ar by

Tmax ¼ 1:8ToQ0:57, where Q is the ratio of the power lost

(20 W) to the chamber length (15 cm).38 Therefore,

T� 0.055 eV (636 K) for the buffer gas, which is two orders

of magnitude lower than Te. Since very little heat is

exchanged between the buffer gas and the electrons in the

plasma, the clusters will be heated by Te and cooled by T, so

T< Tcl< Te. The cluster temperature can be approximated

using Smirnov’s relation Tcl ¼ ðT þ nTeÞ ð1þ nÞ�1
, where

the coefficient n is described by40

FIG. 6. Electron density versus pressure in the nucleation chamber for the

(a) 8.2, (b) 17.3, (c) 24.9 nm distributions.
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n ¼ Tema

Tme

� �1=2

1þ
�Ze2

4peoroTe

� �
ne

na
; (4)

where ma and me are the rest masses of the Ar atoms and

electrons, respectively. The cluster temperatures for each

sample at the location of the Langmuir probe can be obtained

from this equation. Under these processing conditions, clus-

ters of average sizes 8.2, 17.3, and 24.9 nm were heated to

0.089, 0.087, and 0.074 eV (corresponding to 1028, 1009,

and 863 K, respectively). While the cluster temperature

depends on several factors, including cluster size and charge,

the primary source of heating is Te, and as these clusters

traverse the most intense region of the magnetron plasma,

they are heated by the electrons to a value determined mostly

by the electron temperature.

The kinetic definition of the cluster temperature can be

defined as the sum of the rotational, translational, vibra-

tional, and electronic energies. If the clusters are assumed to

be rotationally and translationally frozen, then the internal

energy (3/2)Tcl can be equated with the average vibrational

energy of the atoms that make up the cluster. This energy

can be released through either collisions with the buffer gas,

evaporation of atoms near the cluster surface, or through

emission of electromagnetic radiation. Gspann calculated the

power dissipated by radiation for a 3 nm cluster at 1500 K to

be about 0.2 keV/s, and if the rate of evaporation of Cu

atoms at 1500 K is combined with the typical heat of vapori-

zation of 3.1 eV/atom, then the power dissipated by evapora-

tion for a 3 nm cluster is about 6 keV/s, but this will increase

dramatically for larger particle sizes.41 Therefore, the

radiation loss is negligible when compared to the heat lost

through evaporation. Similarly, the power that the cluster

loses to collisions with the buffer gas can be estimated by

taking ð3=2ÞðTcl � TÞvanara, where ta and ra are the aver-

age velocities and collision cross sections of the buffer gas.40

This gives an estimate of about 1 MeV/s, for the tempera-

tures and densities used in this work, and is in agreement

with the available litterature.42 A similar equation estimates

a 3 nm cluster gains energy at a rate of about 40 keV/s from

the collisions with the plasma’s electrons. Thus, the internal

energy of the clusters is reduced mostly through collisions

with the buffer gas.

Within the framework of the liquid drop model, an

expression can be obtained for the equilibrium temperature

Teq between the condensation and evaporation processes. At

this temperature, the rates of atom attachment to the cluster

surface and evaporation from the surface will be equal for a

given particle size and number density. At temperatures

greater than Teq, the rate of evaporation will exceed the rate

of attachment. Thus, if Tcl � Teq, particle growth will cease.

The equilibrium temperature can be obtained from38

Teq ¼ � 2A

3N1=3
þ eb

� �
ln

no

n

� ��1

; (5)

where A and eb are the specific surface energy and bulk bind-

ing energy per atom (2.2, and 3.4 eV for Cu), respectively.

The parameter n is the number density of Cu atoms in the

chamber, and no is the pre-exponential factor found in the

rate equation for the number density at the saturation vapor

pressure (8.33 � 1024 cm�3). From this model, the equilib-

rium temperatures for 8.2, 17.3, and 24.9 nm clusters were

found to be about 1060, 1068, and 1071 K. When compared

with their respective cluster temperatures, it is interesting to

note that the smaller particles have temperatures that are

very close to this threshold.

This discussion offers some idea of the role, the plasma

characteristics, and the material properties of the target play

in cluster formation. Atoms that are sputtered from the sur-

face typically leave with about 1–10 eV of energy.43,44 These

atoms are cooled by the inert gas at a rate of 1 MeV/s until

their temperatures fall below the evaporation/condensation

threshold, and they then begin to condense into clusters. As

they pass by the Langmuir probe, we can measure their tem-

peratures, and we found them to be a few hundred Kelvin

above the temperature of the buffer gas. Depending on the

electron temperature, some of the clusters remain closer to

the condensation/evaporation threshold than others, and

these clusters do not grow as large because their growth is

inhibited by evaporation.

This analysis supports the idea that particle growth

depends on the electron temperature, which can influence the

final size distribution in several ways (i.e., peak position,

standard deviation, and modality). Te depends approximately

on the ratio V/p, where V is the voltage applied to the sputter-

ing target and p is the chamber pressure.45,46 Therefore, it

may be possible to monitor the relative value of Te through

comparison of external parameters such as voltage and pres-

sure, which are often monitored during nanoparticle deposi-

tion. For the three depositions produced here, the values of

(V/p) were 1.1, 2.4, and 1.9 V/mtorr, and the values of Te for

each deposition were (a) 1.04, (b) 1.45, and (c) 1.68 eV. The

lowest ratio of V to p corresponds to the lowest Te observed

in the plasma, while the highest value does not correspond to

the highest Te, although the presence of a bimodal size distri-

bution and two electron temperatures in the sample with the

highest Te might make for a bad example. Nevertheless, this

ratio is a crude marker, but it should also be noted that in this

experiment, power was held constant, and voltage and pres-

sure varied slightly between deposition, perhaps keeping

the pressure constant and varying voltage would make for a

better evaluation of the relationship between Te and V/p.

IV. CONCLUSION

Nanoparticles of many shapes and geometries that form

in different size ranges require precise control over the size

distributions of as-deposited materials. Here, pure Cu nano-

particles that ranged from 5 to 25 nm were produced in a

sputtering-based IGC system. Their sizes and structures were

determined using transmission electron microscopy, and it

was found that they form in multiple twinned icosahedral

structures. Additionally, the crystal quality was observed to

be better in the larger particles than in the smaller particles.

In situ measurements of the plasma properties during

the deposition of different size distributions revealed a nega-

tive correlation between particle size and electron tempera-

ture. Analysis of the cluster–plasma system suggests that the
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clusters are heated through collisions with the plasma’s elec-

trons and cooled through collisions with the inert gas atoms.

This is because the average charge on the clusters is positive,

which increases their attraction to free electrons and also

increases the number of electron–cluster collisions. It was

also found that plasmas with two Te’s coincide with bimodal

size distributions. This happened in the sample that was de-

posited at a higher Ar flow rate, which may have initially

created a distribution with a large standard deviation. During

the growth stage, this may have been converted into a bi-

modal size distribution through cluster heating via the two

electron temperatures.

Since the sputtered Cu atoms are essentially being

quenched rapidly by the Ar gas throughout their time in the

condensation chamber, the plasma serves as a heating

source that can delay this quenching process and possibly

even reverse it depending on the electron density. The tem-

perature that the clusters are held at while they pass through

the plasma depends on the electron temperature, and it

seems lower electron temperatures lead to cluster tempera-

tures of about 860 K, which is ideal for forming Cu nanopar-

ticles of 25 nm. If the clusters spend too much time near

their evaporation temperatures, growth can be interrupted,

and the result is smaller particles. As the particles exit

the plasma, they undergo another stage of quenching.

Quenching from higher temperatures can result in poorly

formed or even amorphous nanoparticles. Thus, fabrication

of nanoparticles in plasmas with high electron temperatures

may prevent the formation of large particles and crystalline

structures. On the other hand, keeping the electron tempera-

ture low may allow for sustained growth and slower cooling

rates, because the cluster temperature stays below the evap-

oration threshold resulting in particles that are larger and

crystalline.
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