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Abstract. Reliable estimation of evapotranspiration (ET) is
important for the purpose of water resources planning and
management. Complementary methods, including comple-
mentary relationship areal evapotranspiration (CRAE), ad-
vection aridity (AA) and Granger and Gray (GG), have been
used to estimate ET because these methods are simple and
practical in estimating regional ET using meteorological data
only. However, prior studies have found limitations in these
methods especially in contrasting climates. This study aims
to develop a calibration-free universal method using the com-
plementary relationships to compute regional ET in con-
trasting climatic and physical conditions with meteorologi-
cal data only. The proposed methodology consists of a sys-
tematic sensitivity analysis using the existing complementary
methods. This work used 34 global FLUXNET sites where
eddy covariance (EC) fluxes of ET are available for valida-
tion. A total of 33 alternative model variations from the orig-
inal complementary methods were proposed. Further anal-
ysis using statistical methods and simplified climatic class
definitions produced one distinctly improved GG-model-
based alternative. The proposed model produced a single-
step ET formulation with results equal to or better than the re-
cent studies using data-intensive, classical methods. Average
root mean square error (RMSE), mean absolute bias (BIAS)
andR2 (coefficient of determination) across 34 global sites
were 20.57 mm month−1, 10.55 mm month−1 and 0.64, re-
spectively. The proposed model showed a step forward to-
ward predicting ET in large river basins with limited data
and requiring no calibration.

1 Introduction

A reliable estimate of ET (evapotranspiration) in river basins
is important for the purpose of water resources planning and
management. ET represents a significant portion of rainfall in
the water balance especially in semiarid regions where most
rainfall is typically lost as ET (FAO, 1989). Therefore, the
uncertainty in estimating ET can lead to the inaccurate pre-
diction of water balance. A careful screening of available me-
teorological, land use/land class and related hydrologic data
in typical rural river basins suggest that ET is more chal-
lenging to calculate given the limited data. Data limitations
in most rural river basins highlighted the importance of us-
ing alternative methods as opposed to the classical methods
using land use/land cover data. While remote sensing tech-
niques are available to estimate ET, such methods are expen-
sive and necessary data may not be readily available for veri-
fication (Jimenez et al., 2011). Complementary methods ini-
tially proposed by Bouchet (1963) and others are alternative
methods that can be used to calculate ET using meteorologi-
cal data such as relative humidity, temperature and sunshine
hours.

There are several classical methods presently available to
estimate potential ET whereas estimating actual ET requires
detailed local data such as land cover/land use, crop pattern
and growing cycle. Typically, these classical methods pre-
dict crop ET from crop covered areas during the growing
season to manage agricultural water demands. Crop ET is
nothing but the potential ET multiplied by an appropriate
crop coefficient, which is sometimes called the two-step ap-
proach (Allen et al., 1998). However, the actual water loss
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from the land surface is not restricted to crop areas only; in-
stead evaporation happens from open water bodies as well as
from open land surfaces with minimal vegetation cover. In
water resources planning, the important estimate is the total
water loss from the land surface that may or may not include
transpiration from crop areas.

For several decades, complementary methods, including
CRAE (complementary relationship areal evapotranspira-
tion; Morton, 1983), AA (advection aridity; Brutsaert and
Stricker, 1979) and GG (Granger and Gray; Granger and
Gray, 1989) methods, have been used to estimate ET or total
water loss from the land surface independent of land cover.
These methods are attractive due to simplicity and practica-
bility in estimating ET, wet environment ET (ETW) and po-
tential ET (ETP) at the regional scale using meteorological
data only. Previous studies attempted to use the complemen-
tary methods with little success (Doyle, 1990; Hobbins et
al., 2001; McMahon et al., 2013; Szilagyi and Kovacs, 2010;
Xu and Singh, 2005) given the limited understanding of the
methods and the conflicting definitions of different terms.
Still the complementary methods offer a distinct advantage
over the classical methods given the simplicity, ready avail-
ability of required data and the ability to estimate total water
loss as opposed to crop ET only.

Any improvements to the complementary methods cannot
be conducted without the use of actual ET measurements.
As part of this study, it is important to use measured ET
data for model validation. Currently, ET fluxes are directly
measured using the eddy covariance (EC) method that uses
surface energy fluxes for weather forecasting and hydrologic
modeling. These fluxes include sensible heat (H ) and la-
tent heat (LE) fluxes. Compared to other methods such as
lysimeters, an EC system produces minimal physical distur-
bance to the surrounding environment and captures the areal
fluxes within the footprint area (Luo et al., 2010). Most im-
portantly, EC data are freely accessible worldwide, for exam-
ple, FLUXNET (http://fluxnet.ornl.gov/), which is a global
network of micrometeorological sites that use the EC meth-
ods to measure land-atmosphere exchange of carbon diox-
ide, water vapor and energy fluxes (Baldocchi et al., 2001).
FLUXNET comprises of free-access regional networks such
as AmeriFlux, AsiaFlux, EuroFlux and CarboAfrica. Given
the task of finding a large set of global data with different
climatic conditions and physical conditions, this study used
the FLUXNET sites similar to many other studies (Castellvi
and Snyder, 2010; Huntington et al., 2011).

The major limitation of the EC method is the lack of en-
ergy balance closure (i.e.,H + LE 6= Rn–Gsoil, whereRn is
net radiation andGsoil is soil heat flux) that causes underes-
timation of ET (Wilson et al., 2002). Twine et al. (2000) and
Wang et al. (2008) showed that underestimation of ET can
be as high as 15 %, however, others, Castellvi et al. (2008),
Huntington et al. (2011) and Wilson et al. (2002), found
lower percentages within measurement uncertainty that can
be< 5 %. These studies showed that the impact of energy im-
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Figure 1. A schematic representation of the Complementary relationship between ET, ETW, and ETP (after Morton, 3 
1983). 4 
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Figure 1. A schematic representation of the complementary rela-
tionship between ET, ETW and ETP (after Morton, 1983).

balance in the EC method may not be significant as thought
earlier (Castellvi and Snyder, 2010). Hence, the EC method
is still attractive and served as the standard method for direct
measurement of ET fluxes (Castellvi et al., 2008; Luo et al.,
2010).

Hobbins et al. (2001) and Xu and Singh (2005) found lim-
itations to the complementary methods in different physical
and climatic conditions especially in arid settings. Some of
these limitations lead to many unanswered questions such as
how applicable are the complementary relationship to esti-
mate ET? Are these methods only valid within humid cli-
mates? What are the limitations in the different complemen-
tary methods? Have complementary methods been compared
to measured ET data under a variety of climatic and physical
conditions? Given these unanswered questions, it is impor-
tant to address the validity of the complementary methods in
a scientifically justifiable manner.

It is found that there is no single study where the ET es-
timates from the complementary methods have been exten-
sively predicted and evaluated using data from EC sites. To
evaluate the applicability of the complementary methods and
to propose suitable changes, the methods need to be eval-
uated under a variety of land cover/land use classes and cli-
matic conditions. In addition, the three complementary meth-
ods, CRAE, AA and GG, have not been cross-compared and
evaluated using measured ET data. Therefore the goals of
this study are to investigate the applicability of the comple-
mentary methods in estimating ET in contrasting environ-
ments, perform necessary revisions to the existing methods
to improve estimates if necessary and finally propose a uni-
versal model of estimating ET that is calibration-free, simple,
robust and uses minimum data.

2 Complementary methods

2.1 Complementary relationship

Complementary methods describe the relationships between
ET, ETW and ETP using the complementary relationship
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first introduced by Bouchet (1963). The theory states that a
complementary relationship exists between ET and ETP as
shown in Fig. 1 (see Davenport and Hudson, 1967; Pettijohn
and Salvucci, 2009). ETW, however, is ET that would oc-
cur if the soil-plant surface is wet enough so that ET could
approach its potential value, ETP (Granger, 1989). The de-
velopment of the complementary relationships and the defi-
nitions of various terms are discussed in detail by Brutsaert
and Stricker (1979), Granger and Gray (1989), Lhomme and
Guilioni (2006), McMahon et al. (2013), Morton (1983) and
Pettijohn and Salvucci (2009). The three definitions of ET
are related as

ET = 2ETW− ETP, (1)

where ET, ETW and ETP are in millimeters per month
(mm month−1). Equation (1), which is the Bouchet original
expression, indicates that an increase in ET is accompanied
by an equivalent decrease of ETP; i.e.,δET= −δETP. In
other words, as the surface dries, actual ET decreases caus-
ing a reduction in humidity and an increase in temperature of
the surrounding air, and as a result ETP will increase. Once
ETP and ETW are estimated, ET is subsequently derived.

In the literature, the complementarity relationship between
ET and ETP shown in Eq. (1) is of controversy among
scientists who claimed that many inherent assumptions of
Bouchet’s theory lack sufficient evidence (Granger, 1989;
Lhomme and Guilioni, 2006). Recently, there have been sev-
eral attempts to improve the complementary relationship and
its predictive power of different ET definitions (see Brutsaert
and Stricker, 1979; Granger and Gray, 1989; Morton, 1983).
Han et al. (2012) developed a nonlinear approach to the com-
plementary relationship but the results require further study
and verification. Yet, Lhomme and Guilioni (2010) proposed
a different model that can describe the complex relation-
ship between ET and ETP based on the convective boundary
layer.

2.2 CRAE method

ETP is estimated by solving the energy balance and vapor
transfer equations iteratively (Morton, 1983). ETP is calcu-
lated by solving at equilibrium temperature (TP in ◦C) at
which the energy balance and vapor transfer equations for
a moist surface are equivalent. The procedure describing the
iterative solution is given by Morton (1983, Appendix C).
The energy balance equation to estimate ETP is given as

ETP= RT − λfT (TP− T ), (2)

where RT is net radiation for soil-plant surfaces
(mm month−1) at air temperatureT (◦C), λ is the heat
transfer coefficient (mbar◦C) andfT is the vapor transfer
coefficient (mm month−1 mbar−1). To estimate ETW in
Eq. (4), net radiation for soil-plant surfaces atTP (RTP) is

first computed using Eq. (3).

RTP = ETP+ γfT (TP− T ), (3)

ETW = b1 + b2(1+ γ /1P)−1RTP, (4)

whereγ is the psychrometric constant (mbar◦C−1), b1 is a
constant representing advection energy,b2 is a constant and
1P is the rate of change of saturation vapor pressure withT

atTP (mbar◦C−1). Constantsb1 andb2 were calibrated using
climatic data from arid regions in North America and Africa
(Morton, 1983). ETP from Eq. (2) and ETW from Eq. (4) are
used in Eq. (1) to calculate ET of the CRAE method.

2.3 AA method

In the AA method, Penman’s (1948) equation (ETPEN) is
used to estimate ETP as shown in Eqs. (5) and (6).

ETPEN =
1

γ + 1
(Rn − Gsoil) +

γ

γ + 1
Ea , (5)

Ea = 10.6× (β + 0.54U)(es− ea), (6)

where1 is rate of change of saturation vapor pressure with
T (mbar◦C−1), Rn is net radiation (mm month−1), Gsoil
is soil heat flux (mm month−1), Ea is drying power of air
(mm month−1), β is a constant and usually equals to 1.0,U

is wind speed at 2 m above ground level (m s−1), es is satu-
ration vapor pressure atT (mm Hg) andea is vapor pressure
of air (mm Hg). In the wind formulation of Penman (1956),
β was updated to 0.5. Although both wind function formulae
(whenβ = 1 or 0.5) are widely used in hydrology, Penman
preferred aβ value of 1 (see Brutsaert and Stricker, 1979;
McMahon et al., 2013). Brutsaert and Stricker (1979) men-
tioned that their method is insensitive to the wind function.
The first term of Eq. (5) is called equilibrium ET and the
second is aerodynamic ET that is generated by large-scale
advection effects (see Hobbins et al., 2001). When advection
is minimal, the interactions of atmosphere with the soil-plant
system will be completely developed and an equilibrium con-
dition is approached (Brutsaert and Stricker, 1979).

ETW of the AA method is calculated using ETPT of Priest-
ley and Taylor (1972) in which minimal advection is assumed
and given by Eq. (7).

ETPT = α
1

γ + 1
(Rn − Gsoil), (7)

whereα is a coefficient that typically equals to 1.26 or 1.28
(Priestley and Taylor, 1972). The AA method in this study
used the valuesα of 1.28 andβ of 1. ETP from Eq. (5) and
ETW from Eq. (7) are used in Eq. (1) to calculate ET of the
AA method.

2.4 GG method

The complementary relationship given in Eq. (1) is primar-
ily used by the CRAE and AA methods. In the GG method,
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Granger and Gray (1989) used a modified version as shown
in Eq. (8).

ET = (1+
γ

1
)ETW−

γ

1
ETP (8)

Equation (8) is reduced to Eq. (1) only whenγ = 1. In this
method, two new concepts were proposed and empirically
correlated together; relative drying power (D) and relative
evaporation (G) shown in Eqs. (9) and (10), respectively.

D =
Ea

Ea+ (Rn − Gsoil)
, (9)

G =
ET

ETP
, (10)

whereD indicates surface dryness, i.e.,D becomes larger as
the surface becomes drier.G is ET that occurs under similar
wind and humidity conditions from a saturated surface at the
actual temperature (Granger and Gray, 1989).

In the original work,G was defined asG1 through Eq. (11)
where this equation was empirically derived using data from
two stations in a semiarid region of Western Canada. Granger
and Gray (1989) mentioned thatG1 is independent of land
use.

G1 =
1

c1 + c2ec
3
D

, (11)

where c1 = 1.0, c2 = 0.028 and c3 = 8.045. In the GG
method, the selection of the function to calculate relative
evaporation (G) has great impact on the actual ET estimates
and any modification to this empirical formula may be sig-
nificant in improving the predictability of the GG method. In
essence, there is more research required in this effort. Thus,
Eq. (11) was later modified by Granger (1998) to account for
different surface conditions as shown in Eq. (12).

G2 =
1

c4 + c5ec6D
+ c7D, (12)

where c4 = 0.793, c5 = 0.2, c6 = 4.902 and c7 = 0.006.
ThereforeG in Eq. (10) can be substituted byG1 of Eq. (11)
or G2 of Eq. (12).

ETW required to solve Eq. (8) is obtained from Eq. (5),
used earlier in the AA model. ThereafterG1 is used in
Eq. (10) together with Eq. (9) to solve for ET in Eq. (8). The
final equation describing ET in the GG method is therefore
given as

ET =
1G

γ + 1G
(Rn − Gsoil) +

γG

γ + 1G
Ea , (13)

where ET,Rn, Gsoil and Ea are in millimeters per month.
Although the CRAE, AA and GG methods enable the di-
rect prediction of ET without the need for surface parameters
(temperature and vapor pressure), but the GG method is the
only method that does not require a prior estimate of ETP
(Granger, 1989).
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Figure 2. Map showing the locations of the 34 EC sites with measured ET flux data.8 Figure 2. Map showing the locations of the 34 EC sites with mea-
sured ET flux data.

2.5 Alternative method (ASCE)

In the popular ASCE (American Society of Civil Engineers)
method (Allen et al., 2005), input data to calculate net ra-
diation (RASCE) are similar to those of the CRAE method.
More specifically, the ASCE method requires minimum and
maximum temperature data, which sometimes are not avail-
able. In such a case the procedure described by Allen et
al. (2005, Eq. E.5) is followed. One major difference be-
tween the CRAE and ASCE methods is the albedo calcu-
lation. In the former, albedo is calculated using a set of equa-
tions whereas albedo is fixed at 0.23 in the latter. The ASCE
method also requires wind speed measurements to calculate
ETP while estimating crop ET requires detailed informa-
tion of land cover/land use, crops, cropping pattern and the
growing cycle. The ASCE method is specifically utilized in
this study to compareRASCE with RT andRTP. The ASCE
method is also used to calculateGsoil using monthly averages
of temperature data.

3 Measured flux and meteorological data

3.1 Sites of EC data

In this study 34 global sites were selected with measured me-
teorological and flux data and these sites are distributed as
follows: 17 from AmeriFlux sites, 11 from EuroFlux sites,
5 from AsiaFlux sites and 1 CarboAfrica site (see Fig. 2).
Unfortunately, efforts to obtain data from other sites in Car-
boAfrica have not been successful. The selection of the 34
sites was based on data availability and climatic variabil-
ity. The details of the sites and data collected are shown in
Table 1 and Fig. 2.

The reason to select 34 sites is that prior studies have typ-
ically used a smaller number of sites and in most cases un-
der similar climatic conditions. By using a variety of global
sites in contrasting physical and climatic conditions with
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Table 1.Characteristics of the 34 EC sites with measured ET data used in the study.

Data
# Site Country Lat Long Height availability ETEC, mm month−1 AIM Land cover

from-to
◦ ◦ m (# months) min mean max mm◦C−1

Very humid

1 Takayama Japan 36.1 137.4 25 06–07 (24) 9.4 44.4 91.7 83.2 Deciduous forest
2 Walker Branch, TN USA 36 −84.3 44 95–98 (48) 10.5 47.4 116.2 76.5 Deciduous forest
3 Qinghai China 37.6 101.3 2.2 02–04 (36) 1.6 36.2 110.5 68.3 Alpine meadow
4 Palangkaraya Indonesia 2.3 114 41.3 02–05 (47) 82.4 134.3 164 61.5 Tropical forest
5 Harvard Forest, MA USA 42.5 −72.2 30 92–99 (96) 5.1 37.5 108.4 61.2 Mixed forest
6 Flakaliden Sweden 64.2 19.8 15 96–98 (31)−0.1 23 63.4 51.5 Coniferous forest
7 Bondville, IL USA 40 −88.3 10 97–06 (120) 1.7 50.1 135.4 49.6 Cropland
8 Goodwin Creek, MS USA 34.3 −89.9 4 03–06 (48) 2.4 55.5 138.7 47.9 Cropland/natural
9 Tharandt Germany 51 13.6 42 96–99 (42) 6.5 39.2 95.9 47.1 Evergreen forest
10 Sarrebourg France 48.7 7.1 22 96–99 (32)−0.1 32.8 102.3 42.7 Deciduous forest
11 Kennedy Oak, FL USA 28.6 −80.7 18 02–06 (48) 6 49.1 120.3 40.4 Woody savanna
12 Loobos Netherland 52.2 5.7 24 96–98 (30) 7.4 32.4 63.1 39.7 Evergreen forest
13 Sakaerat Thailand 14.5 101.9 45 01–03 (32) 37.7 63.8 109.5 36.8 Tropical forest

Humid

14 Norunda Sweden 60.1 17.5 103 96–98 (29) 1.3 30.9 80.8 34 Evergreen forest
15 Fort Peck, MT USA 48.3 −105.1 4 00–06 (84) 1.3 26 164 33 Grassland
16 Freeman, TX USA 29.9 −98 3 05–08 (48) 6 49.1 120.3 30.9 Grassland
17 Little Washita, OK USA 35 −98 3 96–98 (32) 8.9 41.6 104.4 30.7 Grassland
18 Mehrstedt 2 Germany 51.3 10.7 n/a 04–06 (34) 0 27 95.3 29.6 Grassland

Subhumid

19 Evora Portugal 38.5 −8 28 05–05 (12) −0.3 13.7 34.8 26.2 Savanna
20 Mauzac France 43.4 1.3 3.5 05–07 (34) 8.3 37.2 91.4 25.5 Grassland

Mediterranean

21 Bugac Hungary 46.7 19.6 4 02–08 (72) 2.3 37.5 103.9 23.8 Cropland
22 Metolius, OR USA 44.3 −121.6 12 04–08 (60) 2.3 30.3 71 22.8 Evergreen forest
23 Tonzi Ranch, CA USA 38.4 −121 23 01–09 (80) 1.4 29.8 95.5 21 Woody savanna
24 Vaira Ranch, CA USA 38.4 −121 2 01–09 (108) −5.1 25.1 88 21 Woody savanna

Semiarid

25 Kherlenbayan Mongolia 47.2 108.7 3.5 03–10 (68)−2.3 10.5 50.8 17.5 Grassland
26 Llano de los Juanes Spain 36.9 −2.8 2.8 05–05 (12) 7.2 18.7 36.7 15.4 Closed shrubland
27 Audubon, AZ USA 31.6 −110.5 4 02–09 (87) 2 24.4 92.5 13.5 Open shrubland
28 Kendall, AZ USA 31.7 −109.9 6.4 04–09 (68) 2.2 20.2 72.4 13.2 Grassland
29 Santa Rita, AZ USA 31.8 −110.9 6.4 04–07 (48) 4.3 26 91.1 10.7 Open shrubland

Arid

30 Corral Pocket, UT USA 38.1 −109.4 1.9 01–07 (39) 4.6 14.8 33.3 9.8 Grassland
31 Sevilleta grass, NM USA 34.4 −106.7 3 07–08 (19) 4.5 22.2 69.7 9 Grassland
32 Sevilleta shrub, NM USA 34.3 −106.7 3 07–08 (24) 3.3 23.5 74.7 9 Grassland
33 Demokeya Sudan 13.3 30.5 12 97–98 (17) 6.1 38.1 106.3 8.9 Grassland
34 Yatir Israel 31.3 35.1 14 01–09 (48) 5.7 17.8 57.3 8.6 Open shrubland

measured ET data, we will demonstrate the validity of the
proposed complementary method in different land use/land
class categories. While there are other global EC sites, these
sites could not be considered due to the lack of diversity of
land classes and climatic conditions required in this study.
As mentioned earlier, data accessibility was also an issue in
some cases.

To classify the climatic conditions prevailing at each site, a
simple aridity index developed by De Martonne (1925), AIM
(in mm◦C−1), is chosen and given as

AIM =
Pann

Tann+ 10
(14)
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where Pann is average annual precipitation in millimeters
and Tann is average annualT in degrees Celsius. Un-
like other aridity indices, AIM indicates the availability of
both water and energy from readily available data. In ef-
fect, the sites were sorted to the following climatic classes;
very humid (AIM ≥ 35), humid (28≤ AIM < 35), subhumid
(24≤ AIM < 28), Mediterranean (20≤ AIM < 24), semiarid
(10≤ AIM < 20) and arid (AIM < 10).

As shown in Table 1, the 34 sites have different geo-
graphic and climatic conditions. The data set consists of 1657
monthly measurements across the 34 sites. ThePann values
range from 196 mm at site 25 to 2231 mm at site 4, andTann
varies between−1.7◦C at site 3 and 26.3◦C at site 4. It is no-
ticed that many sites fall within the very humid climatic class.
The surface conditions also differ considerably from grass-
lands to forests. Data are available from 12 to 120 months
from 1992 to 2010. At site 1, for example, data from 24
months are available in 2006 and 2007, while at site 4 there
are no ET data in April 2003. Therefore, the total number of
months included in the calculations from 2002 to 2005 is 47
instead of 48.

The EC tower heights vary from 2 m at site 24 to 103 m at
site 14 with a median value of 10 m at site 7 and an average
value of 17.1 m. The EC tower height reflects the vertical flux
footprint that usually indicates the upwind area captured by
the instruments mounted on the tower. Starting from very hu-
mid, humid, subhumid, Mediterranean, semiarid to arid cli-
matic classes, the average EC tower heights are 24.8, 28.2,
15.8, 10.2, 4.6 and 6.8 m, respectively. It is no surprise that
the tower heights are highest in the very humid sites where
the land cover is dominated by forests of high canopy alti-
tudes. However, low tower heights are required for arid and
semiarid sites naturally characterized by grassland or shrub-
land covers. The high range of EC tower heights explains
the suitability of selecting these particular 34 EC sites that
have flux footprints of the scale of the complementary meth-
ods. This observation may lead to the conclusion that a per-
fect correlation between the EC and complementary methods
may exist.

Compared to the lowest average-ETEC flux
(10.5 mm month−1) that occurs at site 25, site 4 has
the maximum of 134.3 mm month−1. It is observed that site
4 has the highest ETEC fluxes across the 34 sites because
the site is located in tropical peat swamp forests where soil
moisture is relatively high throughout the year (Hirano et al.,
2005) and the site is also exposed to high energy demands.
In general, the wide ranges of ETEC fluxes and AIM values
reflect the diversity of hydrologic and climatic conditions
present in this study.

3.2 Measured flux data from EC systems

In comparison to finer-resolution data, collecting data at
a monthly scale is easier in rural and sparse areas, less
problematic when data quality is poor and more appropri-

ate for regional-scale studies. Thompson et al. (2011) ex-
amined model performance using different timescales from
half hourly to interannual and found that a monthly time
step is preferable. Data in this study were directly down-
loaded from its regional network website and sometimes ob-
tained (or complemented) through personal communications.
In cases where monthly data were not readily available, aver-
age monthly data were aggregated from finer-time-resolution
data, e.g., daily or hourly. To keep minimal changes to the in-
put data, only months of available data (50 % or more) were
considered in the analysis.

Input data requirements are often the driver to select a spe-
cific method to estimate ET. Even in rural regions where data
limitations are common, data to calculateRn with the CRAE
method (Morton, 1983) only requires monthly averages of
temperature, humidity (or dew-point temperature) and sun-
shine hours (or solar radiation). Again, the CRAE method
calculates two types ofRn, RT andRTP, at the same time. It is
obvious that the CRAE method can also estimate ETP, ETW
and ET using the same data. However, both AA and GG
methods, similar to any classical method, need wind speed
measurements to calculate ET (see Eq. 6).

The performance indicators used to assess the model pre-
dictions are root mean square error (RMSE), mean absolute
bias (BIAS) and coefficient of determination (R2). As the
number of sites is large, the BIAS, which indicates the dis-
parity of predicted and measured ET, is preferred over the
mean bias value itself because negative values of mean bias
cannot cancel positive values.

4 Model development and results

The approach used here is a systematic model sensitivity
analysis across the three existing complementary methods
to identify the major model components contributing to pre-
dicting ET compared to the EC observations. The findings
from each step of the sensitivity analysis is later used to pro-
pose a universal model that is calibration-free and capable
of predicting ET (or total water loss) independent of land
cover/use. The proposed approach can be divided into four
stages: (1) first, the three original complementary methods
are applied across all 34 sites to identify the relative accu-
racy of each method, (2) using the results obtained from the
first stage, a set of model variations representing the different
model structures will be developed, (3) next the model varia-
tions with acceptable results will be selected for further anal-
ysis, and, finally, (4) a statistical analysis will be conducted to
differentiate between the final model(s) to identify a univer-
sal model capable of predicting ET across all sites without
calibration. To further test the proposed model, the results
of this study will be compared with the results of recently
published ET studies.
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Table 2. Average values of RMSE, BIAS andR2 of actual ET estimates from the different complementary methods, CRAE, AA and GG,
for each climatic class.

Climatic class
RMSE (mm month−1) BIAS (mm month−1) R2

CRAE AA GG CRAE AA GG CRAE AA GG

Very humid 27.6 29.0 22.6 15.8 12.2 10.6 0.73 0.71 0.73
Humid 31.2 35.2 27.1 19.2 16.5 14.3 0.77 0.73 0.75
Subhumid 46.6 54.7 45.0 31.9 28.7 26.5 0.39 0.33 0.41
Mediterranean 35.3 58.1 47.4 18.6 28.8 25.3 0.51 0.42 0.45
Semiarid 16.6 18.9 22.1 9.6 8.4 13.3 0.56 0.61 0.41
Arid 22.4 31.9 29.5 9.4 14.4 19.5 0.53 0.54 0.42

All classes 27.8 33.8 28.4 15.7 15.5 15.5 0.64 0.61 0.59

4.1 Comparison between original complementary
methods

The ET estimates computed using the three original comple-
mentary methods were compared to the measurements from
the EC sites (ETEC) and the results are given in Table 2. It
is no surprise that the subhumid climatic class has the poor-
est performance as there are only two sites in this class of
which site 19 has the poorest values of RMSE, BIAS andR2.
For the CRAE method, the sites with arid climates have the
lowest RMSE and BIAS values and sites with wet (very hu-
mid and humid) climates have the highestR2 values. The AA
method was developed for a watershed experiencing severe
drought and, therefore, this method is expected to outperform
the other two methods in arid climates. Hobbins et al. (2001)
evaluated the CRAE and AA methods across 120 basins in
the United States. They found that as aridity increases, the
CRAE method tends to overestimate ET and the AA method
tends to underestimate ET. Xu and Singh (2005) evaluated
three sites of diverse climates and found that the predictive
power of the methods increases with humidity. This con-
clusion contradicts the results in Table 2 as the CRAE and
AA methods perform best in arid climates. In general, the
three methods work relatively well under extreme climatic
conditions, either arid or humid. Also the predictions of the
GG method are slightly better in humid climates than arid as
found by Xu and Singh (2005). Overall, the CRAE method
is the best according to RMSE andR2 while the GG method
has the lowest BIAS. Still, the computed ET estimates are
not close enough to the ETEC measurements indicating that
there is a need for improvements to the existing methods.

4.2 Development of alternative model variations

The prior estimates of ET are highly dependent onRn. Net
radiation computed by Morton (1983) is denoted asRT ,
which is net radiation atT while RTP is net radiation atTP.
Net radiation from Allen et al. (2005) is denoted asRASCE.
When compared to theRn measurements from the EC sites,
the three estimates of net radiation perform better as humid-

ity increases. Although detailed results are not shown here,
the averageR2 values ofRT andRASCE estimates range from
88 to 98 % and from 92 to 98 %, respectively. WhileRASCE
is the overall best estimator ofRn, RT performs better in arid
and semiarid regions. The results of this analysis clearly in-
dicate that the net radiation prediction is dependent on the
climatic class and therefore, any improvements should con-
sider climate dependency.

Selecting the correct equations to calculate ETP, ETW and
even ET may significantly influence the accuracy of the net
radiation estimates. This work used the original model equa-
tions of the CRAE, AA and GG methods in different ways.
This study is not meant to explore all possible relationships
between ETP and ETW; instead the focus here is develop-
ing a reliable predictive model of actual ET that is applicable
under a variety of climatic and physical conditions. There-
fore, the relationships and model equations of the original
methods were used here in a manner to preserve the physical
processes controlling ET. Similarly, there are two formulae
to describe the complementary relationship, namely Eqs. (1)
and (8). It is true that there may be other possible formulae to
simulate the complementary relationship between ET, ETW
and ETP. The drawback of these approaches is the need for
calibration for which the revised model will be applicable for
a given site or region. This condition is against the original
purpose of this study that attempts to develop a model that
is widely applicable for many different climatic and physical
conditions.

In stage 2, different combinations of model formulations
are considered to develop a set of alternative model varia-
tions that may be better than the original methods. For in-
stance, these alternative model variations can decide ifRT

is a better estimator of net radiation compared toRASCE or
not. Similarly another question is if the complementary re-
lationships are adequately presented by Eq. (1) or Eq. (8) or
if a different formulation is needed. In selecting these dif-
ferent alternative model variations, the criteria for the sensi-
tivity analysis used are the method to calculateRn, the rep-
resentation of the complementary relationship, the value of
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Table 3. Details of the 17 model variations developed based on the complementary relationships and the three original complementary
methods (CR, complementary relationship).

Criteria Rn CR α β G

Equation 1 8 11 12

Value RT RASCE 1.26 1.28 0.5 1.0

CRAE
√ √

CRAE1
√ √

CRAE2
√ √

CRAE3
√ √

AA
√ √ √ √

AA1
√ √ √ √

AA2
√ √ √ √

AA3
√ √ √ √

AA4
√ √ √ √

AA5
√ √ √ √

AA6
√ √ √ √

AA7
√ √ √ √

GG
√ √ √ √

GG1
√ √ √ √

GG2
√ √ √ √

GG3
√ √ √ √

GG4
√ √ √ √

GG5
√ √ √ √

GG6
√ √ √ √

GG7
√ √ √ √

α in the ETPT equation, the value ofβ in the wind function
of the ETPEN equation and the relative evaporation function
(G) of the GG method. After studying the model structure of
each complementary method, 17 different alternative model
variations are proposed in Table 3 for subsequent analysis.
As discussed earlier, this is a systematic parameter sensitiv-
ity exercise to identify the best alternative model variation.
Although more model variations are possible, the 17 listed
alternative model variations are adequate at this stage. For
example, the AA and GG methods have four criteria each
(Rn, complementary relationships,α and β) producing 16
model variations. An important consideration in the develop-
ment of these model variations is the conclusions of others.
For instance, Hobbins et al. (2001) found that changes to the
AA method did not necessarily produce superior results, es-
pecially by perturbingβ (see Brutsaert and Stricker, 1979).

The ET estimates produced by these 17 alternative model
variations across the 34 sites were compared to the EC mea-
surements and the results are shown in Fig. 3. It should
be noted that Fig. 3 shows the anomalies from the original
method for each model variation. In effect, the results are
considered to show improvements if the anomaly of RMSE
is negative. The same trend is valid for BIAS but opposite for
R2. It is observed that none of the CRAE- or AA-based alter-
native model variations improved RMSE and BIAS. Among
the CRAE-based model variations, CRAE2 has the minimum

deterioration of RMSE and BIAS while showing some im-
provement ofR2. A similar behavior is noticed with AA4
of the AA-based model variations. However, the GG-based
model variations have obvious improvements across all three
metrics. GG1, GG3, GG5 and GG7 model variations showed
improved RMSE and BIAS values when compared with the
original GG method. The only common feature among these
four GG model variations is Eq. (1) representing the comple-
mentary relationship and not Eq. (8), which was used by the
original GG method. This observation indicates that Eq. (1)
is superior in representing the complementary relationships
between ET, ETW and ETP. The deterioration of results in
the GG-based model variations is deemed minor when com-
pared to other model variations. The conclusion from stage
2 is that these GG model variations perform better than the
CRAE and AA model variations.

Although ETP is usually given under saturated conditions
in the equation of Penman (1948) as shown in the original
AA method, the definition of ETW still has some ambiguity
(Lhomme and Guilioni, 2006). One important difference of
the original GG method compared to the other two methods
is the equation describing ETW. ETW of the original CRAE
and AA methods is derived from the ETPT equation (Eq.7)
while the original GG method uses the ETPEN equation or
Eq. (5) (Brutsaert and Stricker, 1979; Granger and Gray,
1989; Morton, 1983). Given this departure of the GG model
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Figure 3. Anomalies of RMSE, BIAS andR2 values for 17 model
variations across the 34 sites. Here anomalies are computed based
on the values computed with each corresponding complementary
method.

from others, we further studied the GG model variations
based on the model describing ETW. Accordingly, another
set of alternative model variations from the GG model is pos-
sible. These variations consist of 16 models (GG8 through
GG23) and the details are given in Table 4. In these vari-
ations,β is no longer changed whileα in the ETPT equa-
tion will be changed. ETW in all these variations will use the
Priestley–Taylor equation (Table 4). In total, 24 GG model
variations (GG1–GG23 from Tables 3 and 4) are now con-
sidered for the next stage.

4.3 Selection of best performing GG model variation

For the purpose of selecting the best GG model variation(s),
each model from the latest 24 was run and the results were
compared with EC observations (see Table 5). The perfor-
mance metrics were used to identify the best GG model vari-
ation in each climatic and performance metric combination
and the results are shown in Table 5. For example, GG3 was
the best for RMSE, GG1 for BIAS and GG17 and GG23 for
R2 in the very humid class. In essence, 11 GG model varia-
tions became eligible from the 24 selected earlier from stage
2. It is also observed that GG20 is the best for six combina-
tions of performance metric and climatic class combinations.
In contrast, GG3 is the best only in RMSE for the very humid
class. GG1, GG3, GG11 and GG13 are the best models each
for one combination of metric and climatic class combina-
tion only. Therefore these GG model variations were rejected
and the remaining seven (GG7, GG14, GG17, GG18, GG20,
GG22 and GG23) were selected for further consideration.

There are other key observations made from the prior anal-
ysis. First, the original GG method uses the complementary
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Figure 4. Boxplots of RMSE, BIAS, and R
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Figure 4. Box plots of RMSE, BIAS andR2 metrics of the seven
promising model variations for the simplified climatic classes.

relationship given by Eq. (8) (Granger, 1989), yet, five of
the seven promising model variations selected earlier uses
Eq. (1). In essence, this observation suggests that Eq. (1) is
better in capturing the variability of ET compared to Eq. (8).
Second, six of these seven promising GG model variations
use the ETPT equation to calculate ETW. Third, a compari-
son betweenRT andRASCEshows that six of these promising
GG model variations useRASCE to denote net radiation that
supports the conclusion drawn earlier. Fourth, five of these
GG model variations use Eq. (12) to calculateG. Lastly,
changing the value ofα in the ETPT equation and varying
the equation describingG did not alter the results.

The next step of the analysis will be to identify the best
model variation of the seven selected earlier. Before proceed-
ing to the next step, the six climatic classes are simplified
to represent climatic variability using three simple classes;
wet (from original very humid and humid), moderate (from
original subhumid and Mediterranean) and dry (from original
semiarid and arid). This revision shall not affect the results
and will make the analyses and conclusions simple. Using
these new definitions, the original 34 global sites are now re-
allocated as 18, 6 and 10 into wet, moderate and arid classes,
respectively.

Figure 4 shows the results of performance metrics to these
seven models using the simplified climatic classes of wet,
moderate and dry. For all climatic classes, GG17 has the
highest RMSE and GG7 has the highest BIAS values. GG7
performs well only in the wet climatic class, while it per-
forms poor in the moderate and dry classes. The GG17 and
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Table 4.Sixteen GG-based model variations developed given that ETW is calculated using the ETPT equation.

Criteria Rn CR α G

Equation 1 8 11 12

Value RT RASCE 1.26 1.28

GG8
√ √ √ √

GG9
√ √ √ √

GG10
√ √ √ √

GG11
√ √ √ √

GG12
√ √ √ √

GG13
√ √ √ √

GG14
√ √ √ √

GG15
√ √ √ √

GG16
√ √ √ √

GG17
√ √ √ √

GG18
√ √ √ √

GG19
√ √ √ √

GG20
√ √ √ √

GG21
√ √ √ √

GG22
√ √ √ √

GG23
√ √ √ √

Table 5.Results of the performance of different models in a given climatic class described through the best values of RMSE, BIAS andR2.

Metric
Climatic class

All classes
Very humid Humid Subhumid Mediterranean Semiarid Arid

RMSE GG3 GG7 GG22 GG22 GG20 GG20 GG22
BIAS GG1 GG7 GG20 GG22 GG14 GG14 GG18
R2

GG17 & GG23
GG11 GG18 GG18 GG17 GG18 GG18

& GG13 & GG20 & GG20 & GG23 & GG20 & GG20

GG23 model variations have identical behaviors since these
differ in theα value only. Both models fail in the moderate
climatic class. It is also noticed that GG14 does not simulate
ET well in the moderate climatic class.

Overall, GG22 has the lowest median and average val-
ues of RMSE that are 16.20 and 20.23 mm month−1, respec-
tively. These results indicate that GG22 has the potential to
be the best model variation. Based on BIAS for all sites, the
lowest average value is 10.55 mm month−1 for GG18, while
the lowest median value is 7.45 mm month−1 for GG20.
Comparing the three model variations, both GG18 and GG20
have sameR2 of 0.64 and GG22 produced 0.62. It is there-
fore reasonable to state that GG18, GG20 and GG22 are the
best GG model variations for further consideration.

There is no evidence to suggest that a specific model vari-
ation from these three models is superior in a particular cli-
matic class. The climatic class with poorest performance is
the moderate class. The reason may be the low number of
sites in this class and therefore extreme values such as those
of site 24 can dramatically influence the results. In the mod-
erate climatic class, GG22 has the lowest average RMSE and

BIAS, however, GG18 and GG20 share the highest average
R2. It is also noted that all three model variations have the
following similarities; net radiation is calculated byRASCE,
the complementary relationship is represented by Eq. (1) and
the ETW is computed by Eq. (7).

The performance metrics (RMSE, BIAS andR2) for
the three model variations can be compared with uncer-
tainty associated with observed EC-based fluxes to assess
the overall accuracy of the methods. For example, Mauder
et al. (2007) showed that RMSE and bias of LE sensors nor-
mally range from 38 to 61 mm month−1 and from−29 to
30 mm month−1, respectively. In another study, it was found
that EC data are comparable to weighing lysimeter ET mea-
surements (Castellvi and Snyder, 2010) when the RMSE was
26 mm month−1 andR2 was 0.98. These results indicate the
high efficiency of the three model variations, namely GG18,
GG20 and GG22, in predicting the actual ET.
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4.4 Statistical analysis

The applicability of the three GG model variations, GG18,
GG20 and GG22, is further investigated using the analysis of
variance (ANOVA) to assess if these three models are sim-
ilar or not (Berthouex and Brown, 2002). The ANOVA test
was used on the time series consisting of 1657 estimates of
ET from each model variation and measured ETEC. The av-
erage values of ET across the 34 sites are 35.9, 33.8, 33.2
and 32.0 mm month−1, for GG18, GG20, GG22 and mea-
sured data, respectively. There is a tendency to underestimate
average ET by all three model variations. The reason may be
the similarity in structure of the three GG model variations.
The ANOVA F test statistic (FV 1,V 2,1−CI) was computed for
the four time series (three GG model variations simulated and
ETEC observations) at 95 % confidence level (V 1 is number
of models minus 1,V 2 is number of measurements minus
the number of models, and CI is the confidence interval) and
compared to that of theF test of ANOVA. Simply, if theF

test is smaller, methods are alike. In this case,F3,1653,0.05
is found to be 2.60 (Berthouex and Brown, 2002, Table C
in Appendix) while theF test is 4.58. Therefore, it is obvi-
ous at 95 % confidence, the averages of the four time series
are not equal; however, the test cannot identify which model
variation is different compared to the others.

For this purpose, Dunnet’s method (Berthouex and Brown,
2002) was used to compare the three GG model variations
to the measured ETEC fluxes. Dunnet’s method has the ad-
vantage to answer two questions: a confidence interval in
which average values are alike and the direction of the dif-
ference. The results of Dunnet’s method showed that at 95 %
confidence interval, the average ET is between 32.3 and
39.4 mm month−1. In other words, GG22 is statistically dif-
ferent while the difference in each of the other two model
variations is likely to be insignificant. Figure 5 shows the av-
erage ET estimates across 33 sites according to the climatic
class. At site 4, none of the models can simulate the elevated
ET fluxes measured. In general, GG22 underestimates ET as
humidity increases. However, the scatter of data around the
1:1 line for most climatic classes is more pronounced with
GG18 and GG20. The similarity between GG18 and GG20
is visible because the only difference between the two models
is α in the ETPT equation that does not influence the results.
In fact, GG18 has two advantages over the other two model
variations: it has the closest average ET value to that of the
ETEC fluxes and closest to the 1:1 line (see Fig. 5). Hence,
GG18 is deemed to be the best from the seven promising GG
model variations.

In Fig. 6, the performance metrics of GG18 are shown for
each site in the three climatic classes. TheR2 values have a
minor increasing trend with humidity. TheR2 values at sites
of the wet climatic class mostly lie above the average value
and vice versa for the dry climatic class. There is no such
trend with RMSE and BIAS. However, the RMSE and BIAS
values at most sites of the dry climatic class are below the
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Figure 5. Scatter plots of average ET estimates (mm/month) for GG18, GG20, and GG22 model variations in 17 
comparison to measured ETEC fluxes from 33 sites (all except site 4) in the wet (triangle), moderate (circle), and dry 18 
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Figure 5. Scatter plots of average ET estimates (mm month−1) for
GG18, GG20 and GG22 model variations in comparison to mea-
sured ETEC fluxes from 33 sites (all except site 4) in the wet (trian-
gle), moderate (circle) and dry (square) climatic classes.

average value. Again, it is emphasized that site 4 has spe-
cific data issues that have to be further inspected. Generally,
Fig. 6 demonstrates that GG18 is consistently predicting ET
across these 34 sites that have diverse climatic and physical
conditions. It also indicates that there is no evidence that the
flux footprint (EC tower height) plays a major role or directly
impacts the accuracy of the results.

The averageR2 values of GG18 over the wet, moderate
and dry classes are 0.72, 0.61 and 0.52, respectively. Since
the ET fluxes differ between the wet and dry climates, the
absolute values of RMSE may not be simply compared to
each other. Instead, the RMSE value at each site is divided
by the average ETEC value shown in Table 1 such that the
relative RMSE is computed and compared across all sites.
The values of relative RMSE for GG18 range from 0.23 at
site 11 to 1.59 at site 34 with an average of 0.69.

4.5 Comparison with recent studies

In this section, the results of the proposed modified com-
plementary method, specifically GG18, are compared to the
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Figure 6. RMSE, BIAS andR2 of the GG18 model variation at
each site in the wet (triangle), moderate (circle) and dry (square)
climatic classes and the dashed lines indicate the average values.

Figure 7. Schematic showing the structure of the proposed GG18
model.

results from recently published studies using the classical
methods and original complementary methods.

Suleiman and Crago (2004) estimated hourly ET us-
ing radiometric surface temperatures in two grassland sites
in Oklahoma and Kansas and validated using EC data.
The results showed the RMSE values ranging from 32 to
53 mm month−1 while R2 varied between 0.78 and 0.94. Mu
et al. (2007) used data from 19 AmeriFlux EC sites to vali-
date the estimates of a remotely sensed ET using a revised
Penman–Monteith equation. The average RMSE, bias and
R2 were 29 mm month−1, −6 mm month−1 and 0.76, respec-
tively. When used with 46 AmeriFlux sites (Mu et al., 2011),
the results showed average RMSE, absolute bias andR2

of 26 mm month−1, 10 mm month−1 and 0.65, respectively.
Kuske (2009) estimated ET using Penman–Monteith and
Priestley–Taylor equations and compared estimates to EC
data. Both models were significantly overestimating the high
ET fluxes and slightly underestimating the low ET fluxes.

Thompson et al. (2011) tested ET “null” model that couples
the Penman–Monteith equation to a soil moisture model at 14
AmeriFlux sites from which 8 sites are used in the present
study. RMSE varied between 56 and 208 mm month−1 and
therefore, changes were made to further improve the model
to produce RMSEs of 34–175 mm month−1.

However, complementary methods to predict ET have
not been extensively compared with EC-based ET measure-
ments. With the exception of Ali and Mawdsley (1987), re-
searchers have recently started paying attention to the com-
plementary methods. A monthly ET map using a modified
Morton method was produced using MODIS imagery for
Hungary (Szilagyi and Kovacs, 2010) and verified using
three EC sites. At two sites,R2 values were 0.79 and 0.80
and bias ranged between−19 and 21 mm month−1. At the
third site, however, the authors found a difference of 44 %
with the EC measurements due to physical conditions at
that particular EC tower (see Szilagyi and Kovacs, 2010).
Shifa (2011) examined the wind function of the AA model
using data under wet and dry conditions. With the origi-
nal AA method, RMSE was 17 and 29 mm month−1 for the
wet and dry conditions, respectively. The author found that
the AA method performs best using calibrated wind func-
tion coefficients under wet conditions in which RMSE and
R2 were 12 mm month−1 and 0.7, respectively. Huntington et
al. (2011) tested the AA method using data from arid shrub-
lands at five EC sites in eastern Nevada. It was found that
RMSE,R2 and percent bias were 13 mm month−1, 0.77 and
18 %, respectively. RMSE,R2 and percent bias of a modi-
fied AA method were 11 mm month−1, 0.71 and 1 %, respec-
tively. Han et al. (2011) proposed an enhanced GG model at
four sites under different land covers and compared it to the
original GG method and EC-based ET data. The enhanced
model was better than the original GG method at three sites
and RMSE of the enhanced GG model ranged from 4 to
16 mm month−1.

Table 6 shows the results from a set of the above-
mentioned studies compared with the results of the proposed
GG18 model variation. The comparison shows that the re-
sults of the GG18 model variation are equal or better and
more reliable considering the wide range of physical and cli-
matic conditions of the 34 global EC sites used in this study.
More importantly, the ET estimates of GG18 outperform the
estimates of ET of other studies given the minimal cost and
data needed to compute reliable regional ET using meteoro-
logical data only. Furthermore, GG18 is a single-step method
that does not require local calibration and therefore suitable
to use in rural river basins with minimal data and monitoring
while providing the total water loss from the land surface that
is appropriate in water resources planning.

The GG18 model is close to a “universal model” and
shows better behavior among the 34 sites and the results
are more consistent across the spectrum of climatic classes
as shown in Fig. 6. The ET estimates of the GG18 model
for the moderate-climate sites are comparable to both wet
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Table 6.Comparison of performance of GG18 to the most recently published ET studies.

Source Method
# of

RMSE (mm month−1) BIAS (mm month−1) R2

sites min max mean min max mean min max mean

Present study GG18 34 10.3 59.9 20.6 0.5 58.1 10.6 0.01 0.94 0.64

Suleiman and
Crago (2004)

Radiometric surface
temperature

2 32.0 53.4 0.78 0.94

Mu et al. (2007) Revised remote sensing
and Penman–Monteith

19 7.7 56.4 29.2 2.9 41.1 15.6 0.13 0.96 0.76

Szilagyi and
Kovacs (2010)

CRAE method 3 2.6 39.7 15.3 0.0 21.0 8.4 0.79 0.95 0.85

Han et al. (2011) Enhanced GG method 4 3.7 16.0 10.7 0.82 0.98 0.92

Huntington et
al. (2011)

Modified AA method 5 11.0 0.71

Mu et al. (2011) Modified remote sensing
and Penman–Monteith

46 9.4 52.0 25.6 0.3 28.6 10.0 0.02 0.93 0.65

Thompson et
al. (2011)

Penman–Monteith and
soil moisture model

14 34.0 175.0 94.1

or dry climatic classes (Fig. 6), and those of the most re-
cent ET studies (Table 6). None of the original (CRAE, AA
and GG) methods, however, succeeded to estimate ET un-
der subhumid and Mediterranean climatic classes (see Ta-
ble 2). The discrepancy is clear when compared to the more
extreme conditions, i.e., dry and humid categories (Table 2).
For example, one may argue that the average values of per-
formance metrics of the GG18 model are slightly better than
those of the original CRAE method that does not need wind
measurements. The comparison cannot be made only be-
tween the overall average values given by the CRAE method
and the GG18 model. There are other statistics (e.g., stan-
dard deviation) that show the accuracy (or distribution) of
the ET estimates among the 34 sites. As discussed earlier,
one major problem of the CRAE method is that it fails to esti-
mate ET under subhumid and Mediterranean climatic classes
(see Table 2). Under the diverse physical and climatic condi-
tions, the GG18 model variation is quantitatively and quali-
tatively outperforming all original complementary methods.
The model structure of the proposed GG18 model variation
is given in Fig. 7.

One last concern is about the most proper temporal reso-
lution of the GG18 model. It is known that the original AA
and GG methods are usually used at daily timescales, while
the original CRAE method is typically used at a monthly
timescale. The goal of this study is to propose a universal
ET model that can be successfully used for data deficit con-
ditions under which daily data are missing or unavailable. It
is believed that the regional estimates of ET entail monthly
time resolution. Thus, the question now is whether apply-
ing the GG18 model at a monthly timescale will change the

parameters of the model used in daily time steps or not. In
order to answer this question, the proposed GG18 model was
applied to a countrywide study of Ghana where daily data
were available and climate varies from semiarid in the north
to tropical humid in the south (Anayah et al., 2013). The pre-
dictions using monthly data from 2000 to 2005 were very
much comparable to the daily estimates of the GG18 model.
These results suggested that the GG18 model can accommo-
date both daily and monthly time steps to produce consistent
results. The reader may refer to Anayah (2012) and Anayah
et al. (2013) for further details.

5 Summary and conclusions

Complementary methods have the potential to predict re-
gional ET using minimal meteorological data. However,
prior studies used small data sets representing limited cli-
matic variability and physical conditions that were not suc-
cessful in improving the methods. A few of the successful
studies used locally calibrated parameters that may not have
the universal applicability simply due to the two-step ap-
proach required to compute ET. In addition, water resources
studies require the total water loss from the land surface ir-
respective of the land use/land class. In this regard, com-
plementary methods provide the distinct advantage over the
classical methods that only provide crop ET using detailed
input data such as land use/land class, cropping patterns
and crop calendar. The state of the complementary meth-
ods is such that there is no single methodology consistently
used over a wide variety of climatic and physical conditions.
This study is aimed at developing a calibration-free universal
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model using the complementary relationship that requires
meteorological data only to predict regional ET.

In this work, 34 global sites with measured ET data via
the EC method are used to develop the proposed model us-
ing systematic sensitivity analysis conducted with the three
original complementary methods. The sites have different
climatic and physical conditions to ensure the universal ap-
plication of the proposed model. The three original comple-
mentary methods consisting of CRAE, AA and GG are first
evaluated and the need for improvement to all methods is
determined. Based on the models’ structures, 20 alternative
model variations are proposed. The GG method was found to
be the most attractive compared to the other two methods and
therefore the GG method is further analyzed. The ETW that
uses the Priestley–Taylor equation produced 16 GG model
variations. Climates of the FLUXNET sites were initially
sorted to six climatic classes based on the aridity index pro-
posed by De Martonne (1925). The initial results identified
seven promising model variations. Given the complexity of
using six different climatic classes, the analysis later reduced
this number to three distinct climatic classes consisting of
wet, moderate and dry climates. This simplification identi-
fied three promising model variations from the earlier seven
variations. Statistical analyses conducted via ANOVA test-
ing and the Dunnet method showed that two of the model
variations are similar while one GG model variation, GG18,
clearly provided a different distribution and results. There-
fore the GG18 model variation was considered the best. Also
the comparison of results from recent studies showed that
the GG18 model variation is capable of producing equal or
better results while capturing a wide variety of physical and
climatic conditions.

In the proposed GG18 model, net radiationRn is computed
usingRASCE calculated by Allen et al. (2005), which out-
performsRT developed by Morton (1983). It is evident that
the simple complementary relationships suggested by Eq. (1)
can describe the behavior of ET fluxes better than the more
generic complementary relationship of Eq. (8). Most impor-
tantly, the predictive power of the GG method (Granger and
Gray, 1989) is improved when the ETPT equation is used to
calculate ETW. There is a strong indication that the proposed
GG18 model can significantly enhance the accuracy of ETW
using the GG method and consequently to predict regional
ET using meteorological data only and without calibration.
Furthermore, this one-step estimation method can reliably
estimate ET regardless of the prevailing climatic conditions.
Such an estimate will unequivocally lead to reliable predic-
tions of water resources, in particular recharge estimation and
impacts due to climate change.
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