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Auroral images from the Dynamics Explorer 1 (DE 1) scanning auroral imager have been 
combined with in situ auroral precipitation data from the DE 2 low altitude plasma instrument to 
form a ti~e-dependent glob~ auroral energy flux model. This model has both good time (12 min) 
and spatial (100 km) resolution compared to that currently available for global scale ionospheric 
and tbermospheric modeling. The development and comparison of this model with others are 
discussed. Data from an aurorally active period, November 25, 1981, are presented and used as a 
case study for this model. Using a global ionospheric model, the effect of the DE auroral model 
is contrasted with that of a conventional empirical auroral energy flux model. Major differences 
in the modeled F region ionosphere are predicted from this comparative study. Specifically, F 
region densities differ by factors of two to four , while density boundary locations differ by up to 
5° in latitude. The results indicate that "pixel size" auroral fine-structure must be included in the 
global ionosphere and thermosphere models when they are tested against specific ground-based 
or satellite data sets if an unambiguous result is to be obtained. The longer time constants of the 
F region are not enough to smooth-out the auroral (spatial and temporal) dynamics. 

1. INTRODUCTION 

Theoretical models of the terrestrial ionosphere and ther­
mosphere have now attained global-scale [Sojka and Schunk, 
1985; Roble et aI., 1987; Fuller-Rowell et al., 1987]. Such 
models require global-scale inputs, specifically for the mag­
netospheric contribution. At the present time no global­
scale theoretical model of the magnetosphere exists. Hence, 
statistical (empirical) models of the magnetospheric electric 
field [Volland, 1978; HeeIis et al. , 1982; Sojka et aI. , 1986; 
Heppner and Maynard, 1987] and the auroral precipitation 
[Spiro et al., 1982; Hardy et al. , 1985; Evans, 1987] are used 
as inputs to ionospheric and thermos ph eric models. Such 
studies are handicapped because statistical inputs cannot 
readily be made to simulate the spatial variations and tem­
poral dynamics of geomagnetic storms and substorms. To 
minimize some of these difficulties, models have used in-situ 
satellite observations of auroral precipitation and electric 
fields combined with Defense Meteorological Satellite Pro­
gram (DMSP) images and ground-based incoherent scatter 
radar observations of electric fields to define the auroral 
and convection boundaries [Sojka et aI., 1983; Rasmussen 
et al., 1986]. With the availability of global auroral image 
~equences from the Dynamics Explorer 1 (DE 1) satellite, it 
18 Possible to directly define a magnetospheric auroral input 
on the scale needed by the ionospheric and thermospheric 
models. To this end, we have performed an investigation 
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in which model ionospheric responses obtained with DE 1 
auroral images providing the auroral input are contrasted 
with the conventional empirical method of defining the au­
roral input. 

Auroral observations have advanced significantly in the 
last few years through the increased use of ground-based 
photometers and all-sky cameras, and low-altitude satellites 
(e.g., the polar-orbiting DMSP and National Oceanic and 
Atmospheric Administration (NOAA) satellites) make regu­
lar in-situ measurements of auroral precipitation; the DMSP 
satellites provide a large data base of auroral images along 
their satellite tracks. With the launch of the high-altitude 
Dynamics Explorer 1 satellite, the first time-sequences of au­
roral images have become available to yield information on 
auroral dynamics on a global scale with a spatial resolution 
of;S 100 km and a temporal resolution of 12 min or better. 
Such scale lengths and sampling rates are in line with the 
requirements of global ionosphere and thermosphere models. 
The auroral images are complemented by in-situ measure­
ments of auroral precipitation by the low altitude plasma 
instrument (LAPI) on the DE 2 satellite [Winningham et 
al. , 1981] . Together, the auroral imagers and the plasma in­
struments have the potential for providing observations with 
which to describe the spatial distribution and temporal evo­
lution of the aurora, and to characterize on a global scale 
the energy fluxes and possibly even characteristic energies 
of the precipitating auroral electrons. It is these hypotheses 
that we explore in this study. 

This investigation represents the first attempt to com­
bine such global observations with a model of the F region 
ionosphere for the global ionospheric studies. In Section 2 
we construct a global model for the auroral oval using the 
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TABLE 1. DE 1 Auroral Imager Visible Wavelength Description 

Peak Transmission 
Photometer Wavelength, nm 

A (visible) 557.8 

B (visible) 629.97 

C (VUV) (123-160) 

Dynamics Explorer optical and plasma observations. The 
problems and limitations encountered in this construction 
are described. The DE auroral model is then used as an in­
put to the time-dependent ionospheric model developed over 
the years by Schunk and co-workers [Schunk and Walker, 
1973; Schunk et al., 1975, 1976; Schunk and Raitt, 1980; So­
jka et al., 1981a; Schunk and Sojka, 1982]. The results of 
model computations for electron densities at different alti­
tudes are presented and discussed in Section 3. A discussion 
of how this ionospheric simulation differs from previous ones 
is presented in Section 4, where we repeat the study using 
previously developed empirical auroral models in place of 
the DE auroral model. The successes and difficulties of this 
approach to global scale dynamic auroral modeling are sum­
marized in Section 5. 

2. DE AURORAL MODEL 

2.1. Auroral Observations for November 25, 1981 

The high-altitude satellite DE 1 obtained continuous se­
quences of auroral images in time intervals as great as I".J 4 
hours along each orbit during the fall of 1981. The satellite is 
equipped with a spin-scan auroral imager (SAl) that com­
prises three scanning photometers with off-axis parabolic 
reflectors as the primary optical elements. Two of these 
imaging photometers provide global auroral images at visi­
ble wavelengths, each utilizing any of 12 filters selected by 
ground command. The third photometer is capable of auro­
ral imaging at vacuum ultraviolet (VUV) wavelengths with 
a similar selection of one of its 12 filters. In typical opera­
tion, a 30° x 120° image is obtained every 12 min for each 
photometer. The images are centered in the Earth nadir 
direction, with the 30° angular width of each image aligned 
transverse to the plane of satellite rotation and the coplanar 
satellite orbital plane. A detailed description of the imaging 
instrumentation has been given by Frank et al. [1981]. 

For the imaging sequence from 0259 to 0535 UT on Novem­
ber 25 , 1981, three images were obtained simultaneously 
every 12 min. Filter pass bands for the three images were 
557 and 630 nm at visible wavelengths, and 123-160 nm 
at vacuum-ultraviolet wavelengths. Table 1 lists the cali­
bration data for these three filters. During this period of 
time, the northern hemisphere auroral oval is in darkness, 
and hence, the images shown in the top three rows of Plate 
1 reveal the entire auroral oval. Universal time is given for 
the nadir scan lines at 557 and 630 nm' nadir scan lines 
for the VUV imager occur about 2 min earlier. For the re­
mainder of this paper, the time of the nadir scan is used as 
the image mean time. The data sequence is taken as DE 
1 approaches apogee at 1'..1 0400 UT. For the C photometer 
images at VUV wavelengths, the auroral oval and solar illu­
minated hemisphere are clearly visible. Images at 557 and 
630 nm reveal the entire auroral oval while the intense sun­
lit hemisphere is suppressed electronically. A separate count 

Passband Sensitivity 
at FWHM, nm counts/(kR-pixel) 

0.9 2.4 

1.01 2.0 

rate color key is shown on the right-hand side of Plate 1 for 
each photometer. These count rates correspond to the pho­
tometer output in counts per 3.4 ms (counts/pixel). Because 
we intend to maintain the maximum spatial and temporal 
resolution, the statistical count rate errors are based upon 
these count rates, as will be discussed later. Values for pho­
tometer sensitivity in counts per kilorayleigh (kR) per pixel 
are provided in Table 1. These conversion factors are based 
on a pre-flight laboratory calibration. 

In Plate 1, rows 4 and 5 show the 557 and 630 nm images 
mapped into a corrected geo-magnetic (CGM) coordinate 
system, with emission intensities converted to kilorayleighs 
using sensitivities given in Table 1. The color bar for the 630 
nm images ranges in intensity from 0.5 kR (the photometer 
sensitivity at the I-count level) to 10 kR. The higher in­
tensities are observed in the pre-noon and noon sectors of 
the auroral oval. In sharp contrast, the peak intensities at 
557 nm (28 kR) occur in the night sector auroral oval. By 
comparing simultaneous images at the two wavelengths, it is 
evident that the morphology of these two emissions is quite 
different. On the gross scale shown in Plate 1, the 557 run 
images identify regions of auroral electron precipitation for 
which typical electron energies are several to many keY. In 
contrast, the 630 nm images identify regions of low-energy 
(E ,$ 500 eV) electron precipitation [Shepherd et al., 1980; 
Murphree et al., 1983; Link et al., 1983]. Hence, the differ­
ent wavelength bands lead to general information about the 
precipitating electrons spectral softness or hardness as well 
as the energy fluxes [Rees and Luckey, 1974]. In this investi­
gation, we interpret the strong 630 nm dayside emissions as 
being due to low energy (,$ 500 eV) electrons. Under con­
ditions of strong electron heating (Te ~ 50000 K) in the F 
region, significant 630 nm emissions can be produced [Robin­
son et al., 1985]. This latter mechanism is not considered as 
a source for 630 nm emissions in this study. The VUV im­
ages produce an auroral distribution which closely parallels 
that associated with the 557 nm images (compare rows 1 
and 2 in Plate 1). There are relative changes in the VUV to 
557 nm intensity ratios. These changes are discussed later 
when inferences about the precipitating electron fluxes are 
made. 

A number of auroral features are evident from the images 
of Plate 1. The spatial area of the aurora changes consid­
erably in the 2.5-hour study period; these changes are quite 
rapid. Row 4 of Plate 1 shows how the 557 nm emissions 
change. In the first image (panel 1) a wide emission region is 
observed in the evening sector extending from 58° to 76° at 
2100 MLT. Thirty seven minutes later, it extends from 62° 
to 70° , and after an additional 48 min it extends from 61 0 

to 82°. Around this later time (0429 UT), a localized area 
of auroral emissions extends into the polar cap near local 
midnight. Between the beginning and end of the image se­
quence the auroral region has changed' initially, it appeared 
elongated along the 0800-to-2000 MLT direction, while at 
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TABLE 2. Auroral Boundaries - Standard 
MLT Equatorward Deviation Poleward 

0100 62.6 0.7 74.6 

0200 63.0 1.1 75.8 

0300 63.9 0.7 77.5 

0400 65 .1 0.8 78.9 

0500 66.2 0.7 79.4 

0600 67.7 1.0 78.3 

0700 69.3 1.6 76.1 

0800 69.9 1.5 76.3 

0900 70.1 0.9 75.0 

1000 70.9 0.4 74.3 
1100 71.5 0.7 73.7 

1200 71.5 0.9 74.0 

1300 71.6 1.2 74.1 

1400 71.1 1.3 73.7 

1500 70.4 1.7 73.4 

1600 68.6 2.3 73.7 

1700 67.0 1.8 73.2 

1800 65.4 1.7 73.1 

1900 64.0 1.5 71.5 

2000 63.3 1.5 70.7 

2100 61. 7 1.5 70.3 

2200 60.9 1.1 73.4 

2300 61.0 0.9 73.5 

2400 61.5 0.7 74.2 

The boundary is defined as 2 kR at 557 nm. 

Standard 
Deviation 

5.3 

4.8 

3.3 

3.1 

2.1 

2.2 

2.0 

0.7 

1.3 

1.5 
1.4 

1.2 

0.8 

0.7 

1.1 

1.6 

1.7 

1.5 

1.2 

1.9 

2.2 

4.6 

3.4 

4.2 

the end of the series it is nearly circular. Global auroral dy­
namics on this scale has never before been available. In this 
2.5-hour study period, the bright auroral region's poleward 
and equatorward boundaries have changed by as much as 
10° in latitude (0200 MLT poleward boundary) , a distance 
of more than 1000 km, a dimension more typically associ­
ated with the auroral arc east-west length. At other local 
times the latitudinal displacements are typically ±3° . Ta­
ble 2 tabulates the mean and standard deviation of the kR 
equatorward and poleward auroral boundaries as a function 
of local time for the 557 nm data shown in Plate 1 (row 
4). For the purposes of the present study, a level of 2.0 
kR at 557 nm is used :as the criterion for defining an auro­
ral boundary. Clearly, to an auroral observer this behavior 
is not surprising; however such quantitative time-dependent 
variations in the auroral region have never before been avail­
able to theoreticians modeling the ionosphere, thermosphere 
or magnetosphere. With the current global ionospheric and 
thermospheric models having binning resolutions on the or­
der of 2° to 50 in latitude, these dynamic boundary changes 
move the entire oval several model bins in the 2.5-hour pe­
r~od. Moreover, for the Lagranian technique used by the 
time-dependent ionospheric model (TDIM), the spatial res­
olution during the computations is typically 0.10 to 10 (10 to 
100 km), which is equivalent to the pixel resolution. These 
changes are therefore significant even on the scale of coarse 
global ionospheric and thermospheric models. It is the pur­
Pose of the remainder of this study to try to represent these 
auroral observations in such a way that global models can 
Use this dynamic information. 

Most of the auroral emissions at 630 nm are of very low in-

tensity the exception being around local noon. This sector is 
associated with the magnetospheric dayside region which is 
characterized by high fluxes of relatively soft auroral electron 
precipitation [Winningham et al. , 1977]. For typical dayside 
auroral electron spectra, the average energies are below 500 
eV. As already stated , we correlate the bright 630 nm emis­
sions with such auroral spectra and subsequently identify 
this bright extended region as a region of soft precipitation 
(see Plate 1, row 5) . The enhanced levels of 630 nm emis­
sions observed here are probably related to the prior passage 
of a shock in the interplanetary medium. A sharp increase 
in the magnitude of the interplanetary magnetic field (IMF) 
from -6 to 13 nT was observed with ISEE 1 at I'V 0225 UT. 
Additional increases to > 20 nT were recorded by I'V 0245 
UT (C. T . Russell, personal communication, 1986) . Un­
timely data gaps in the period I'V 0350-0430 UT prevented 
continuous observation of the IMF throughout the full pe­
riod of interest. However, observations with ISEE 1 and 
IMP 8 (R. P. Lepping, personal communication, 1986) oth­
erwise show that the field turned strongly northward after 
passage of the shock and remained northward throughout 
the period of the DE 1 observations. The auroral morphol­
ogy displayed by the 630 nm images is drastically different 
from that of the 557 nm and VUV images. Again this is 
not unexpected, but again it is a quantitative data base of 
global auroral dynamics never before available to the the­
oretical modeling community. How is one to reconstitute 
this dynamic, spectroscopic, auroral morphology so that a 
global-scale ionospheric model, such as the TDIM, can use 
it? In the following sections we outline a first attempt at 
this task. 

2.2 . Image Conversion Algorithm 

The conversion of auroral images to "images" of the au­
roral parameters is not a well established procedure (see 
below) , especially when information concerning soft « 500 
e V) precipitating electrons is required. For this initial study, 
our methodology is to use three different techniques in a hy­
brid manner to obtain a "best" set of auroral inputs. To pro­
ceed we require the following: (1) 12-min time resolution in 
the auroral oval; (2) complete auroral coverage in the north­
ern hemisphere with high spatial resolution (~ 100 km x 100 
km pixels) ; and (3) electron energy flux and characteristic 
energy for each pixel in each image. 

The first technique for obtaining model inputs was to ob­
tain a precipitation energy flux and average energy for each 
image pixel by simultaneous measurements of the intensi­
ties at two wavelengths. The second procedure was to com­
pute a global integrated energy flux using the values for the 
precipitation energy flux and average energy previously de­
termined, and to compare it with a statistically deduced 
hemispherical power input, and rescale if necessary. This 
step provided additional confidence in the albedo correction 
(discussed in the next section). For the third technique, the 
inferred energy flux and average energy were compared with 
in-situ DE 2 LAPI observations gained simultaneously. Fur­
ther details of the three techniques are given in the following 
paragraphs. 

The first step involves the use of spectroscopic auroral 
observations to infer the nature of the energy sources of 
the emissions, which in this case are assumed to be precip­
itating electrons. From ground-based spectroscopic obser­
vations the problem of choosing the appropriate chemistry 
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Fig. 1. Schematic representation of oblique DE 1 auroral imager 
photometer fields-of-view at auroral altitudes for DE 1 apogee 
conditions. The different emission altitude characteristics are 
shown via the two shaded regions. 

exists in using 630 and 557 nm in addition to geometrical (off 
zenith observations) and meteorological (atmosphere/cloud 
effects) difficulties. These difficulties are not changed by us­
ing satellite spectroscopic observations. Indeed, additional 
difficulties surface: integration over larger regions of space 
(I'V 100 km x 100 km) and albedo effects. On the other 
hand, when one considers how crudely current day global­
scale ionospheric and thermospheric models incorporate the 
auroral oval (i.e., a statistical electron precipitation model) 
it is evident from Plate 1 (rows 1 to 3) that an alterna­
tive representation is possible and indeed "morphologically" 
more accurate. We therefore proceed, identifying as care­
fully as possible our assumptions and associated geometrical 
difficulties, to produce an auroral model based upon the DE 
observations. 

2.2.1 The 557 and 690 nm and VUV conversions. Iono­
spheric emissions at different wavelengths provide informa­
tion not only about different chemical processes, but also 
about auroral energy sources. For instance, the 630 run 
emission can be a signature of soft « 500 e V) electron pre­
cipitation, while emissions at 557 run and at VUV wave­
lengths are indicative of precipitation in the 0.5 to 20 keY 
range. Combining information from two or more wavelengths 
has the potential of unscrambling auroral parameters. Rees 
and Luckey [1974, and references therein] describe in detail 
how the auroral energy flux and characteristic energy can 
be obtained from simultaneous observations of emissions at 
428 557 and 630 nm assuming that the spectral shape is de­
fined. We base our 557-630 nm auroral emission conversion 
calculations directly on the work of Rees and Luckey [1974]. 
A second emission conversion using 557 nm-VUV is also used 
(M. H. Rees private communication 1987). The question of 
630 nm and 557 nm emission chemistry is still controversial 
[Link et al. 1983' Rees, 1984, McDade and Llewellyn, 1984; 
Langford et al., 1985]. However, Plate 1 demonstrates that 
the use of contrasting wavelengths such as 557 and 630 run 
should, in principle be able to give an indication of the en­
ergy flux and also auroral spectral information on a global 
scale in addition to good spatial and temporal resolution. 
Here the term good spatial and temporal resolution' refers 
only to that currently available to global-scale modelers of 
the ionosphere and thermosphere. 

In the 2.4-hour time interval hown in the plate, the in­
tensity of the emissions changes indicating primarily changes 
in the electron precipitation intensity. During this time the 
557 and 630 nm emissions are not well correlated , which al-

ludes to different dependencies upon the electron precipit _ 
tion spectrum. Finally, on a 12-min time period, significa:t 
spatial changes of the auroral emission regions are present. 

Row 6 in Plate 1 shows the energy fluxes inferred from 
the images. The twelve "images" are shown in the sarn 
format (CGM coordinates) as for rows 4 and 5. For tm: 
initial study, small corrections in collocation of pixels for 
the two different emission altitudes have not been made 
but corrections have been made to yield zenith intensiti~ 
for these optically thin emissions. By using only images 
obtained near DE 1 apogee and with most of the auroral 
phenomena being away from the image limb (see Plate 1 
rows 1, 2, and 3), the problem of collocation for different 
emission altitudes is minimized. 

Figure 1 shows the pertinent features involved in the col­
location of pixels assuming that the 557 and 630 nm photons 
are ideally emitted in layers centered at 115 [Jones, 1974] 
and 250 km [Sharp et al., 1979], respectively. These alti­
tudes are not unique' they depend upon the auroral condi­
tions; however, they represent a reasonably wide separation 
of the emission layers leading to a maximized viewing prob­
lem. A single pixel at apogee corresponds to a circle of 60 
km radius at an altitude of 100 km in the ionosphere. Fig­
ure 1 shows how the photometer fields-of-view intersect the 
ionosphere for zenith angles of 20° and 40°. The respective 
offsets in horizontal location for the center of the 630 and 
557 nm pixels are 70 km (20°) and 180 km (40°). This dif­
ference is within the pixel resolution for a 20° zenith angle, 
while at 40° it is just outside the pixel resolution. Hence, 
for global imaging purposes the 557 and 630 nm emissions 
are reasonably collocated. For oblique incidence, a simple 
cosine correction, based on the assumption of a horizontal 
emission layer, was used to correct the emission intensities. 

A further consideration of how the observed fluxes should 
be corrected relates to the question of albedo. Since the ob­
servations are made from above the auroral emission layer, 
which has a scattering atmosphere and reflecting earth be­
low it, background emissions are important. The correction 
for albedo can be greater than 100% of the true emission 
intensity [see Hays and Anger, 1978]. For this initial study, 
we assumed that the albedo accounts for 50% of the emis­
sion (M. H. Rees, private communication 1986). The albedo 
correction depends on wavelength, cloud cover, geographic 
ground conditions and viewing angles relative to nadir. A 
rigorous calculation is beyond the present work, but it is 
noted that this adopted albedo may well introduce a factor 
of two uncertainty. 

The energy flux shown in Plate 1 (row 6) is from the 557-
630 nm. In addition the energy flux based upon the more 
recent auroral algorithm of M. H. Rees (private communi­
cation 1986) using 557 nm and VUV was also used. The 
two sets of auroral energy fluxes were comparable to within 
33% for regions of high fluxes. Statistically, the mean ra­
tio and its standard deviation between the two models were 
0.67 ± 0.05. The Rees and Luckey energy fluxes were smaller 
than the newer conversion model values. The analysis was 
performed for only statistically reasonably significant eD­
ergy fluxes' in other words pixels for the observeJi...photoIlS 
exceeded 4 at 557 nm. As an indication of the statistics in­
volved a 557 nm pixel count of 1 3 or 5 corresponds roughly 
to an inferred energy flux of 0.5 , 1.5 and 2.5 erg/cm2 s, re-
pectively. In the case where the 630 nm count rate was 

comparable or higher than the 557 nm the Rees and Luckey 
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TABLE 3. Auroral Hemispherical Power Inputs 

DE Model Integrated Spiro Model 
Image UT* Energy Flux GW AE Energy Flux GW 

1 0305 208 158 60 
2 0317 190 139 56 
3 0330 171 118 51 
4 0342 153 149 58 
5 0354 174 198 68 
6 0406 154 172 62 
7 0418 134 95 43 
8 0430 130 120 52 
9 0442 146 237 77 

10 0454 144 442 111 
11 0507 144 496 121 
12 0519 126 496 121 

Average Average 

156 73 

*On November 25, 1981, northern hemisphere. 

energy fluxes were decreased even further. The ratio would 
then become as low as 0.5. This latter feature is associated 
with the softening of the auroral spectrum in cases of large 
630 nm emission relative to 557 nm in the Rees and Luckey 
model calculations. 

2.2.2. Hemispherical auroral p07per input. Over the past 
few years, a good correlation has been found between the to­
tal or hemispherical auroral power input and auroral indices 
(D. S. Evans, private communication, 1986). The hemi­
spherical auroral power input is estimated from localized ob­
servations of auroral particle precipitation with the NOAA­
TIROS satellites [Evans, 1987]. Alternatively, from a knowl­
edge of the AE index, the hemispherical auroral power input 
can be inferred from statistical auroral models, such as the 
Spiro et al. [1982] empirical model. Integration of the auro­
ral energy flux distributions inferred here from optical mea­
surements provides a third method of obtaining a measure 
of hemispherical auroral power input. We have used and 
r.()mpared the three methods for computing a hemispherical 
auroral power input. 

Table 3 lists for each pair of 557-630 nm images the hemi­
spherical auroral power in gigawatts (GW) after the albedo 
correction of 50% has been made. Also listed are the AE 
index and the corresponding hemispherical auroral power 
input based on the Spiro et al. [1982] statistical auroral 
model. This model is found to be reasonably well correlated 
with the AE index even though only four ranges of activity 
are used in the Spiro et al. model. The listed AE index has 
been used to linearly interpolate between the four activity 
levels in the auroral models. Our inferred hemispherical au­
roral power inputs are between 1.0 and 3.5 times larger for 
the 557-630 ntn energy fluxes than that obtained by integrat­
ing the Spiro et al. empirical model. For the 557 nm-VUV 
images, they are a further 33% larger. 

During the 2.5-hour period, the NOAA 6 and 7 satel­
lites crossed the northern and southern auroral ovals a to­
tal of seven times. From the crossings, the power inputs 
were estimated to range from 21 to 67 GW (D. Evans, pri­
vate communication, 1986). These values are lower than 
those computed by either integrating the Spiro et al. or 
the new DE energy flux models. In either case, it appears 
that the new energy fluxes deduced from the auroral images 

are about a factor of two larger than those deduced by the 
other two methods, which themselves are not equal. Given 
all the concerns and uncertainties in using auroral images, 
the above general consistency in energy flux is good. Ascer­
taining the error in the image procedure, or how this error 
depends upon a particular step in the analysis , is exceed­
ingly difficult. Additional corrections, such as albedo and 
the assumed auroral extent relative to a pixel, could also 
lead to factors of two error. Indeed, even the Spiro et al. 
statistical energy fluxes and the NOAA energy deposition 
calculations are themselves not free of error. Hence, the ab­
solute energy flux has an attached uncertainty comparable 
to the difference between these techniques, but the major 
gain is that the DE auroral model gives the dynamics and 
spatial distribution of the global auroral oval. 

In order to proceed with this initial study, we made the 
following assumptions: (1) The DE auroral model repre­
sents the spatial distribution of the auroral oval; (2) the DE 
auroral model represents the temporal variation of this au­
roral oval; and (3) the absolute energy fluxes deduced from 
the images have an associated error. In Table 3, the DE 
model integrated energy fluxes range from 126 to 208 GW 
per hemisphere. Considering the level of geomagnetic dis­
turbance, these values are somewhat large. The large dif­
ference in absolute energy flux between the DE and Spiro 
models (Table 3) would hamper the relative comparisons 
between the two models described in Section 4. Hence, we 
have reduced the DE model energy fluxes by a factor of two. 
The effect of the third assumption can, to some extent, be 
checked by using the in-situ DE 2 LAPI observations (see 
next section). This model is both temporally and spatially 
superior to previously available global auroral precipitation 
energy flux models. 

2.3. Comparison of the LAPI and the Auroral 
Imager Data 

The low-altitude plasma instrument (LAPI) on DE 2 con­
sisted of 15 divergent parabolic-plate electrostatic analyzers , 
each of which provided differential spectral measurements of 
electrons and positive ions over the energy range rv 5 e V to 
rv 30 ke V with 1 s temporal resolution. Analyzer fields of 
view were selected to provide optimal sampling within and 
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Fig. 2. DE 2 orbit tracks in the CGM coordinates for two north­
ern hemisphere passes (LAPI 1 and 2) on November 25, 1981. 
The start and end times of these orbit tracks are given in UT. 
Solid rectangles indicate synchronized DE 1 auroral image pixels 
and DE 2 LAPI observations. These areas are labelled with an 
image number corresponding to the image sequence number used 
in Plate 1. 

outside of the source and loss cones at DE 2 altitudes (500-
1000 km). For observations on November 25, 1981, 16-point 
energy spectral measurements were made for particles at 
pitch angles 0°, 7.5°, 15°, 30°, 45°, 60°, 97.5°, 105°, 112.5°, 
135°, 165°, 172° and 180°. Further details and calibration 
information on LAPI may be found in Winningham et al. 
[1981]. 

Figure 2 shows the DE 2 sub-satellite track in CGM coor­
dinates for two orbits. The orbits, labelled LAP I 1 and LAPI 
2, are approximately dawn-dusk crossings of the northern 
auroral oval. The start and end times of both satellite tracks 
are provided. Two images were acquired with each imager 
during each of the two DE 2 orbit segments. Since the nadir 
scan line is oriented along the orbit plane of DE 2, auroral 
intensities and LAPI particle spectra can be obtained nearly 
simultaneously at one point along the track per image. For 
the two DE 2 passes the locations of simultaneous DE 1 au­
roral observations are highlighted (with solid rectangles) in 
Figure 2. Each solid rectangle is labeled with a number that 
corresponds to the image numbering scheme shown in Plate 
1. 

2.3.1. Energy fluxes. Figure 3 shows the observed LAPI 
precipitating electron energy flux (dotted line) for the first 
orbit (labeled LAPI in Figure 2). The energy flux is the 

integral over the 5 to 5000 e V range for precipitating pit h 
angles. Also shown in Figure 3 are the inferred energy fJ.\JJ{c 
(solid line) along the DE 2 satellite path for image 2 (botto: 
panel) and image 3 (top panel). The DE 2 LAPI data 
plotted as a function of time. Energy fluxes derived fr:e 

the imaging data are plotted on the same axis, but the tirntn 
assigned to each measurement is not the imaging time; it .e 
the time DE 2 crossed the geographic location of the imag~ 
pixel. In each panel, a vertical shaded region identifies the 
regions in which the two data sets were obtained Simultane­
ously. 

In the 12 min that separate the two images, the auroral 
energy flux has changed significantly; compare the solid lines 
in the top and bottom panels of Figure 3. Hence, one should 
only expect qualitative similarities between these data sets' 
detailed comparisons can only be made where the two dat~ 
sets have been obtained simultaneously at the same spatial 
coordinates (the shaded areas in Figure 3). Energy fluxes 
determined by the two methods in the dusk sector of the au­
roral oval at "'" 0337 UT are quite similar in magnitude and 
spatial structure. In this shaded region, the energy fluxes 
agree to within a factor of two. Similar agreement is ob­
tained in the shaded region of the lower panel, where unfor­
tunately the observed auroral intensities are much weaker. 
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SAl Auroral Image Sequence 25 November 1981 
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Images are transformed to CGM coordinates, and pixel counts are 
converted to kilorayleighs. Sunlit regions have been removed. 

Auroral energy flux is inferred from the 5577 and 6300 A Images: 
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Plate 1. DE 1 auroral image data base for November 25, 1981 from 0259 to 0529 UT. Rows 1, 2 and 3 show, respectively, the UV, 
557 and 630 nm images whose count rates have been color coded according to the color scales at the right of each row. In rows 4 
and 5 the 557 and 630 nm images have been converted to kilorayleighs and transformed to CGM coordinates. Each dial is a polar 
h10 with latitudinal tick marks at 10° intervals. The circle marks 50° latitude and has hourly MLT tick marks; midnight is at the 
o t?m, 0600 MLT to the right, and noon at the top. The auroral energy flux inferred from these images is shown in row 6. Each 

row IS separately color coded and has its own color key on the right hand side. 
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Fig. 4. Auroral energy fluxes (erg cm- 2 S-l) plotted as a function 
of UT for the LAP! pass 2 shown in Figure 2, dotted line in 
both panels. The solid line represents the auroral image inferred 
energy flux along the DE 2 orbit for images 10 and 11 in the lower 
and upper panels, respectively. Shading indicates for each image 
where synchronization with the LAP! observations is achieved. 

The error bars in Figure 3 (lower panel) indicate the range 
of uncertainty in determining the energy fluxes for low count 
rates « 20 counts/pixel). 

Figure 4 shows the observed LAP I precipitating electron 
energy flux (dotted line) for the second orbit (labeled LAPI 
2 in Figure 2), and the inferred energy fluxes (solid line) for 
images 10 and 11. Unfortunately, the region of simultaneous 
observations (shaded area) at rv 0500 UT lies equatorward 
of the auroral oval in the dawn sector. A comparison of 
the imaging data in the two panels of the figure (solid lines) 
shows that the changes in this 12 min period were not as 
marked as for Figure 3. In the absence of significant tempo­
ral variation, the overall latitudinal profiles of energy fluxes, 
as determined with LAPI and inferred from the images, are 
strikingly similar. Unfortunately, the region of simultaneous 
observations in the evening sector at rv 0512 UT was located 
at the poleward edge of the auroral oval, which is a region 
of large gradients in the energy flux as a function latitude. 
For our present purposes, the large-scale spatial and tem­
poral auroral variations that we infer from the SAl images 
are consistent with the high resolution LAP I observations. 
Quantitatively, the inferred energy fluxes are within a factor 
of two to three of the LAPI energy fluxes when the latter 
are larger than 0.5 erg/cm2 s. 

The use of these two LAPI passes by no means consti­
tutes a statistically significant verification of the DE auroral 
model. During the 15-min DE 2 time segments over the 
northern auroral region, the auroral dynamics are signifi­
cant (compare Plate 1 images 2 with 3 and 10 with 11). 

This LAPI comparison is used as a further means of check_ 
ing the self-consistency of the inferred energy fluxes. In both 
Figures 3 and 4 the auroral oval sections, as seen by LAP! 
and as inferred, are similar but not the same. Whether the 
differences are primary temporal effects or due to the image 
interpretation analysis cannot be resolved, but they do Con­
firm that the two techniques yield comparable (to a factor 
of rv 2) energy fluxes. These results are also consistent with 
other image-LAPI comparisons (M. H. Rees, private Com­
munication, 1987). In carrying out this comparison, a mUch 
more severe difficulty is alluded to; namely a single 3.4 IDs 

image pixel covers a region ~ 100 x 100 km, whereas each 
LAPI spectral sweep spans a DE 2 satellite track distance 
of,...., 10 km or less. The two instruments are not looking at 
the same auroral region, and hence the comparison must be 
treated cautiously. Using the image and LAPI data gives an 
overall confidence that qualitatively the DE auroral model 
is reasonable; however, the absolute energy flux is still un­
certain to the degree described earlier. 

2.3.2. Characteristic energy. In addition to obtaining 
the energy flux from the DE auroral images, it is possible 
to obtain spectral information. The ratio of intensities at 
different wavelengths is indicative of the general spectral 
shape of the auroral precipitating electrons over a partic­
ular energy range. Unfortunately, the uniqueness of this 
spectroscopic inversion is not well defined. Shepherd et al. 
[1980] carried out a detailed analysis to show how sensi­
tively the photon emission fluxes at different wavelengths 
depend on the auroral spectral shape. From this study it is 
evident that describing an auroral electron spectrum by a 
single energy parameter is very difficult. On a global scale 
this question becomes even more complex, since the emis­
sion regions associated with two different wavelengths may 
not be identical even though they refer to the same pixel (a 
region rv 100 x 100 km). 

Looking at the images in Plate 1 does however convey 
qualitative information on the auroral spectrum. The ex­
tended dayside oval is bright in 630 nm, indicating soft pre­
cipitation relative to the remainder of the oval. As DE 2 
crosses these images (see Figure 2), LAPI obtains in-situ 
spectral information of the precipitation electrons. These 
spectra were integrated over the LAPI energy range (5 to 
30,000 eV) to obtain average energies. In the dusk sector 
oval, the LAPI average energies range from 1000 to 3000 eV, 
while in the noon-morning oval, the average energy ranges 
from 2500 to 6000 eV. These average energies imply a harder 
spectrum in the noon-morning sector than the dusk sector, 
which is contrary to our expectation. The noon-morning 
sector spectra, however, were complicated. They contained 
a soft « 1 ke V) component superimposed on a hard power 
law (10 keY) spectrum. Hence, as Shepherd et al. [19801 

found, it is exceedingly difficult to derive a single parame­
ter. The integration over the electron number flux should 
fold in a weighting function representative of how efficiently 
the desired photons are produced at each energy. 

From the image data and the Rees and Luckey [19741 and 
M. H. Rees (private communication, 1987) image conversion 
algorithms a characteristic energy is also obtained. Assuro­
ing, as is the case for these model calculations that the elec­
tron spectrum is Maxwellian, these characteristic energies 
are half the corresponding average energy of a Maxwellian 
population [Robinson et al. , 1987]. Auroral spectra are not, 
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in general well represented by Maxwellian distributions, and 
consequently, the Maxwellian assumptions contained within 
the conversion algorithms will introduce an error in compar­
ing characteristic and average energies. Unfortunately this 
error is not readily quantifiable. For the present purpose, 
the energy is only used to indicate the spectra hardness of 
the precipitation. In using the DE auroral model, the iono­
sphere responds more strongly to the energy flux than to the 
average energy. In the dusk sector, the images yield equiv­
alent average energy values of 2000 to 5000 e V and 1000 
to 3000 eV, respectively, for the 557- 630 nm and 557- VUV 
algorithms. These values are in the same range as obtained 
in-situ by LAP!. In the morning sector the equivalent av­
erage energy from the images range from 1000 to 6000 e V 
and 1000 to 3000 eV, respectively, for the 557- 630 nm and 
557- VUValgorithms. As already discussed, the LAPI spec­
tra show a double component and consequently the average 
energy is misleading. In the case of the images, the lower 
energies correspond to regions of strong 630 nm emission. 
This comparison, although favorable numerically, is physi­
cally difficult to quantify. However, the state-of-the-art in 
global auroral modeling can to some extent be improved 
upon using these algorithms because they do respond to 
both temporal and spatial changes in auroral morphology, 
while a statistical model cannot. For this study we will use 
the 557-630 nm inferred average auroral energies (see Plate 
2, row 4). These energy images are highly structured, which 
reflects the difficulty in using ratios of single pixels whose 
count rates are low. Much of the structure is associated with 
the statistics. However, when either or both pixel counts fell 
below 3, no energy calculation was performed. These regions 
appear on the color plots as the background color. When 
energy information for these regions was needed they were 
assigned energies by averaging the nearest non-zero pixel 
energies. 

3. IONOSPHERIC MODEL 

The ionospheric model was initially developed as a mid­
latitude, multi-ion (NO+, ot, Nt, and 0+) model by Schunk 
and Walker [1973]. The time-dependent ion continuity and 
momentum equations were solved as a function of altitude 
for a corotating plasma flux tube including diurnal varia­
tions and all relevant E and F region processes. This model 
was extended to include high latitude effects due to convec­
tion electric fields and particle precipitation by Schunk et 
al. [1975, 1976]. A simplified ion energy equation was also 
added, which was based on the assumption that local heat­
ing and cooling processes dominate (valid below 500 km). 
The trajectories for plasma motion were determined as the 
plasma moved in response to convection electric fields. A 
further extension of the model to include the minor ions N+ 
and He+, an updated photochemical scheme, and the mass 
spectrometer I incoherent scatter (MSIS) atmospheric model 
is described in Schunk and Raitt [1980]. 

The addition of "constant" plasma convection and empir­
ical models for particle precipitation is described in Sojka 
et al. [1981a, b]. More recently, the ionospheric model has 
been extended by Schunk and Sojka [1982] to include ion 
thermal conduction and diffusion-thermal heat flow, so that 
the ion temperature is now rigorously calculated at all alti­
tudes between 120 and 1000 km. The adopted ion energy 
equation and conductivities are those given by Conrad and 

Schunk [1979]. Also time-dependent plasma convection and 
particle precipitation inputs have been used with the basic 
high-latitude model so that magnetospheric storm and sub­
storm conditions could be studied [Sojka and Schunk 1983 
1984]. 

3.1. initial F Region Condition 

For this study we used the high-latitude storm model in­
puts [Sojka and Schunk 1983, 1984] to simulate the F re­
gion response to the observed auroral dynamics. A time­
dependent study requires a pre-computed set of appropri­
ate initial ionospheric densities. Such information is not 
empirically or observationally available. Consequently the 
ionospheric model was first run for the following simplified 
conditions: solar maximum (FlO.7 = 150), Kp = 2+ and 
Ap = 9 (conditions appropriate for November 24, 1981) . 
The auroral conditions were based upon a Spiro et al. [1982] 
average oval for an AE = 200 and the convection model had 
a cross-tail potential of 48 kV with a symmetric Volland­
type pattern (see Sojka et al. [1981a] for further details 
concerning these inputs) . These conditions were approxi­
mately suitable for November 24, 1981, the day prior to the 
study day. However, significant activity had begun in the 
3-hour period of November 25 just prior to the beginning 
observation used here. Kp for this 3-hour period was 5-. 
Since the starting conditions were not entirely appropriate, 
the absolute values of the modeled densities must be treated 
with caution. Beginning with the above initial conditions, 
the time-dependent inputs to the ionospheric model were 
then driven by the auroral dynamics defined by the image 
sequence described in Section 2. At this time, the study pe­
riod convection pattern also had to be defined. In the past, 
all of our model studies have used magnetic indices, such 
as Kp or the IMF (Bx, By , B z ), to determine the convec­
tion pattern [Sojka et al., 1981a, b, c]. For a study as short 
as 2.5 hours, only a single Kp value is available; unfortu­
nately, between 0300 and 0600 UT the ISEE 3 IMF data 
had a gap. Prior to the first image, the IMF Bz was south­
ward with a value of -3 nT, but after the last image (0529 
UT) it was northward with a value of almost 20 nT which 
was then maintained for many hours. In other words, dur­
ing our study interval the IMF reversed and went strongly 
northward. It was probably this IMF reversal that was re­
sponsible for the auroral dynamics shown in Plate 1. 

At the present time, the information about the convection 
electric field is not adequate to model it during dynamic pe­
riods such as that discussed here. Hence, we approximate 
the convection pattern during this dynamic 2.5-hour period 
with a two-cell convection pattern with a cross-tail poten­
tial of 80 k V. This convection model is the same as for the 
quiet conditions described earlier, except that the magni­
tudes of the electric fields are about twice as great , which 
is consistent with the change in Kp. Figure 5 shows the 
adopted magnetospheric convection pattern in the MLT­
magnetic latitude coordinate system. The contours are of 
electric potential in kV. The pattern is centered at 85° mag­
netic latitude on the midnight meridian. This pattern is 
then combined with a co-rotational electric potential to give 
the electric field that drives the plasma convection. For the 
MSIS neutral atmosphere model parameters, Ap = 27 and 
FI0.7=150 were adopted. A simple 200 mls anti-sunward 
neutral wind was adopted for the dark auroral polar regions. 
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Fig. 5. Contours of the convection electric potential in a CGM polar diagram. The potentials are contoured at 4 
kV intervals. 

3.2. High Latitude F Region Densities 

The time-dependent convection and precipitation inputs 
were run for 2.5 hours, starting at 0300 UT on November 25 , 
1981. Density profiles were computed every 1- 3 min along 
40 trajectories. Plate 2 shows the computed electron densi­
ties at 160, 300 and 800 km for each image time; see rows 
3, 2 and 1, respectively. In Plate 2, row 5 shows the energy 
fluxes inferred from the DE auroral images before the fac­
tor of two reduction was introduced (same as row 6 of Plate 
1). Row 4 shows the characteristic energy computed from 
the images. These energies range from rv 200 to 5000 e V. 
The lowest energies are found in the cusp (in particular, see 
images 9 through 12 in the 0900 to 1300 MLT oval region). 
Both the energy flux and characteristic energy are used as 
inputs to the calculation of auroral ionization rates, which 
is based on the production rate profiles of Knudsen et al. 
[1977]. 

The electron density (Ne ) at 160 km varies in a man­
ner very similar to that of the auroral energy flux (compare 
rows 3 and 5). At 160 km, the highest densities, region color­
coded pink in row 3, closely follow the changing region of ~ 1 
erg cm-2s- 1 electron precipitation. Even during the period 
when the night sector polar cap suddenly develops bright 
auroral structures (images 7, 8 and 9), the electron density 
at 160 km is enhanced. This one-to-one dependence is ex­
pected in so far as the bottomside F region is basically in a 
state of chemical equilibrium. The chemical time constants 
are of the order of seconds to at most a minute. Hence, the 
density responds rapidly to changes in the production rates 
resulting from changes in the auroral precipitation energy 
flux. N e also responds to production due to solar EUV ra­
diation (see low latitudes about noon in row 3) . For this 
study period the winter terminator lies well equatorward of 
the dayside oval (see Plate 1, row 1). 

At 300 and 800 km, the electron density morphology does 

not track the auroral energy flux (compare rows 2 and 1 
with row 5 in Plate 2). This decoupling arises from the 
dominance of horizontal plasma transport and field-aligned 
diffusion over chemistry at these higher altitudes (see, for 
example, Sojka and Schunk [1984]). One of the main ob­
jectives of this study is to quantify the way in which the 
global-scale F region responds to auroral dynamics. Hence, 
a detailed comparison of the density variations at 300 and 
800 km to the auroral energy flux variations will enable this 
question to be addressed. At 300 km and auroral oval lat­
itudes (row 2, Plate 2) , the Ne maximum value increases 
by a factor of rv 2 over the 2.5-hour period. For image 1, 
the highest N e densities are found in the sunlit region equa­
torward of the dayside oval. In contrast, for image 12, at 
the end of the period, the highest densities are found in the 
night sector auroral oval (row 2, Plate 2, first and last dials). 

The Ne variation at 800 km over this 2.5-hour period is 
also significant. For both of these altitudes, the polar-cap 
morphology shows distinct similarities. In the first image 
the densities are primarily related to the initial conditions 
(see image 1 of rows 1 and 2 in Plate 2). On the dusk­
side of the polar cap, a well-defined "tongue" of ionization 
is present, extending from noon, past the pole to midnight. 
This feature is associated with the plasma convection, which 
carries high-density noon sector plasma through the cusp re­
gion and then antisunward over the polar cap. This feature 
is highly UT (longitudinally) dependent and has been pre­
viously modeled [Knudsen et al. , 1977, Sojka et al., 1981c] 
and observed [de la Beaujardiere et al. , 1985] . In the dawn 
sector, a density depletion exists on the nightside between 
80° and 900 latitude. This "polar hole" region is associated 
with 'dark" noon sector trajectories moving through the 
cusp and across the polar cap. These trajectories initially 
have low densities (see the pre-noon region between the oval 
and solar illuminated region in Plate 2, rows 1 and 2, image 
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TABLE 4. Studies Using Different Auroral Model 

Study Description 

DE auroral model 

2 Spiro et al. [1982], 
variable 

3 Spiro et al. [1982]' 
fixed 

Temporal Dependence 

12 min resolution using DE 1 
auroral image sequence 

12 min resolution using AE* 
index 

none, AE index fixed at 496 

*The AE variation is given in Table 3, column 4. 

1). In crossing the cusp region, the plasma density is only 
slightly enhanced and then decreases as the plasma moves 
antisunward over the polar cap. 

In the 2.5-hour duration of the study, the corresponding 
Ne features associated with "time-independent" convection 
and precipitation patterns would remain unchanged. How­
ever, by image 12 in Plate 2 both the "tongue" of ionization 
and the "polar hole" have changed markedly. The polar hole 
has moved about 100 more antisunward, while the tongue of 
enhanced ionization blends into a generally enhanced dusk 
sector polar cap. These changes are associated with the 
systematic variation in auroral precipitation and convection 
speed, both of which have approximately doubled in going 
from pre-0300 UT to the study period, 0300-0530 UT. 

Although at both 300 and 800 km, a density enhancement 
in the form of an auroral region is present, it is not similar 
to the spatial distribution of the aurora and large energy 
fluxes (compare rows 1 and 2 with row 5 in Plate 2). This 
is most apparent in the 0700 to 1200 MLT sector where the 
precipitating energy flux is small (;5 0.3 erg/cm2s). In this 
region, at both 300 and 800 km, Ne is relatively high over 
a very wide region. Ne is not high in this region at 160 
km altitude, which implies there is no bottomside produc­
tion source. These high densities, which occur in a dark re­
gion, are generated and maintained by local "soft" electron 
precipitation and plasma transport from the post midnight 
auroral region. 

The effect that the arbitrary factor of two reduction in 
energy flux in the DE model has on the plasma density de­
p~~ds upon altitude. At low altitudes, fV 160 km, the den­
sity scales approximately as the square root of the energy 
flux. Consequently, the factor of two reduction would be as­
sociated with a 1.4 density reduction over the entire oval. At 
higher altitudes, due to the increased role of transport, such 
a simple scaling does not occur. With typical F region time 
constants of the order of tens of minutes to hours , the factor 
of two energy flux reduction could, for certain plasma flux 
tubes located in the auroral oval, have a similar 1.4 density 
reduction. Other plasma flux tubes, whose temporal his­
tory is more dependent on dayside production and plasma 
recombination in darkness, will have a significantly smaller 
density reduction. The shape of F region plasma features 
will only be slightly modified, i.e., the dynamic ranges of 
plasma density features in rows 1 and 2 of Plate 2 are 1.5 
and 1.6 orders of magnitude, respectively. Hence, a change 
of less than 2 (0.3 on the log scale used in Plate 2) would be 
quite small. 

4. COMPARISON OF AURORAL 
PRECIPITATION MODELS 

In this section a direct comparison will be made between 
the auroral model inferred from the DE data and that com-

monly used in global ionospheric and thermospheric mod­
eling i.e., the Spiro et al. [1982] energy flux model. The 
comparison enables us to assess how large-scale auroral dy­
namics represented by these mcdels affects the ionosphere. 
The Spiro et al. [1982] model is based on Atmospheric Ex­
plorer precipitating electron data binned into four levels of 
magnetic activity. Spiro et al. [1982] found that the best 
magnetic activity correlation of the precipitation data was 
with the AE index. For this 2.5-hour study period, the AE 
index is available [World Data Center C2for Geomagnetism, 
1984]. For our previous long-term studies (i.e. , diurnal) , we 
selected and then kept constant a particular level of mag­
netic activity. This was usually defined by the daily average 
of the three-hourly Kp index. To contrast the varying and 
constant auroral oval cases, we ran the ionospheric model 
with two different Spiro et al. precipitation models. The 
first (study 2) allowed the AE index to vary with time over 
the 2.5-hour study period, while the second (study 3) was 
for a fixed AE value. Apart from the differences in auroral 
precipitation, the two additional ionosphere runs are iden­
tical to that described in Section 3.2 using the DE auroral 
model. Table 4 lists the differences between the three auro­
ral models. AE activity levels used in run 2 are specified in 
column 4 of Table 3. 

The general results of Section 3.2 are also found to apply 
to studies 2 and 3: At 160 km, Ne varies with the energy 
flux, while at 300 and 800 km a marked difference between 
Ne and the energy flux variations is found. Hence, we will 
focus on the density at 300 km to compare the studies, since 
at 160 km the differences are merely given by the differences 
in energy fluxes. Plate 3 shows the 12-image sequence of Ne 
"images ,' at 300 km for the three ionospheric runs (rows 1, 
2 and 3). Rows 4 and 5 show the auroral energy flux model, 
with row 5 corresponding to the time-dependent AE Spiro 
et al. model used in run 2, while row 4 is the auroral model 
inferred from DE (same as Plates 1 and 2, bottom row). 
For run 3, which used a constant AE Spiro et al. model, the 
energy fluxes are identical to those shown in image 12 in row 
5 of Plate 3. 

Neither the time-dependent AE nor the AE-fixed Spiro et 
al. model resemble the DE auroral model (compare rows 4 
and 5 in Plate 3; note that the DE model is the same as in 
Plates 1 and 2 prior to being reduced by a factor of two). 
Variations in the spatial distribution of aurora, which are 
most marked in the DE auroral model between the first and 
last images, are not reproduced in the statistical Spiro et 
al. model. In attempting to allow the Spiro et al. oval to 
change with the AE index (row 5), the energy fluxes undergo 
much larger variations than are present in the DE auroral 
model. Image 1 shows the DE auroral oval to be about three 
times wider than the Spiro et al. oval, while the reverse is 
true for image 12, a mere 2.5-hours later. The differences 
are not entirely unexpected, since the study period was se­
lected because of the marked auroral dynamics in a 2.5-hour 
period. However, the comparison of rows 4 and 5 quantita­
tively demonstrates how difficult it is to use auroral indices 
and statistical models to represent specific cases. The conse­
quences of the factor of two uncertainty in absolute energy 
flux in the DE model would not change these conclusions 
about spatial differences. 

For all three studies (Plate 3, rows 1, 2 and 3) , the elec­
t ron density at 300 km shows similar large-scale variations , 
although the energy fluxes vary. High densities in the noon 
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Plate 2. Modeled F region electron densities at 160, 300 and 800 km for the 12 image times and color coded in CGM polar coord iDa: 
(rows 3, 2, and 1, respect ively) . Rows 4 and 5 show the DE auroral model average energies and energy fluxes (prior to being redu ror 
by a factor of 2), respect ively. For each row a separate color key is given on the right. Each dial is defined in t he same way as 
P late 1 rows 4, 5 and 6. 
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sector region equatorward of the auroral region are, as ex­
pected, identical. All three studies also show the "cusp gap" , 
which is associated with low density plasma equatorward of 
the auroral oval, but in the dark hemisphere, convecting 
rapidly through the cusp into the polar cap. These low den­
sity plasmas are responsible for the formation of the polar 
hole. The polar hole, found for this study in the morn­
ing polar cap, is different for the three runs. Since all in­
puts to the ionosphere model, except for the auroral models, 
are identical for these studies, the different plasma density 
distributions within the polar cap arise from differences in 
the auroral models. For the time-dependent AE Spiro et 
al. model, the shape of the polar hole changes significantly 
(Plate 3, row 2). Images 4 and 12, respectively, demonstrate 
the extremes of a large and a negligible polar hole. In the 
fixed AE Spiro et 801. model, the F region's long time con­
stant of tens of minutes to hours is clearly demonstrated 
by the slowly decreasing size of the polar hole throughout 
the time interval (from frame 1 to 12). For the DE auroral 
model, the polar hole extends 5° more equatorward than for 
either of the Spiro et al. models, as well as being double 
the size. This difference in location is independent of the 
DE model's absolute energy flux. Other features, such as 
the extent of the tongue of ionization around noon, would 
be sensitive to the absolute energy flux. 

The detailed shape and density of the auroral region in 
Ne at 300 km is also dependent on the choice of auroral 
precipitation model. All three studies show the densities 
gradually increasing, by about a factor of two over the 2 :5-
hour period. By the end of the 2.5-hour period, the AE-fixed 
Spiro et al. model yields a large region of high densities in the 
post-noon sector. There is no counterpart to this region in 
either the first or second study. A large, high-density region 
is present in the pre-noon sector for the DE-study, which is 
much wider than found in either of the other two. As already 
mentioned (Section 3), this is a result of horizontal plasma 
transport and local soft electron precipitation. Similar soft 
electron precipitation regions are present in the Spiro et al. 
model, although the average energies are not as low. The 
differences indicate the importance of low-energy electron 
precipitation, since the same convection pattern is used for 
the three model runs. 

The poleward boundary of the mid-latitude trough varies 
between the three models. In the color figures shown in 
Plate 3, this feature is difficult to see because of the bin­
ning resolution (3° in latitude and 1 hour in MLT). Only 
in the afternoon sector is it evident that the trough pole­
ward edge has different densities for the three studies and, 
consequently, different latitudinal gradients. Study 3 (the 
fixed Spiro model) displays a strong gradient on the pole­
ward edge of the trough at all times. In contrast, the sec­
ond study shows a negligible gradient for most of the study. 
Both of these variations' are different from that found for 
the DE model. Such temporal variations are indicative of 
the storm morphology and would be weakly affected by the 
overall absolute energy flux. 

5. SUMMARY 

In constructing the DE auroral model, we have for the 
first time attempted to describe, with both high temporal 
and spatial resolution, the energy flux and characteristic en­
ergy of electrons precipitating into the northern auroral oval. 

The construction of this model utilized the DE 1 auroral Un­
ages at two visible wavelengths (557 and 630 run) and one 
VUV wavelength range. The high altitude emissions at 630 
nm (180- 260 km) and the 557 nm emissions below 180 kIll 
are , respectively, indicative of soft (,:5 500 e V) and hard 
(.<:. 1000 e V) auroral electron precipitation. When viewed 
from several Earth radii above the ionosphere, the recon_ 
struction of the emission features leads to problems (see 
section 2). We have attempted to evaluate these problems 
by using two additional methods for obtaining the auroral 
energy flux parameter. The global auroral energy flux Was 
integrated and compared with the statistically expected au­
roral power input. This procedure showed that our derived 
global energy flux was a factor of 1 to 3 larger. In addi­
tion, the DE program had the unique capability of making 
in-situ precipitation measurements with the LAPI instru­
ment on DE 2. From two such DE 2 high latitude passes 
it has been possible to confirm that our absolute global en~ 
ergy flux model was in good qualitative agreement with the 
in-situ LAPI observations to the above factor and that the 
relative agreement is significantly better. 

Even with the above concerns, we have shown that the 
DE auroral model does contain several new features: 

1. For large-scale ionospheric and thermospheric model­
ing purposes, the DE auroral model described here has bet­
ter spatial resolution than is currently obtained from sta­
tistical auroral models. The auroral boundaries can move 
by more than the global-scale model's spatial (latitudinal) 
resolution and are consequently significant. 

2. Similarly, the temporal resolution of auroral features 
(dynamics) is unique. Even if 12 min is long on the time 
scale of an auroral break-up, it is orders of magnitude better 
than that available from previous empirical auroral models. 

3. We have been able to obtain very good relative energy 
flux variations; however the accuracy of the absolute energy 
fluxes is uncertain. Low statistics lead to a single count 
equivalent energy flux of IV 0.5 erg/cm2 s. The energy fluxes 
deduced from the images were larger than what one would 
expect; hence we reduced the energy fluxes by a factor of 2 
for the TDIM studies. 

4. The inferred characteristic energy is a qualitatively sig­
nificant additional parameter in the DE auroral model. At 
the present time the characteristic energy is a good qualita­
tive indicator of the hardness or softness of the precipitation. 

Using the DE auroral model, a high latitude F region 
simulation was performed. This simulation was compared 
to a simulation using the conventionally adopted Spiro et 
al. [1982] auroral model. Since the auroral image sequence 
is highly dynamic, this study is the first high-time resolU­
tion simulation of the high latitude ionosphere. From these 
simulations, the following conclusions are drawn: 

1. The bottomside F region is coupled to the auroral 
dynamics on time scales of less than a minute. However, 
the electron density changes are not simply proportional to 
the energy flux. Electron density approximately varies as 
the square root of the energy flux. The auroral boundaries 
obtained from the images are drastically different from those 
associated with statistical models. This leads to different 
conductivities. 

2. Near the F region peak and topside the electron deo~ 
'ity does not respond on the image time scale to aurora 
precipitation changes. The density at 300 km responds 00 
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a longer time scale (~ 30 min). At 800 km, the even longer 
time scales somewhat but not completely integrate over the 
shOrt term auroral dynamics . 

3. One of the major results of this study is that it shows 
on a global scale that realistic auroral spatial and temporal 
variations are significant in the F region where long time 
constants might have been expected to integrate (smooth) 
out such variations. F region boundaries are displaced by 
as much as 50 when compared to those for a comparable 
statistical oval. The associated electron densities can differ 
by as much as a factor of 4. 

Item 3 clearly implies the need to carry out a comparison 
between modeled densities and observed densities. Unfor­
tunately, this study period, although ideal from the image 
point-of-view, is associated with a period of dramatic change 
in the IMF, and during such a dynamic period, no method 
of accurately defining the electric field is available. In future 
studies of this type it is crucial that a well defined IMF is 
maintained during the period of interest. The authors are 
currently working on such a follow-up study. 
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