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Abstract

This article reports the results of a simulation study designed to investigate the effect of several sampling
design factors on the accuracy and precision of various estimates of secondary production. Whereas most previ-
ous studies of this sort were concerned with freshwater fauna (e.g., insects), the hypothetical population used
here reflects the characteristics of marine mussels from cold-temperate and subarctic regions. It features the
simultaneous presence of different cohorts, gradual recruit arrival, seasonal growth oscillation, and quadrat-
dependent population density, as well as random individual variation both in survival and in weight gain. For
this population, the percentage relative bias (PRB) and relative root mean squared error (RRMSE) of 4 classic
cohort-based methods, 3 size-based methods, and several variants thereof were computed as a function of sam-
pling frequency, distribution of sampling dates, number of quadrats sampled per occasion, inclusion or omission
of the last sampling date, and coarseness of the size classes and sieve aperture. Although most methods performed
reasonably well, non-negligible differences were observed among them. A version of Allen’s curve technique and
a mass-specific growth rate method gave the best results for cohort- and size-based method groups, respectively.
Sampling effort, in terms of both frequency of sampling and number of samples per date, had the largest docu-
mented influence on both PRB and RRMSE. Recommendations are made for the best compromises between meth-

ods and sampling designs to achieve reliable production estimates for populations with similar characteristics.

Introduction

In marine studies, the secondary production of macroben-
thic populations can be estimated in a number of ways. Classic
techniques can be broadly classified as cohort- and size-based.
Prominent in the first group are the Allen-curve, increment-
and removal-summation, and instantaneous-growth methods.
The second group consists mainly of the size-frequency, mass-
specific growth rate, and mass-specific mortality rate methods.

These estimation techniques, and numerous variants
thereof, have been described, e.g., by Benke (1984), Crisp
(1984), and Rigler and Downing (1984). They have been
extensively compared through simulations, most notably by
Cushman et al. (1978), Lapchin and Neveu (1980), and Morin
et al. (1987). These and other authors examined how various
estimates were affected by different assumptions on the
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growth and mortality curves, as well as by sampling effort.
Their hypothetical populations, which were alternately
assumed to be synchronous or not, were modeled on freshwa-
ter species having a lifespan of 1 year or less.

This article revisits the issue and expands on the comparison
of the above production estimates, and several of their variants
introduced in the literature, using a hypothetical population of
mussels characterized by a number of realistic factors. Most
prominent among them are the simultaneous presence of dif-
ferent cohorts, quadrat-dependent population density, seasonal
growth oscillation, gradual recruit arrival, and random individ-
ual variation both in survival and in weight gain.

The simulations presented herein are also novel in that sev-
eral aspects of the sampling design are considered, namely the
number of sampling occasions (either regularly spaced or con-
centrated in the growing season), quadrats sampled per occa-
sion, and use of two different sieves. Following Cushman et al.
(1978), the bias and variance of the various estimators are
compared to the exact production obtained by summing all
individual body-mass gains, rather than to a theoretical Allen
curve which may or may not reflect reality.
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Materials and methods

When faced with the problem of estimating secondary pro-
duction, a biologist must make a choice among various sam-
pling conditions and different estimation methods. The pur-
pose of this article is to investigate the relative impact of these
two major factors in the context of a common intertidal mac-
robenthic invertebrate population such as Mytilus spp.

To guide the users in their choices, the most informative
way to proceed is to construct a hypothetical but realistic pop-
ulation, for which the exact production can be determined.
Such a virtual universe is described under “Hypothetical pop-
ulation,” in which the variable weight gains observed over the
course of each individual’s lifetime can be tallied.

Given this fixed, finite population and its exact secondary
production, the variation in the production estimates then
depends exclusively on the choices of sampling design and
estimation technique. Bias and precision in such estimates can
be determined accurately by (virtually) drawing repeatedly from
the fixed population.

Seven standard, cohort- and size-based, estimators of sec-
ondary production are briefly reviewed under “Estimation
techniques,” and 13 of their variants that are also included in
this article are presented in the Appendix. Six of the most
common sampling factors considered in production studies
are listed under “Simulation scheme.”

Hypothetical population—A fictitious population of more
than 236 million individuals was constructed whose charac-
teristics mimic as closely as possible the life cycle of mussels
(Mytilus spp.) in the St. Lawrence Estuary. The intertidal pop-
ulation that served as a model is located at Pointe-Mitis
(48°41’ N, 68°02" W), near Rimouski (Québec). Its length-mass
relationship was described by Fréchette and Bourget (1985),
and its spatial distribution is based on raw data analyzed by
Cusson and Bourget (2005).

The universe was divided into 3,280,000 quadrats of 10 cm
x 10 cm. Based on the data of Cusson and Bourget (2005),
approximately 8.2% of these quadrats should be empty.
Whether a quadrat is empty or not was determined randomly.
Given that the sampled quadrats are to be chosen at random,
the presence of spatial heterogeneity or aggregation patterns
in the population need not be further modeled.

In each of the non-empty quadrats, it was assumed that the
total number of mussels, all ages confounded, varied according
to a log-normal distribution with mean p = 120.7 and standard
deviation 6 = 167.9, in accordance with the data of Cusson and
Bourget (2005). Each mussel in a given quadrat was then
assigned randomly to a cohort using a multinomial distribution
whose expected frequencies per age class were derived from an
exponential distribution with mean 10/7 = 1.43 years; this cor-
responds to a mortality Z of 0.7. Within each age class, the sur-
vival time of each mussel was randomly determined according
to the same exponential model. It was thus possible to tell, on
any given day, whether a particular mussel was alive or dead.

Estimation of secondary production

For added realism, recruits were assumed to settle gradually.
If s denotes the day of the year on which a given mussel set-
tles (with s = 1 on July 1), it was assumed that s follows a log-
normal distribution with mean v = 65.2 days and standard
deviation t = 30.6. This way, the peak settlement season occurs
in early September, with 85-90% of recruits arriving between
August 1 and October 31.

For a mussel settled at time s, the relation at age t (in days)
between its flesh dry weight W(t, s) in grams and its average
length L(¢, s) in cm was taken to be

W(t, s) = 0.0145 x L(t, 5>,

as per Fréchette and Bourget (1985). The growth function L(t, s)
was taken to follow a Gompertz curve. A seasonal effect was
also built in to growth using an oscillatory function defined by

365 . | 2m .| 2z
a)(t,s)—E{sm{%(t+s—31)}—sm{%(s—31)}:|.

More specifically, the average length at time f of a mussel settled
at time s was given by

L(t S) — 1Oa[lfexp{b(1/3657c)+d(o(t,s)}] _ 10a{l—exp(fbc)}

where

a=0.838, b=-0.584, c=1.77, d = -0.0016.

The choice of the Gompertz curve, and its associated parame-
ters, is justified by the work of Bayne and Worrall (1980).

The general shape of this complex but realistic growth
curve is depicted in Fig. 1, in terms of both average length
(upper panel) and average flesh dry weight (lower panel) as a
function of time, for a mussel born July 1.

As a final ingredient, mussel-to-mussel variation in length
was introduced through a cumulative daily random compo-
nent which was added to L(f, s) using a normal distribution
with zero mean and standard deviation 6.5 x 10 cm. This
choice of parameters guaranteed that among mussels 8 years
of age, 95% of individuals had a length of 6.52 + 0.69 cm.

Altogether, the assumptions made on this hypothetical
population of mussels led to a mean mussel density of 7201
individuals m= and an average flesh dry weight production of
351.1 g m? yr'. Using the conversion factor of 21.15 KJ/
gSFDW of Brey (2004), this corresponds to 7425.6 k] m= yr,
which is representative of the production of a natural popula-
tion of mussels.

Estimation techniques—Seven approaches to the estimation
of the secondary production were considered, which can be
broadly classified into two groups:

e Cohort-based methods: increment summation (IS), removal sum-
mation (RS), instantaneous-growth (IG), and Allen’s curve (AC);
e Size-based methods: size frequency (SF), mass-specific

growth rate (GR), and mass-specific mortality rate (MR).
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Fig. 1. Length (upper panel, in cm) and flesh dry weight (lower panel,
in g) of a typical mussel from the hypothetical population, as modeled
over 8 years.

These 7 estimation techniques are briefly recalled below; 13
variants that were included in the simulation study are also
described in Web Appendix 1. The following notation is used
in the sequel: I is the number of age classes (8 in the study), K
is the number of size classes, (L,, L,,,) represents the kth size
class, T is the number of sampling occasions, and T,...,T,
denote the sampling dates. Let also
N, = average over all sampled quadrats of the number of indi-
viduals from cohort i whose length falls between L, and
L, attimeT,

B, = flesh dry weight in grams averaged per sampled quadrat
for individuals from cohort i whose length falls between

L, and L,,, at time T,
K K
Nli-:zNLik’ =thik’ VVUO tu/Nn-’
k=1 k=1
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IS-1 Classic increment summation method: Total production is
estimated by P =P, + ... + P, where

T-1

F = Z(N(H-l)i- +Nri-)(W(r+l)i° W )/2

=1

RS Removal summation method: This technique, which is well
known to yield exactly the same answer as IS-1, estimates
P =P, +...+ P, with

T-1
Tie 11- +Z(

1=

F = (r+1>z-)(W<t+1>t' +Wi )/2

IG-1 Classic instantaneous-growth method: P = P, +...+ P, where
T-1 W
P= Z(B(,M, +Bﬁ.)log[ ‘(V,: J/Z

t=1
When it occurred that no individuals were sampled on
some occasions, linear regression was used to infer the
number of individuals and their average weight at that
time. Two curves were fitted, namely log(N,,) = o. + BT,
and log(W,,) = o* + B*T,. This imputation was needed to
avoid zeros in the logarithmic term of the sum.
AC-1 Classic Allen’s curve method: For a fixed age class i, the

curve
log (N,.) = @, + B, log (W,.)

is fitted. Writing W ., and W__ ., for the smallest and

largest values in the set {W,: t— 1,..., T}, respectively,
one then computes P = P, +...+ P, with

e B;+1 B;+1
( max i Wmlm )

Pi=

SE-1 Classic size-frequency method:

K-1
P=KY (N —
k=1

GR-1 Classic mass-specific growth rate method, based only on data:

oS o
= e 10Z W .

k=1 ook

N... )(W..(k+1) +We )/2

MR-1 Classic mass-specific mortality rate method:
P= KZ B.., log[ — )
--k

Simulation scheme—A Monte Carlo study was carried out to
assess the performance of the 7 standard estimators of sec-
ondary production and 13 of their variants with respect to the
following factors:

A. number T of sampling occasions (5, 7, or 13 per year,

including July 1);

B. inclusion or not of June 30 as the last sampling occasion
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Fig. 2. Observed PRB of 20 methods of estimating secondary production in 72 (or 216) combinations of factors A-F defined under “Simulation scheme”;
each point is based on 1000 repetitions. The middle line and extremities of the box are at the 25th, 50th, and 75th percentiles; the maximum length of
each whisker is 1.5 times the interquartile range; outliers are shown individually.

(the data collected on the following July 1 serving as a sur-

rogate if needed);

. distribution of other sampling dates, either evenly through-
out the year or concentrated in the growing season, so
that the growth in length of an average individual from
cohort no 4 (arbitrarily chosen, but median) is the same
between any 2 consecutive sampling dates in the year;

. sampling effort (5, 10, or 15 quadrats per sampling date);

. screen aperture of the sieve (0.5 or 1 mm), all individuals
with length inferior to the mesh size being ignored;
when applicable, number K of size classes used (10, 15, or
30): 29 equal classes were considered from O to 7.25 cm,
the 30th class containing all individuals exceeding 7.25 cm
in length; adjacent classes were combined 2 or 3 at a time
to yield 10 or 15 classes.

In total, there are thus 3 x 2 x 2 x 3 x 2 = 72 combinations
of factors A-E to be considered for cohort-based methods, and
3 times more, i.e., 216, when factor F is added for size-based
estimators. Each of them, representing a different scenario, was
repeated 1000 times, resulting in estimated values él""’éIOOO of
the exact production 6 = 351.1 g m? yr-'. The latter value was
determined by monitoring, from settlement to death, the indi-
vidual growth of all mussels in the population, and by taking

an average of this exact production per quadrat. This then
allowed for the determination of the percent relative bias

PRB:EX

0

1 1000

aﬁaixé‘el

i=1

and the relative root mean squared error
100 1 (A 2
6,-0) .

RRMSE = — X, [——
1000 <3
Both quantities are standard measures of the accuracy and pre-
cision of an estimator; in each case, the smaller (in absolute
value), the better. Note that as all individuals in a sampled
quadrat are measured, there is no within-quadrat sampling
error in the results presented below.

1000

Assessment

General comparison of methods—Figure 2 shows boxplots of
the percent relative bias (PRB) of the 20 estimators of second-
ary production considered in the study. Each boxplot summa-
rizes the variability in PRB observed across the 72 combina-
tions of factors for a specific method; for size-based
techniques, the number of scenarios is 216. The following
observations can be made from Fig. 2:
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Fig. 3. Observed RRMSE of 20 methods of estimating secondary production in 72 (or 216) combinations of factors A-F defined under “Simulation
scheme”; each point is based on 1000 repetitions. The central line represents the median of all observed values of the RRMSE.

1. All estimators exhibit a non-negligible bias except possibly
IS-1 = RS, IS-2, IG-1, AC-3, and GR-2.

2. While IG-1 is closest to being unbiased, variant IG-2 is
biased upward.

3. AC-3 is the only Allen-curve type estimator that is nearly
unbiased.

4. Methods SF-1, SF-2, and SF-3 consistently underestimate
production.

5. Among size-based methods, only GR-2 is approximately
unbiased: whereas GR-3 and MR-1 overestimate 6, all others
underestimate it.

6. The PRB of IS-4, SF-1, and SF-3 is greatly affected by some
combinations of factors. Note in particular that the 8 out-
standing values on the boxplot for IS-4 correspond to sce-
narios with 13 dates and 5 quadrats per date, whereas 12
isolated points on the boxplot for SF-1 and SF-3 correspond
to 10 classes, 13 dates, and a 1-mm screen aperture.
Displayed in Fig. 3 are boxplots illustrating the variation in

relative root mean squared error (RRMSE) across the 72 (or 216)

combinations of factors for each method. The central line rep-

resents the median of all observed values of the RRMSE.
The main observations that can be derived from Fig. 3 are
as follows:
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7. Methods with low RRMSE are AC-1, AC-3, SF-1, SF-3, and GR-2.

8. Methods with high RRMSE are 1S-4, AC-2, MR-1, MR-2, and
MR-3.

9. The RRMSE of 1S-4, GR-3, and MR-1 deteriorates considerably
under some combinations of factors. In particular, the out-
standing values for MR-1 correspond to scenarios with 30
classes, 5 sampling occasions, and 5 quadrats per sampling date.
Combining observations 1 through 9, it would seem,

therefore, that AC-3 and GR-2 are the only methods that fea-

ture both small absolute PRB and RRMSE across all scenarios.

Table 1 compares the PRB and RRMSE of these 2 options to the

18 other estimators considered. Surprisingly, perhaps, this

table shows that the classic versions of the 7 methods are

either best or close to best in their group. Therefore, additional
comparisons based on individual factors are restricted to IS-1,

IG-1, AC-1, AC-3, SF-1, and GR-2.

Effect of sampling effort on performance—Figure 4 shows the
observed PRB of estimators IS-1, 1G-1, AC-1, AC-3, SF-1, and
GR-2 as a function of factors A and D, i.e., the number T of
sampling occasions (5, 7, and 13 dates per year), and the sam-
pling effort (5, 10, or 15 quadrats per date). For the cohort-
based methods, each boxplot depicts the variation observed in
the simulation over the remaining 8 scenarios corresponding
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Table 1. Observed PRB and RRMSE per quadrat of 20 different
methods of estimating secondary production.

Method PRB RRMSE Method PRB RRMSE
IS-1 =RS -3.75 26.03 SF-1 -9.19 22.14
IS-2 -3.63 26.04 SF-2 -16.36 25.42
IS-3 6.33 24.97 SF-3 -9.87 22.32
IS-4 21.06 38.44
1G-1 1.67 23.69 GR-1 -18.66 25.58
1G-2 12.56 28.39 GR-2 -2.47 20.62
GR-3 8.29 24.97
GR-4 -19.03 25.53
AC-1 -7.88 20.06 MR-1 16.55 36.46
AC-2 -38.90 51.34 MR-2 -30.38 34.61
AC-3 -1.47 19.50 MR-3 -28.02 34.51

The figures for cohort-based methods are averaged over 72 combinations
of factors A-E; the figures for size-based methods are averaged over 216
combinations of factors A-F.

to factors B, C, E; for size-based methods, factor F raises the
number of scenarios to 24.

Estimation of secondary production

For methods IS-1, AC-1, AC-3, and SF-1, the PRB approaches
zero as the number of quadrats per date increases. The same is
possibly true for IG-1, but is less obvious from the graph. By
contrast, method GR-2 seems to be relatively insensitive to the
sampling effort per occasion (factor D). Given a sampling effort
in terms of quadrats per date, an increase in the number of
sampling occasions (factor A) does not appear to reduce bias
significantly, except for methods AC-1 and SF-1. Note that
when method GR-2 is applied on data gathered on 13 occa-
sions per year, the PRB increases somewhat (in absolute value)
but is much less affected by the remaining factors (B, C, E, F).

Figure 5 shows the observed RRMSE of the same 6 estimators
as a function of factors A and D. Here, an increase in either the
number of dates per year or the number of quadrats per sam-
pling occasion (or both) results in an obvious reduction of the
RRMSE. Overall, therefore, the combined accuracy and precision
of all these methods improves with sampling effort. Moreover,
since nearly all boxplots are very narrow, one can conclude that
once factors A and D are taken into account, the RRMSE of the
6 methods is nearly insensitive to factors B, C, E, and E.
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Fig. 4. Observed PRB of 6 estimators of secondary production. The 9 boxplots of each panel correspond respectively to 5, 10, and 15 quadrats for 5,
7, and 13 sampling dates per year. Each boxplot depicts variation over the remaining 8 (or 24) combinations of factors B, C, E, and F.

43



Cusson et al.

Estimation of secondary production

1S-1 AC-1 SF-1
8 =
w =]
% - = =
% o T m = B = =
= | - - = = =
s - -
& - ==
1G-1 AC-3 GR-2
g -
- . .
: s " =
[——]
& ] = m - m L
= = e = s
N - = = = -
° T T T T T T T T T T T T T T T T T T T T T T T T T T
S g 1a 5 7 13 5 T 13 5 v 4 13 5 13 § T 13 ] T 13 & T 18 5 i g 13

dates/year

[ ] 5 quadrats/date

dates/year

[ 10 quadrats/date

dates/year

I 15 quadrats/date

Fig. 5. Observed RRMSE of 6 estimators of secondary production. The 9 boxplots of each panel correspond respectively to 5, 10, and 15 quadrats for
5, 7, and 13 sampling dates per year. Each boxplot depicts variation over the remaining 8 (or 24) combinations of factors B, C, E, and F. The central line

represents the median of all observed values of the RRMSE.

Effect of optimizing sampling dates—Depicted in Figs. 6
and 7 are the observed PRB and RRMSE of estimators IS-1,
IG-1, AC-1, AC-3, SF-1, and GR-2 as a function of factors B
and C, i.e., depending on whether the sampling schedule
is optimized or not and includes June 30 or not. For the
cohort-based methods, each boxplot depicts the variation
observed in the simulation over the remaining 18 scenar-
ios corresponding to factors A, D, and E; for size-based
methods SF-1 and GR-2, factor F raises the number of sce-
narios to 54.

The PRB of the 6 estimators seems relatively unaffected by
these 2 factors, except possibly IS-1 and AC-3. The former appears
to perform somewhat better when June 30 is included, while the
PRB of the latter is less biased but more variable when the sam-
pling dates are evenly distributed throughout the year. Similarly,
the RRMSE of the 6 methods appears basically unaffected,
whether June 30 is included or not. However, for methods IS-1,
IG-1, and AC-3, there appears to be a slight advantage to the use
of optimized sampling occasions in terms of overall accuracy.

Effect of sieve choice—Table 2 shows the effect of factor E

44

(screen aperture of the sieve) on the observed PRB and RRMSE
of estimators IS-1, IG-1, AC-1, AC-3, SF-1, and GR-2. The
figures for the first 4 (cohort-based) methods are averaged over
36 combinations of factors A through D; the figures for the last
2 (size-based) methods are averaged over 108 combinations,
due to the inclusion of factor E.

It appears from Table 2 that the sieve’s screen aperture has
a negligible effect on both the PRB and RRMSE of the estima-
tors, except for SF-1 and AC-3. In the former case, increasing
the mesh size reduces bias; in the latter case, it increases bias
in absolute value but appears to increase the precision of
AC-3, as indicated by a reduction of the RRMSE.

Effect of number of size classes—Reported in Table 3 are the
PRB and RRMSE of the 10 size-based methods of estimating
secondary production, as a function of factor F, i.e., the num-
ber of size classes used to perform the calculations (10, 15, or
30). The results represent averages over the 5 other factors,
which form 72 different scenarios.

Looking at Table 3, the various methods can be classified
into 3 groups, namely:
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Fig. 6. Observed PRB of 6 estimators of the secondary production. The 4 boxplots of each panel correspond to optimized and non-optimized sampling
schedules including June 30 or not. Each boxplot depicts variation over the remaining 18 (or 54) combinations of factors A, D, E, and F.

i. Methods for which both the PRB and RRMSE improve as
the number of classes increases: GR-1, GR-4, and MR-2.
Methods for which either the PRB or the RRMSE (and pos-
sibly both) deteriorates as the number of classes increases:
SE-1, SF-3, GR-2, GR-3, and MR-3.

Other methods: SF-2 and MR-1.

Note that in all cases, method GR-2 is actually that whose
absolute PRB and RRMSE are smallest of all size-based tech-

niques, irrespective of the number of classes; its classification

into group ii is only justified by the fact that the PRB increases
in absolute value with the number of size classes.

ii.

iii.

Discussion

The observations made in the present simulation study are,
strictly speaking, restricted to the hypothetical population of
mussels described above. However, they may be taken to apply
more generally to species featuring similar characteristics—
long life span, high biomass, large length or body mass, oscil-
latory growth, etc.

Observations and recommendations concerning methods—
Under the circumstances delineated by the hypothetical
population of mussels described above, which are fairly com-

mon in marine environments, the best choice among cohort-
based methods appears to be Allen’s curve AC-3, which
exhibits both small bias and variability. If for some reason it
is deemed inappropriate to merge cohorts, e.g., if the year-to-
year variation in recruitment is very high, then AC-1 would
constitute a reasonable alternative. Among size-based meth-
ods, GR-2 is definitely the best option (of those considered).

Size-frequency methods SF-1 and SF-3 may be regarded as

reasonable substitutes.

More generally, the following methodological considera-
tions should be borne in mind when computing secondary
production:

1. For mussel-like populations, the removal-summation
method (RS or IS-1) is not necessarily the best choice, con-
tra Cushman et al. (1978). Note, however, that the recom-
mendation of these authors was based on the stability of
this technique when applied to populations with widely
varying characteristics.

. The negligible difference observed in the simulation
between IS-1 and Siegismund’s adjustment IS-2 is likely
due to the relatively low biomass of the newborn cohort.
This adjustment may still be worthwhile when the first
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Fig. 7. Observed RRMSE of 6 estimators of the secondary production. The 4 boxplots of each panel correspond to optimized and non-optimized sam-
pling schedules including June 30 or not. Each boxplot depicts variation over the remaining 18 (or 54) combinations of factors A, D, E, and F. The cen-
tral line represents the median of all observed values of the RRMSE.

cohort contributes significantly to the total biomass or is
otherwise deemed to be of primary importance (see, e.g.,
Bachelet and Yacine-Kassab, 1987), but such is not the
case here.

3. Although estimation schemes designed to avoid negative

productions may be justifiable in certain circumstances (see,
e.g., Buchanan and Warwick, 1974; Hughes, 1978; Wildish
and Peer, 1981), this practice is likely to increase bias and
reduce precision when applied to mussel-like populations,
as witnessed by the comparatively poor performance of
IS-3, 1S-4, IG-2, and AC-2. In particular, the proximity of
sampling dates, combined with small sample sizes (e.g., 13
dates per year, 5 quadrats per sampling occasion), increases
the frequency of negative productions between 2 successive
dates; the replacement of many negative terms by zeros is a
likely cause for the high positive bias observed for IS-4 (see
Figs. 2 and 3).

. Size-based methods are often considered much inferior to
cohort-based estimators; see, e.g., Morin et al. (1987) or
Plante and Downing (1990). Their unexpectedly good per-
formance in the present context is likely attributable to the
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fact that the cohort production interval (CPI) was taken to be
known. The CPI index generally refers to the length of time
a species needs to complete its development; it was taken as
equal to 8 in the current study. As already emphasized, e.g.,
by Waters (1979) and Benke (1984), an inaccurate knowledge
of the life cycle of a species may lead to a much larger vari-
ability and bias in the estimation of its secondary production.

. Although the bias and precision of all size-based methods

were obviously affected by the (arbitrary) number K of size
classes, no trend could be ascertained. The difficulties asso-
ciated with the selection of K are akin to the choice of an
appropriate number of bins in a histogram: whereas too
few intervals is likely to mask genuine features of the data,
too many will result in artificially empty bins and variation
patterns that may be the effect of chance only. This phe-
nomenon has long been recognized in secondary produc-
tion estimation; see, e.g., Hamilton (1969), Lapchin and
Neveu (1980). Many authors have observed that produc-
tion values tend to decrease as the number of size classes
gets larger, but there is only mitigated support for this con-
jecture in Table 3.
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Table 2. Observed PRB and RRMSE per quadrat of 6 methods of
estimating secondary production.

Estimation of secondary production

Table 3. Observed PRB and RRMSE per quadrat of the 10 size-
based methods of estimating secondary production.

PRB RRMSE
Method 0.5 mm 1T mm 0.5 mm 1T mm
1S-1 -3.66 -3.84 26.03 26.02
1G-1 1.82 1.53 23.71 23.67
AC-1 -7.80 -7.97 20.04 20.08
AC-3 2.43 -5.38 20.10 18.89
SF-1 -10.37 -8.01 22.08 22.20
GR-2 -2.59 -2.35 20.64 20.59

The figures for the first 4 (cohort-based) methods are averaged over 36
combinations of factors A-D; the figures for the last 2 (size-based) meth-
ods are averaged over 108 combinations, due to the inclusion of factor F.

Observations and recommendations concerning sampling
design—Of all factors tested, sampling schedule and effort (fac-
tors A and D) were the most determinant in both bias and pre-
cision of production estimates. This is not surprising, since
both factors increase sample size, as has already been observed
in previous simulation studies; see, among others, Cushman
et al. (1978), Lapchin and Neveu (1980), or Morin et al.
(1987). For cohort-based methods, for example, the data are
points on the Allen curve. Thus, while the addition of sam-
pling dates gives a better idea of the shape of the curve, a
larger number of quadrats on each sampling occasion
improves the precision of point estimates on that curve; con-
cerning the latter point, see Moller and Rosenberg (1982),
Skold et al. (1994), or Nithart (1998).

If sampling were limited to only a few quadrats per date
(say, 5) and a few sampling occasions (say, 5), mass-specific
growth-rate method GR-2 would appear to be the best option
(ctf. Figs. 4 and 5). It would also be an excellent choice if the
experimenter could afford 15 quadrats per date and 13 dates
per year. In the latter case, of course, the 6 methods considered
in greater detail (IS-1, IG-1, AC-1, AC-3, SF-1, GR-2) perform
quite well, so which one should be used is much less critical.

Surprisingly, the intensification of sampling dates during the
growth season did not have a major effect, despite numerous
suggestions to the contrary in the literature; see, e.g., Winberg
et al. (1971), Chapman (1978), or Lapchin and Neveu (1980).
For populations similar to that considered in this article, there-
fore, the sampling schedule could thus be adjusted as most con-
venient logistically, within reason. For example, no great loss in
precision would ensue from concentrating sampling in the
summer months for a species experiencing slow growth in the
winter, so long as some sampling occurs in the latter season as
well, to account for mortality. Although this is not shown
herein, the MR methods that are based on mortality were found
in the simulation to be less precise when using an optimized
sampling design in the growth season only; see Cusson (2004)
for details. With respect to the inclusion or exclusion of June 30
as the last sampling date, the simulation showed little effect to
speak of, especially among the most recommendable methods.

PRB RRMSE

Method 10 15 30 10 15 30

SF-1 -5.38 -10.12 -12.06 22.11 21.68 22.62
SF-2 -16.67 -16.32 -16.08 25.99 24.87 25.38
SF-3 -6.59 -10.75 -12.26 22.37 21.88 22.69
GR-1 -22.91 -18.88 -14.18 28.17 25.40 22.88
GR-2 1.21 -2.14 -6.47 21.13 20.34 20.36
GR-3 1.52 8.88 14.48 21.67 24.59 28.20
GR-4 -22.13 -19.09 -15.88 27.44 25.42 23.60
MR-1 16.57 11.49 21.60 39.73 31.32 37.80
MR-2 -31.85 -29.66 -29.64 35.74 34.04 34.02
MR-3 -25.00 -25.87 -33.20 32.05 32.94 38.23

The figures are averaged over 72 combinations of factors A-E.

Although sieve screen aperture is an integral part of the
experimental design and needs to be fixed a priori, this factor
had relatively little effect in the present context; the only possi-
ble exception was method AC-3, where the less time-consuming
use of a larger sieve tended to decrease the RRMSE, at the cost
of a somewhat enlarged absolute bias. The general lack of
effect of sieve screen aperture is in contrast with previous studies;
see, e.g., Bachelet (1990), Bachelet and Yacine-Kassab (1987),
Sola (1996), Dauvin (1988), and Sarda and Martin (1993). In
some of this work, correction factors were used to account
for coarse sieves because the use of a large mesh size (1.0 mm
instead of 0.5 mm) was reported to induce a strong underes-
timation on small individuals and density of recruits in the
population.

For populations similar to that which is considered in this
simulation study, the lack of sieve effect is likely due to the
fact that young individuals in the hypothetical mussel popu-
lation account for a small proportion of the total production.
When a small effect was observed, as in AC-3, it may be
explained by a “leverage” effect. For these methods, a few
missing individuals end up affecting the entire estimation,
because in each case, a curve is fitted on the merged cohorts.
For other methods, a similar effect may have been present
within the first cohort, but it is attenuated by the small body
size of the corresponding individuals.
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