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a b s t r a c t

Turbulence is substantially laminarised, when the mean flow experiences streamwise acceleration above a

certain critical acceleration parameter. Recently, to essentially reveal aero engine intake acceleration sce-

narios, Direct Numerical Simulations (DNS) have been performed for turbulent flow through a rapidly con-

tracting channel. On average, the streamwise acceleration parameter Ks is of the magnitude of 1 × 10−5. Con-

verged statistics show that it is the streamwise acceleration that causes the first term of the production rate

for u′u′ to be negative. This initiates the degeneration towards laminar flow and also closes the usual wall

turbulence self-sustaining mechanism. Further downstream, the progressive turbulence recovery is largely

streamwise dominant. Importantly, the laminarisation effects are lagging to the rate of contraction. To assess

the corresponding turbulence model performance and for better modelling, for the same flow configura-

tions, Reynolds-averaged Navier–Stokes (RANS) predictions are compared, using some available Reynolds-

stress (RSM) and eddy-viscosity models. These are the second-order closure with the strain–ω formula-

tion, the standard k–ω and the Menter’s shear-stress transport (SST) models, the standard Spalart–Allmaras

(S–A) model, and that with the strain–vorticity correction. As will be shown, through the contraction, all the

benchmarked models are able to predict the essential characteristics of the laminarisation; whereas, further

downstream, the eddy-viscosity models tend to return the flow immediately back to the fully developed

turbulence. In contrast, the RSM predicts the gradually recovery process, in spite of the lower growth rate,

relative to that of the DNS. The S–A model has been modified for the lagging mechanism caused by severe

acceleration. The corresponding modified predictions better match the mean flow characteristics. Moreover,

all models would also benefit from sensitisation to the impact of the large integral length scales.

© 2015 The Authors. Published by Elsevier Ltd.

This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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. Introduction

Degeneration towards laminar flow occurs, when a turbulent

oundary layer (TBL) continues experiencing a substantial accelera-

ion field for sufficient distance [1–12]. This is usually produced from

strong favourable pressure gradient. The early measurements, in-

estigated by Launder and Jones [1,2,13–15], show that laminarisation

s of significance, when the streamwise acceleration parameter

s ≡ ν0

U2
e

dUe

ds
≡ − ν0

ρU3
e

dp

ds
(1)

xceeds a value of about 2 × 10−6. However, only for Ks � 1 × 10−5,

he reversion to laminar is seemingly complete. This case is con-

idered as a “severe” acceleration. Otherwise, the boundary layer

s partially laminarised, as it experiences is a “moderate” accelera-
∗ Corresponding author. Tel.: +44 1223 337 582; fax: +44 1223 332 662.

E-mail address: xiaoyu.yang@alumni.stanford.edu, xiaoyu.yang.alumni.cambridge@

utlook.com (X. Yang).
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ion. Importantly, the laminarisation effects lag the acceleration. For

xample, with Ks,max � 1.5 × 10−5, downstream of the acceleration,

he shape factor Hshape rises dramatically above the laminar value of

.0 [1]. Also, as visualised by Schraub and Kline [3], for an acceler-

ted boundary layer, the low-speed-streaks (LSS) — the signature of

BL — do not suddenly disappear from the sublayer. Moreover, for

hree moderate accelerations, 0.7 × 10−6, 1.3 × 10−6, and 3.0 × 10−6,

aunder and Stinchcombe [16] observed a substantial self-preserving
′ component within partially laminarised boundary layers. In this

ituation, the boundary layer is still essentially turbulent, but with

istinct features. When determining the onset of laminarisation, a lo-

al acceleration parameter, defined as LK ≡ Ks · C−3/2
f

≡ −(ν0/ρu3
τ ) ·

p/ds, is frequently examined [2,7].

As a particular subset of the above research, a sink flow TBL/two-

imensional convergent channel is of special relevance to study lam-

narisation [1,2,17]. Asymptotically, in these self-preserving equilib-

ium flows, Ks is a constant from station to station; moreover, for a

iven value of Ks, the friction coefficient Cf, the Reynolds numbers of

he displacement δ∗ and momentum θ thickness, and also the shape
r the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Fig. 1. Schematic of the lower half of the actual simulated contraction channel. (Note: the streamwise lengths for the upstream inlet section (Sec 0) and the downstream outlet

section (Sec 4) are 120δ and 30δ, respectively. These are not shown in the figure. Also, the half-channel height δ is scaled to be unity, and the axes are not equal.)
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factor Hshape are all independent of the streamwise coordinate. For

this, Direct Numerical Simulations (DNS) with Ks between 1.5 × 10−6

and 3.0 × 10−6 are presented in similarity coordinates by Spalart [18].

For early attempts to numerically predict moderate laminarisa-

tion effects [1,2], the Prandtl mixing-length hypothesis [19,20] is ex-

ploited, together with the Van Driest recommendation [21] for the

mixing-length/effective-viscosity distribution at the near wall region.

Particularly, in these predictions, the damping function A+ is modi-

fied as a function of Ks, instead of the original constant of 26. Compar-

isons with measurements are encouraging. Meanwhile, for severe ac-

celeration, the turbulent shear stress is assumed to be constant along

a streamline by Launder and Jones [1]. This “frozen” hypothesis leads

to reasonably accurate predictions of the momentum thickness θ and

the shape factor Hshape [1]. Similarly, based on the mixing-length con-

cept, other efforts are made, for example, by Kays et al. [22], Cebeci

and Mosinskis [23], and Powell and Strong [24].

Using the k–ε model, Jones and Launder [25] and Launder and

Spalding [26,27] predicted equilibrium sink flow behaviour (Ks �
2.2 × 10−6) and also heat transfer through non-equilibrium accel-

erated boundary layers (Ks = 2.0 × 10−6 ∼ 7.0 × 10−6). Overall, the

k − ε model in its low Reynolds number form is remarkably success-

ful. However, it was noticed that, further downstream, the model ex-

hibited a substantially higher recovery rate of heat transfer coefficient

than measurements after the acceleration/pressure gradient ceased.

Moreover, for turbulence models, such as the k–ε model based

on the effective-viscosity concept, the transport effects for turbulent

stresses, particularly for the shear stress within boundary layer flows,

are not replicated well. To deal with this, a Reynolds-stress model

(RSM), with the scale-determining ε equation similar in some re-

spects to the above used by Jones and Launder, is systematically de-

rived by Hanjalic and Launder [28,29]. Encouraging agreement with

measurements for an equilibrium sink flow (Ks � 1.5 × 10−6) [17],

and more importantly for a non-equilibrium flat-plate boundary layer

with severe acceleration (Ks � 3.0 × 10−5) [13] are found.

Later numerical and experimental developments are well intro-

duced by Piomelli and Yuan [30], where DNS and Large Eddy Sim-

ulations (LES) are presented for spatially developing boundary lay-

ers, subject to accelerations strong enough to cause laminarisation.

Meanwhile, the developments of turbulence modelling for Reynolds-

averaged Navier–Stokes simulations (RANS) of accelerating boundary

layers are introduced, for example, by Karimisani et al. [31] and Oriji

and Tucker [32]. The latter focuses on aero engine intakes.

To essentially reveal such intake acceleration scenarios, the course

of laminarisation is directly simulated through a rapidly contracting

channel with various contraction ratios and lengths in [33]. Relatively

large integral turbulence length scales such as might be found in at-

mospheric turbulence are considered. Accordingly, the peak accelera-

tion parameter Ks, max varies from 0.977 × 10−5 to 5.594 × 10−5. This

level of acceleration is also of strong potential importance commonly

arising in flows through rocket nozzles and turbine blades [1,25].

As has been shown [33], it is the presence of the streamwise accel-

eration (∂U/∂s > 0, where s is the streamwise coordinate) that causes
 d
he first term of the production rate of u′u′ to be destructive; this

nitiates the degeneration towards laminar flow. Consequently, this

loses the usual wall turbulence self-sustaining mechanism based on

he transverse mean shear. In this process, the pressure redistribu-

ion terms progressively vanish through the contraction and there-

fter. Therefore, further downstream after the strong favourable pres-

ure gradient, turbulence is gradually recovered but into substantially

treamwise dominant structures. Consequently, u′u′ recovers gradu-

lly, whereas v′v′ and w′w′ stay at their minimum levels, nearly the

ame as those when leaving the contraction. Accordingly, if scaled

y the corresponding inner values, it can be seen that the above pro-

uction rate term, i.e. 1
2 P+

11,a
= −u′u′+ · K+

s , directly quantifies the de-

truction rate of TKE; also, 1
2 PE

11,a = −(u′u′/U2
edge

) · KE
s provides such a

easure in the outer scale; whereas, K+
s = (∂U/∂s)/(∂U/∂n)w and

E
s = (ν0/U2

edge
) · (∂U/∂s) generally reflect the significance of the de-

truction rate (s and n are the corresponding streamwise and wall-

ormal coordinates.) Moreover, the streamwise length Ls of the accel-

ration field is another important parameter for the laminarisation

rocess [1,13,14,33]. As suggested by KE
s , when the TKE destruction

ates are similar, the laminarisation process is more complete for the

ases experiencing longer acceleration distance/period. Importantly,

he laminarisation effects are lagging to the contraction influence; af-

er the severe acceleration, Hshape can rise above the theoretical lam-

nar solution of 2.0. These recent observations above are of funda-

ental significance for aero engine intake flow physics, as well as

any other aerospace applications. For better turbulence modelling,

ANS predictions are also calculated for the same flow configuration

s Case I(x) (Ks,max = 4.860 × 10−5) of the DNS [33], using some pop-

lar Reynolds-stress and eddy-viscosity models available to the cur-

ent study.

. Numerical methods

The detailed descriptions on these selected models and the corre-

ponding numerical procedure, using compressible Rolls-Royce HY-

RA [34,35] and incompressible ANSYS-FLUENT (Version 13) [36],

ave been given in the other paper [37]. Notably, for the former, a

econd order Roe’s scheme with a low Ma number preconditioning is

mployed for spatial discretisation. The four-stage Runge–Kutta time

ntegration, together with a four-level multi-grid cycle, is used to ap-

roach a steady state solution. For FLUENT, the steady state is ap-

roached through the pseudo-transient time integration; the least-

quare cell based gradient term, the second-order pressure term,

nd the third-order MUSCL scheme for the momentum and other

urbulence-model terms is employed. These benchmarked models

n their low Reynolds number forms are the second-order closure

ith the stress–ω formulation, the standard k–ω and the SST mod-

ls, the standard S–A model and that with the strain–vorticity cor-

ection. Moreover, as shown in Fig. 1 for the schematic of the lower

alf-channel, the standard no-slip wall boundary condition is ap-

lied to the exterior viscous channel wall, with the viscous sublayer

irectly resolved. The standard inviscid wall boundary condition is
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Table 1

Streamwise distance (s/δ) to the leading edge of

the contraction.

Stations s/δa

S0 −0.5π

S1 0

S2 π

S3 2π

S4 3π

S5 4π

a The axes origin is 2.5πδ upstream to the

leading edge of the contraction, and it is on the

lower viscous wall.
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pplied to the interior wall. This will be further discussed shortly.

dditionally, the stagnation and static pressure difference, through

he standard pressure inlet boundary condition, is used to drive the

nflow, to match the desired flow properties at the upstream fully

eveloped region; and the standard outflow boundary condition is

pplied to the channel exit. For all the following results, the itera-

ive convergence criteria is taken to be 1 × 10−6 for all the scaled

esiduals.

Importantly, as will be shown in the following, for all the bench-

arked models, the predictive error progressively arises through the

evere acceleration. For this, to match the DNS data, the standard

–A model [38] without transition terms, i.e. Eq. (2) with σ a
Ks

= 1 and
b
Ks

= 1, is modified as follows: downstream to a severe acceleration

Ks,max � 1.0 × 10−5), the production and dissipation mechanism is

witched off, and the corresponding viscous and turbulent diffusion

s substantially reduced by a factor of 0.1, i.e. σ a
Ks

= 0 and σ b
Ks

= 0.1.

his modified model equation has the form

Dν̃

Dt
=σ a

Ks
{PS−A−εS−A}+ σ b

Ks

σ
{∇ · [(ν̃ + ν)∇ν̃] + Cb2(∇ν̃ ) · (∇ν̃ )}.

(2)

here the production and dissipation terms for the S–A model are

S−A = Cb1S̃ν̃ and εS−A = Cw1 fw(ν̃/d)2. Also, ν and ν̃ are the molecular

nd the modified turbulent viscosities, respectively. For a detailed de-

cription of the modelled functions and parameters, see Spalart and

llmaras [38]. The constants used in the above modifications essen-

ially render production, dissipation, and diffusion inactive to reflect

frozen turbulence state. Hence, the values themselves are general if

pplied to turbulence in the frozen state. Evaluation of the accelera-

ion parameter in a complex geometry application with an unstruc-

ured flow solver is outlined in Oriji and Tucker [32].

. Flow configuration

For the current RANS simulations, the two-dimensional contrac-

ion channel is the same as the cross-section of the DNS case. It con-

ains an upstream fully developed section (Sec 1), an immediate up-

tream guide section (Sec 2), and also a contraction section (Sec 3).

he streamwise lengths for these sections are L1 = 2πδ, L2 = 0.5πδ,
nd L3 = 2πδ; where δ is the upstream half-channel height. Ad-

itionally, a most upstream inlet section (Sec 0 with L0 = 120δ) is

sed to fully develop the flow, as well as a parallel outlet section

Sec 4 with L4 = 30δ) for outflow. Also, to accelerate the flow sep-

rately, starting from the channel centreline at the leading edge of

he contraction, the channel is split into the top and bottom halves

hrough the cosine shaped contraction, respectively. The schematic

f the lower half-channel is given in Fig. 1. The contraction ratio

4/h1 is 0.5; where h4 and h1 are the corresponding geometrical half-

hannel heights. Accordingly, inviscid wall boundary condition is ap-

lied to the corresponding interior channel surfaces; whereas, the

tandard viscous wall boundary condition is used for all the other

xterior surfaces. Notably, the coordinate origin is on the lower vis-

ous wall 2.5πδ upstream to the leading edge of the contraction. It

s at the end of the RANS inlet section (Sec 0). In this way, the co-

rdinates are exactly the same as for the DNS case. Similarly, the

ow is simulated at nominally Reδ = 3300, or equivalently Reτ � 180.

or the upstream fully developed flow, the half-channel height h, or

quivalently the boundary layer thickness δ, is kept as 1 mm; under

ea-level atmospheric condition, this requires the centreline velocity

max = 48.262 m/s, i.e. Ma � 0.142. Additionally, for the five stream-

ise sections above, the grid resolution is (31, 25, 7, 16, 31) × 51. Also,

or the upstream sections, the first grid spacing above the viscous

alls is �d/h1 = 0.002, or equivalently �d+
1st

∼ 0.36 resolving the

iscous sublayer. A grid independence study shows that the average

rofile change for the mean velocities is less than 0.1% and the change
n turbulence quantities around 1% for a grid doubled in all directions.

his is for the RSM which is expected to have the greatest sensitivity

o grid. For the models involving less equations and hence gradients,

maller changes are expected. In the following, only the results close

o the contraction (Sections 2, 3, and the leading part of 4) will be

xamined. Besides, in the following, x, y, and z will be used as the

treamwise, wall-normal, and spanwise coordinates, respectively. In

he following, the benchmark results are examined. These include the

ean velocity profiles, the streamwise distributions of Cf and Cp, and

he characteristics of TKE, KE
s , and K+

s distributions. The definition for

hese parameters will be given in the following.

. Discussion of results

Figs 2–4 compare these RANS predictions with the DNS for the

ean velocity wall-normal distributions at six streamwise stations.

hese are given in the frame (a) of Fig. 2 to the frame (b) of Fig. 4,

espectively. The streamwise locations of these stations have been

hown in Fig. 1. The first four locations (S0–S3) are upstream of, the

eading edge, the mid-plane, and the trailing edge of the contraction,

nd the other two (S4 and S5) are located further downstream. The

orresponding streamwise distances to the leading edge of the con-

raction are given in Table 1. Also, in these figures, the wall-normal

istance is scaled by the corresponding local half-channel height, and

he mean velocity by the centreline value of the incoming flow. In

hese and subsequent figures, the DNS data is represented by the full

ine, and the RANS results are given by the symbols (◦ the RSM, �
he k − ω SST, 	 the k − ω standard, � the S–A standard, + the HYDRA

–A with the strain–vorticity correction, and ♦ the modified HYDRA

–A). Additionally, the laminar profile, resulting in the same wall

hear stress as the upstream fully developed flow, is also shown for

omparison. This is given by the dash-dot line. As can be seen, from

he frame (a) of Fig. 2, at the upstream region, the RANS predictions

onform well with the DNS. Here, the standard k − ω model results

n the largest error. It is around 5%. Then, within the contraction, the

ested turbulence models result in reasonable agreement with the

NS. Particularly, near the wall, the predictions match the DNS ve-

ocity gradient. These are shown in the frame (b) of Fig. 2, and the

rames (a) and (b) of Fig. 3. Hereafter, without proper correction, only

he RSM is able to capture the laminarisation effect. Whereas, the

odified S–A model provides a close match to the DNS. The largest

eviation from the DNS is around 2%.

To see this, the corresponding mean velocity profiles are recast

nto the usual inner-law coordinates. These are given in the frame (a)

f Fig. 5 to the frame (b) of Fig. 7 for the above streamwise locations,

espectively. In these figures, the wall-normal distance and the mean

elocity are scaled by the corresponding local inner values. As can be

een, overall, the laminarisation effect is lagging the acceleration –

he mean velocity profile is initially brought down due to the higher

riction velocity (the frame (a) of Fig. 6), and then pushed gradually

ack up towards the laminar profile (the frame (b) of Fig. 6, and the

rames (a) and (b) of Fig. 7). In this process, without proper correction,
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a b

Fig. 2. Mean streamwise velocity profiles at the streamwise locations, S0 (a) and S1 (b). (− the DNS, −. the laminar, ◦ the RSM, � the k − ω SST, 	 the k − ω standard, � the S–A

standard, + the HYDRA S–A with the strain–vorticity correction, and ♦ the modified HYDRA S–A.)

a b

Fig. 3. Mean streamwise velocity profiles at the streamwise locations, S2 (a) and S3 (b). (− the DNS, −. the laminar, ◦ the RSM, � the k − ω SST, 	 the k–ω standard, � the S–A

standard, + the HYDRA S–A with the strain–vorticity correction, and ♦ the modified HYDRA S–A.)
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the eddy-viscosity models produce increasingly larger discrepancies

( > 20%) downstream to the contraction. This is shown in the frames

(a) and (b) of Fig. 7. As can be seen, only the RSM and the modified

S–A model match the DNS.

Accordingly, the streamwise distributions of the friction velocity

uτ = √
τw/ρ, the skin friction coefficient Cf = τw/(0.5ρU2

edge
), and

the surface pressure coefficient Cp = (P − Pre f )/(0.5ρU2
edge

) are com-

pared in Fig. 8. As can be seen from the frames (a) and (b), before

the end of the contraction, all the tested turbulence models predict

these two viscous drag indicators, uτ and Cf, reasonably well. The

largest deviation from the DNS is around 5%. Due to the immediate

recovery to the fully turbulent state, for the original eddy-viscosity

models, further downstream, the predicted wall frictions are substan-

tially higher than the DNS. Here, the relative error can be more than

50%. On the other hand, the RSM predicts the lag effect, even though

the discrepancy gradually rises along with the turbulence recovery

process. Here, as can be seen, the modified S–A prediction consis-

tently mirrors the DNS behaviour. Additionally, all the RANS predic-

tions provide similar surface pressure distributions, notwithstanding
he relatively large difference from the DNS. Near the trailing edge of

he contraction, the relative error is around 60%. Notably, the refer-

nce of the mean static pressure Pref is taken as the surface value at

he end of the examined region. Also, in this figure and the following

ig. 10, the leading and trailing edges of the contraction (S1 and S3)

re indicated by the vertical dash-dot lines.

Importantly, to see the laminarisation effect to the turbulence

ntensity, Fig. 9 compares the TKE distributions at the aforemen-

ioned six streamwise locations. These are for the RSM, the standard

–ω, and the SST models. In this figure, the wall-normal distance is

caled by the corresponding local half-channel height, and the TKE

s scaled by the corresponding local inner value. As can be seen from

he first frame, for the incoming turbulence, the RANS predictions

gree reasonably well with the DNS. The largest error is up to around

0%. Through the contraction, both the RSM and the two-equation

odels are able to reflect the turbulence reduction, even though

here are quantitative discrepancies with respect to the DNS. When

ow into the parallel outlet, such differences are progressively

arger. The largest deviation is around 50%. For the standard k–ω



X. Yang, P.G. Tucker / Computers and Fluids 126 (2016) 181–191 185

ba

Fig. 4. Mean streamwise velocity profiles at the streamwise locations, S4 (a) and S5 (b). (− the DNS, −. the laminar, ◦ the RSM, � the k–ω SST, 	 the k–ω standard, � the S–A

standard, + the HYDRA S–A with the strain–vorticity correction, and ♦ the modified HYDRA S–A.)

a b

Fig. 5. Mean streamwise velocity profiles in logarithmic abscissa at the streamwise locations, S0 (a) and S1 (b). (− the DNS, ◦ the RSM, � the k–ω SST, 	 the k–ω standard, � the

S–A standard, + the HYDRA S–A with the strain–vorticity correction, and ♦ the modified HYDRA S–A.)
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nd the SST models, TKE recovers rapidly back up to the same level

s the fully developed turbulence; whereas, the RSM prediction

eflects the gradually recovery process, in spite of the lower growth

ate.

To see this further, the corresponding streamwise distributions

f the peak TKE are compared in Fig. 10, together with the distri-

utions of the peak outer and inner scale acceleration parameters,

.e. KE
x = (ν0/U2

edge
) · (∂U/∂x) and K+

x = (∂U/∂x)/(∂U/∂y)w. As can

e seen from frame (a), the DNS data shows that the TKE is substan-

ially minimised through the contraction; thereafter, it progressively

ecovers. Evidently, both the RSM and the two k–ω models are able

o capture the laminarisation mechanism through the rapid acceler-
tion. Nevertheless, the downstream TKE production rate is too high

or the two-equation models, whereas too low for the RSM. Such flow

henomena may be indicated by the acceleration parameters shown

n the frames (b) and (c). Through the contraction, the mean flow ex-

eriences a substantial rapid acceleration. As can be seen from these

wo frames, all the tested turbulence models predict the maximum

treamwise accelerations similar to that of the DNS; whereas, close

o the wall, around the trailing edge of the contraction and thereafter,

he mean flow slightly decelerates. This is indicated by the minimum

cceleration parameters. Clearly, only the RSM and the modified

–A models accurately predict this process. The corresponding spa-

ial distributions of the predicted KE
x and K+

x are given in Figs. 11 and
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a b

Fig. 6. Mean streamwise velocity profiles in logarithmic abscissa at the streamwise locations, S2 (a) and S3 (b). (− the DNS, ◦ the RSM, � the k–ω SST, 	 the k–ω standard, � the

S–A standard, + the HYDRA S–A with the strain–vorticity correction, and ♦ the modified HYDRA S–A.)

a b

Fig. 7. Mean streamwise velocity profiles in logarithmic abscissa at the streamwise locations, S4 (a) and S5 (b). (− the DNS, ◦ the RSM, � the k–ω SST, 	 the k–ω standard, � the

S–A standard, + the HYDRA S–A with the strain–vorticity correction, and ♦ the modified HYDRA S–A.)
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a b c

Fig. 8. Streamwise distributions of (a) uτ = √
τw/ρ, (b) Cf = τw/(0.5ρU2

edge
), and (c) Cp = (P − Pre f )/(0.5ρU2

edge
). (− the DNS, ◦ the RSM, � the k–ω SST, 	 the k–ω standard,

� the S–A standard, + the HYDRA S–A with the strain–vorticity correction, and ♦ the modified HYDRA S–A.)

a b c

d e f

Fig. 9. Turbulence kinetic energy profiles at six streamwise locations. (a)–(f), S0 — S5. (− the DNS, ◦ the RSM, � the k–ω SST, 	 the k–ω standard.)
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2, respectively. Moreover, the modified S–A solutions for three of the

ther DNS cases are given in the Appendix.

As seen from the above, within the contraction, even though all

he models predict the essential laminarisation characteristics, over-

ll, the RSM provides the closest predictions to the DNS. However,

urther downstream when the acceleration or essentially the sub-

tantial favourable pressure gradient is removed, larger discrepan-

ies arise for the predicted turbulence recovery. As has been shown
33], in addition to the anisotropic turbulence recovery, for the mean

elocity, the laminarisation effect is lagging to the acceleration. To

ertain degree, these progressive changes are predicted by the RSM.

he eddy-viscosity models tend to return the flow immediately

ack to fully turbulent; necessarily, some form of the lag modelling

s needed. Based on this, an acceleration extension has been pro-

osed for the S–A model, i.e. Eq. (2) with σ a
Ks

= 0 and σ b
Ks

= 0.1 for

he region downstream of a severe acceleration. This new model is
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a

b

c

Fig. 10. Streamwise distributions of (a) the peak TKE, and (b, c) the peak mean streamwise acceleration parameter in the outer and inner scales, i.e. KE
x = (ν0/U2

edge
) · (∂U/∂x)

and K+
x = (∂U/∂x)/(∂U/∂y)w . (− the DNS, ◦ the RSM, � the k–ω SST, 	 the k–ω standard, � the S–A standard, + the HYDRA S–A with the strain–vorticity correction, and ♦ the

modified HYDRA S–A.)

Fig. 11. Spatial distributions of the mean streamwise acceleration parameter KE
x = (ν0/U2

edge
) · (∂U/∂x). (The frames (a)–(f) are for the predictions using the RSM, the SST and the

standard k–ω models, the standard S–A model and the HYDRA S–A with the strain–vorticity correction, and also the modified HYDRA S–A model, respectively.)
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Fig. 12. Spatial distributions of the mean streamwise acceleration parameter K+
x = (∂U/∂x)/(∂U/∂y)w . (The frames (a)–(f) are for the predictions using the RSM, the SST and the

standard k–ω models, the standard S–A model and the HYDRA S–A with the strain–vorticity correction, and also the modified HYDRA S–A model, respectively.)

a b

c d

Fig. 13. HYDRA RANS (the S–A model with the strain–vorticity correction) solutions for the 2D contraction channel flow. These are the modified S–A solutions for the Case I(a).
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−

ssentially inspired by the hypothesis that the highly accelerated tur-

ulence is in a frozen state as proposed by Launder and Jones [1]. As

hown above, the modified solutions match the corresponding mean

ow characteristics of the DNS.

Finally, as shown [33], in the absence of pressure redistributions,

he downstream turbulence recovery is largely streamwise dominant.
 i
mportantly, in this process, the production rate P+
12

of the Reynolds

hear stress u′v′ is fairly small. This in turn renders a relatively slow

ecovery rate for −u′v′ and essentially the TKE production through

he parallel outlet. Accordingly, this contradicts the approximation

u′v′ = νt (∂U/∂y). Hence, for this region, the Boussinesq approx-

mation is questionable. This is considered as the reason why the
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a b

c d

Fig. 14. HYDRA RANS (the S–A model with the strain–vorticity correction) solutions for the 2D contraction channel flow. These are the modified S–A solutions for the Case I(b).

a b

c d

Fig. 15. HYDRA RANS (the S–A model with the strain–vorticity correction) solutions for the 2D contraction channel flow. These are the modified S–A solutions for the Case I(c).
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w

standard k − ω and the SST models produce the rapid return to

the fully developed turbulence. Accordingly, through the rapid ac-

celeration, the pressure redistribution terms 
ij for the Reynolds

stresses vanish promptly. This is the primary reason for the substan-

tial anisotropic turbulence recovery. Whereas, for the RSM with the

stress–ω formulation, the approximated pressure–strain correlation

is only justifiable for homogeneous turbulence that is near equilib-

rium [39,40]. Primarily, it is considered that this leads to the pre-

dicted lower TKE recovering rate than the DNS.
. Conclusion

To assess turbulence model performance with improved turbu-

ence modelling in mind, RANS predictions have been performed

or turbulent channel flows experiencing a rapid contraction, using

ome popular RSM and eddy-viscosity models. These available mod-

ls include the second-order closure with the stress–ω formulation,

he standard k − ω and the SST models, the standard S–A model

ith and without the strain–vorticity correction. As shown, prior to
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he end of the contraction, all the benchmarked models predict the

ean flow characteristics close to those of the DNS. However, further

ownstream, the discrepancies gradually increase. According to the

NS data, the laminarisation effects are lagging to the acceleration.

lso, through the downstream parallel outlet, turbulence is progres-

ively recovered but into the streamwise dominant structures. With-

ut proper corrections, only the RSM provides reasonably accurate

redictions for the mean flow, even though the downstream TKE re-

overing rate is lower than that of the DNS. In contrary, the eddy-

iscosity models tend to return the flow immediately back to the fully

eveloped turbulence. For this, an acceleration extension for the S–A

odel is proposed based on the frozen state hypothesis. The corre-

ponding modified predictions match those of the DNS. Moreover, as

een, the sensitisation to the impact of the large integral length scales

ould be beneficial for all models.
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ppendix

The modified S–A solutions for the two-dimensional contrac-

ion channel flow are given in this appendix (Figs. 13,14,15).

hese are the Case I(a), I(b), and I(c) with a straight contrac-

ion shape [33]. The contraction ratios h4/h1 for these cases are

.75, 0.5, and 0.25; the corresponding peak acceleration parame-

ers KE
x,max are 1.899 × 10−5, 3.633 × 10−5, and 5.594 × 10−5, in-

ividually. Also, the contraction length is the same as the above

ase I(x), i.e. L3 = 2πδ. The detailed descriptions on the acceler-

tion extension for the S–A model, the numerical procedure, and

he corresponding flow configurations have been given in the pre-

ious sections. For each case, the compared results include the

kin friction coefficient Cf, the surface pressure coefficient Cp, and

he peak values of the outer and inner scale acceleration parameters
E
x and K+

x . The DNS data are given by the full line and the symbols

re for the S–A predictions. Notably, as can be seen from Fig. 13, the

elatively large differences for the Case I(a), with respect to the DNS

ata, are caused by the weak laminarisation.
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