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We demonstrate coherent dynamics of quantized magnetic fluxes in a superconducting loop with
a weak link – a nanobridge patterned from the same thin NbN film as the loop. The bridge is a short
rounded shape constriction, close to 10 nm long and 20 – 30 nm wide, having minimal width at its
center. It superposes neighboring fluxoid states of the loop. Quantum state control and coherent
oscillations in the driven time evolution of the tunnel-junctionless system are achieved. Decoherence
and energy relaxation in the system are studied using a combination of microwave spectroscopy and
direct time-domain techniques. The effective flux noise behavior suggests inductance fluctuations
as a possible cause of the decoherence.

Introduction. A variety of different superconducting
artificial quantum systems, successfully developed and
studied over the last decade, rely on Josephson tunnel
junctions of the Superconductor – Insulator – Supercon-
ductor (SIS) type (see, e.g., Refs. 1–4). Most devices con-
tain aluminium – aluminium oxide junctions deposited by
evaporation through a suspended resist mask, while more
involved Nb–Al–AlOx junctions have been investigated
as well5. A recently proposed and explored alternative
approach to superconducting qubits is based on a new
phenomenon – coherent quantum phase slips (CQPS)
occurring in superconducting nanowires6,7. Such sys-
tems were first demonstrated in disordered InOx

8, and
we discovered similar behavior in nanowires patterned
from thin disordered NbN and TiN films9.

Main findings. In this work we realize a novel type of a
tunnel barrier for magnetic fluxes based on a purposely-
patterned weak link in a disordered superconductor, and
study its coherent quantum dynamics, decoherence, and
energy relaxation. We embed the nanobridge weak link
in a superconducting loop, thereby forming a flux qubit
where the neighboring fluxoid states of the loop are co-
herently superposed. In contrast to a nanowire with large
length-to-width ratio, the tunneling energy of the weak
link is mainly determined by a single amplitude through
the narrowest point. This helps to avoid interference
between different amplitudes (Aharonov–Casher effect)
which may take place in nanowire-based qubits with mul-
tiple intrinsic weak links, as well as energy fluctuations
due to random charge jumps in dielectrics10. Our study
can yield further experimental insight on the question
to what extent nanowires with nominally uniform cross-
section are dominated by a single intrinsic weak link.

Probing the coherent dynamics in a weak link is in-
teresting in light of the intense research on the classical
dynamics and transport in these basic superconducting

structures11. However, weak links in highly disordered
superconducting films have not been extensively studied,
and the theory is still emerging. Here we successfully
demonstrate coherent flux tunneling dynamics through
the weak link, together with quantum state control. We
study the lithographically defined constrictions using the
quantum two-level system as a tool for the first time,
complementary to the standard dc transport approach.
Furthermore, we report a systematic investigation of de-
coherence and find constraints on the decoherence mecha-
nisms in the system. Quantum dynamics in various types
of superconducting weak links is under active study, and
has been only recently observed in direct time-domain
measurements for atomic contacts12,13 and semiconduct-
ing nanowire-based SNS junctions14,15.
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FIG. 1. (color online) (a) False color scanning electron mi-
crograph of a typical NbN loop, interrupted by a narrow con-
striction. To control fluxes a perpendicular magnetic field
Bext is applied, producing a flux Φext through the loop. The
bottom edge of the loop is shared with the center conductor
of a NbN coplanar waveguide resonator for microwave read-
out and control. (b) Enlarged view of the Dayem bridge type
constriction between two 100 nm wide electrodes.
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Figure 1 (b) shows a closeup of a typical constriction
investigated in this work. As shown in Fig. 1 (a), the
weak link is embedded into a superconducting loop and
placed in a perpendicular magnetic field to realize the
flux qubit. The qubit loop is coupled via shared kinetic
inductance to a coplanar waveguide resonator that al-
lows both microwave driving and probing of the qubit
state. Each measured device contains several (up to 30)
potential qubits coupled to the same readout resonator
but with negligible direct coupling to each other due to
the small mutual geometric inductance between the dif-
ferent loops. The multiplexed readout and control is an
advantage of the resonator readout. On a larger scale,
the sample structure is similar to Ref. 9.

The qubit loops have systematically different areas to
allow reliable identification of a particular loop based on
the magnetic field needed to produce one flux quantum.
For a typical sample, microwave characterization reveals
signatures originating from up to 5–10 qubits. Here we
focus on one of the several measured chips, and present
detailed measurements on one of the observed qubits,
with the optimal point at fq = 9.58 GHz. The con-
striction lengths of the detected qubits were in the range
10 − 30 nm, whereas the widths observed with a scan-
ning electron microscope varied typically between 20 and
40 nm. In this limit of short electrode separations, due to
the fabrication process, the nanobridge length and width
are not independent of each other: the width typically
decreases with increasing length. The fabrication yield
is affected by our aim to minimize the length and width
of the weak link: Both “shorted” (minimum width 100
nm corresponding to the electrode width) and broken
(open loop) constrictions can occur. Moreover, the yield
can not be directly accounted based on the microwave
measurements alone: the qubits are on purpose made in
such a way (by varying the nominal constriction width)
that some of them are always outside of the measurement
bandwidth.

Sample details. The samples are fabricated using a
process similar to Ref. 9: First, a NbN film of thickness
d ≈ 2 − 3 nm is deposited on a Si substrate by DC re-
active magnetron sputtering16,17. Proceeding with the
uniform NbN film, a standard lift-off mask is patterned
in a first round of electron beam lithography (EBL). This
initial mask defines the coplanar resonator groundplanes
as well as the transmission lines for connecting to the
external microwave measurement circuit. These struc-
tures are subsequently metallized in an electron beam
evaporator, followed by a standard lift-off process. In
a second EBL step, the loops with constrictions as well
as the resonator center line are patterned using a high-
resolution negative resist (calixarene)18–20. Reactive ion
etching (RIE) in CF4 plasma is then used to finally trans-
fer the pattern into the NbN film. The remaining resist is
not removed after the etching process, which helps pro-
tecting the NbN structures against aging.

For electrical characterization of the samples, we em-
ploy a weak continuous microwave of frequency fp as a

probe signal and measure microwave transmission (nor-
malized complex transmission coefficient t = |t|eiφ)
through the resonator around one of the resonant modes
using a vector network analyzer. The mode is chosen
to fall within the usable 6 − 12 GHz bandwidth of our
cryogenic amplifier. We denote the probing power at the
generator output by Pp. As sketched in Fig. 1 (a), the
qubit can be excited using a second, continuous or pulsed,
microwave tone at frequency fs and power Ps. The res-
onator chip was enclosed in a sample box, and microwave
characterization of the qubits was performed in a dilution
refrigerator at the base temperature close to 25 mK.

The sample reported here contains a resonator with
capacitive coupling. The resonant modes are given by
fn = nv/(2L), n = 1, 2, 3, . . ., where L = 1.5 mm
is the resonator length, v = 1/(LlCl)

1/2 the effective
speed of propagation of the electromagnetic waves, and
Ll (Cl) the inductance (capacitance) per unit length.
The qubit, shifted from the center of the resonator by
about 100 µm, is coupled to several resonant modes, de-
pending on the oscillating current amplitude. Transmis-
sion measurements yielded an average mode spacing of
2 GHz. We find v ≈ 6× 106 m/s, and using the estimate
Cl ≈ 1.0 × 10−10 F/m we obtain Ll ≈ 2.8 × 10−4 H/m,
corresponding to the square inductance L� ≈ 1.4 nH and
characteristic impedance Z1 = (Ll/Cl)

1/2 ≈ 1.7 kΩ. The
full width at half maximum of the power transmission
peak at n = 6 with frequency f6 = 11.876 GHz (where
the most of measurements are done) is ∆f6 ≈ 23 MHz,
which corresponds to a quality factor Q ≈ 500. This
value is partially limited by the internal quality factor
Qint, typically of the same order as the coupling quality
factor Qext for our devices. Using coplanar waveguide
resonators to study the electrodynamics of disordered su-
perconductors is an active top21,22, and it will be interest-
ing to extend the in-depth resonator studies to ultrathin
NbN films similar to the one employed in our study.

Qubit characterization. We now demonstrate that
the weak link coherently superposes neighboring fluxoid
states of the loop. Microwave characterization of the res-
onators typically showed flux-periodic signatures origi-
nating from several of the loops coupled to the same read-
out resonator. At first, to identify which loops form func-
tioning and detectable qubits, we probe the microwave
transmission around multiple resonant modes as a func-
tion of Φext over several flux periods. As in Ref. 9, the
loop area increases by a factor of 3 between the smallest
and the largest loop.

The initial identification based on the flux-periodicity
of the transmission is followed by two-tone spectroscopy
centered around the optimal point of each qubit to ex-
tract the minimum energy gap ∆ (the magnetic flux
tunneling energy) and the persistent current Ip from
the Φext-dependence of the qubit transition. Fig-
ure 2 (a) shows a typical result of such a measurement:
Microwave transmission through the resonator is moni-
tored continuously at a fixed frequency fp using a weak
probe tone at one of the resonant modes. The qubit is si-
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FIG. 2. (color online) (a) Two-tone spectroscopy of the sys-
tem. The dashed line is a fit with ∆/h = 9.58 GHz and
Ip = 40 nA. The plot shows the change δ|t| = |t| − |t0| in the
magnitude of microwave transmission through the resonator.
A fs-independent reference signal |t0| due to the change of |t|
with Φext at the probing frequency fp has been subtracted
for improved visualization. (b) Coherent oscillations close to
the optimal point (fs = ∆/h), measured by changing the
pulse length ∆t of the pulsed, resonant microwave drive. The
shown phase is the measured average phase when the system
is continuously probed and the excitation pulse is repeated at
intervals of T = 500 ns (� T1, the energy relaxation time).
The thin red line shows a fit to a decaying sinusoidal. (c) Rabi
oscillations close to the optimal point, for a range of driving
frequencies fs. The trace in panel (b) corresponds to a line
cut of a similar plot. (d) Dependence of Rabi frequency on the
driving amplitude, showing linear increase towards stronger
driving as evidence of the two-level nature of the system.

multaneously excited using a stronger drive tone at a fre-
quency fs that is scanned around fq. Due to the disper-
sive (non-resonant) coupling between the qubit and the
resonator, the resonant frequency depends on the qubit
state populations. The populations ultimately saturate
to 0.5 for strong drive, producing a clear dip in the mea-
sured transmission whenever fs = fq. In Fig. 2 (a) we
plot the magnitude of the microwave transmission coef-
ficient as a function of fs and Φext. The dashed line
is a fit to hfq =

√
ε2 + ∆2, based on the Hamiltonian

H = −(ε/2)σz − (∆/2)σx. Here, ε = 2IpδΦext with
δΦext = Φext − (N + 1/2)Φ0, and Φ0 = h/(2e) denotes
the magnetic flux quantum. N labels the fluxoid state of
the loop. In the vicinity of the point δΦext = 0, where
the transition frequency fq reaches its minimum value
∆/h, the fluxes are superposed. The dashed curve uses
Ip = 40 nA, which is defined by the loop inductance
Lq = Φ0/(2Ip) ≈ 25 nH. The curve is a good approxi-
mation to the level spacing over our measurement band-
width, up to fq ≈ 20 GHz. The probing frequency fp,
low excitation power Ps, and the color scale for the spec-
troscopy in Fig. 2 (a) were optimized for fq ≈ ∆/h.

After spectroscopic characterization we perform direct
time-domain probing with Φext tuned to the optimal
point, where fq = ∆/h. Figure 2 (c) shows the sec-
ond main finding of this work: Using a pulsed microwave

drive at frequency fs close to fq, and of varying dura-
tion ∆t, we observe Rabi oscillations of the qubit pop-
ulation. To obtain this result, we keep the weak con-
tinuous probing tone at fp, and the driving pulses of
length ∆t are repeated with period T = 500 ns. Fig-
ure 2 (b) shows a line cut at zero detuning, fs = fq,
whereas Fig. 2 (d) illustrates good agreement between
the observed oscillation frequencies at different driving
powers and the characteristic linear dependence on the
drive amplitude expected for a two level system. The
oscillations decay here within about 30 ns. Besides the
decaying oscillations, we typically observe a slow decay
or increase of the background level. This happens over
a larger range of ∆t, often beyond 100 ns when the os-
cillations have already become undetectable. One of the
possible causes is influence of the excitation pulses on the
resonator transmission.

The time-domain oscillation measurements were per-
formed at probing powers Pp corresponding to intrares-
onator photon numbers n . 1. To characterize the influ-
ence of the continuous measurement on the qubit dephas-
ing we check the lineshape of the spectroscopy line at the
qubit optimal point at varying probing powers. The ob-
served negative ac-Stark shift of the qubit frequency, ap-
proximately linear with an increase of the readout power,
allowed us to calibrate n against Pp as with aluminium-
based superconducting qubits23,24. Due to the measure-
ment backaction, at increasing Pp we observe the ex-
pected broadening of the spectroscopy line and the start
of the evolution of its shape from a Lorentzian towards an
inhomogeneously broadened Gaussian as the qubit tran-
sition frequency is affected by the instantaneous photon
population in the resonator23.

Decoherence measurements. Our earlier experiments
with two-level systems in InOx and NbN nanowires8,9

indicated dephasing in these systems, with typical spec-
troscopy linewidths of the order of 100 MHz, but the
decoherence properties were not investigated in detail.
Figure 3 collects together the next finding of this work:
measurements of dephasing and relaxation rates of the
constriction qubit.

First, Fig. 3 (a) displays the spectroscopy line of the
qubit when Φext is kept fixed at the optimal point. The
probing power Pp corresponds to n . 1 photons in the
resonator on average, and the magnitude of the nor-
malized transmission coefficient is plotted as a function
of fs. The lineshape is well described by a Lorentzian
dip whose width and depth increase with Ps. In the
limit of low Ps we find a full width at half maximum of
δfFWHM = 26 MHz at the optimal point, corresponding
to a dephasing rate Γ2 = πδfFWHM ≈ 8× 107 s−1.

The dependence of Γ2 on the qubit frequency fq is
shown in Fig. 3 (c), in the main panel in terms of ε over
a wide range of the external flux, and in the inset in more
detail around the optimal point. As evident already from
Fig. 2 (a), the dephasing rates increase quickly when Φext

is moved away from the optimal point. The black solid
line as an eye-guide is 2.9|ε|/(~ωq)×109 s−1, the expected
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FIG. 3. (color online) (a) Typical spectroscopy lineshape of
the qubit close to the optimal point (filled circles). The prob-
ing power Pp was kept constant at a low value corresponding
to n . 1 photons in the readout resonator, in which case
the measured signal is well described by a Lorentzian dip
(red solid line), the width of which relates directly to the
total decoherence rate Γ2 = πδfFWHM. (b) Determination of
the energy relaxation rate Γ1 from exponential decay of the
averaged transmission under repetitive driving with double
pulses of constant length but varying delay ∆t between the
pulses. (c) Relaxation rates Γ1 (downward blue/dark trian-
gles) and total decoherence rates Γ2 (upward red/light trian-
gles) as a function of the energy bias ε. The solid line shows
2.9|ε|/(~ωq) × 109 s−1. The inset plots Γ1 and Γ2 from an-
other, more detailed measurement focused around the optimal
point.

ε-dependence for 1/f type flux noise25. In Fig. 3 (c) we
also show the energy relaxation rates Γ1 = 1/T1 as a
function of the external magnetic flux. To reduce the ef-
fects of spurious excitations of nearby resonator modes,
the qubit relaxation rates were obtained from exponential
fits to a time domain measurement with two microwave
pulses of fixed length 100 ns� T2 whose separation was
varied. The method is essentially the same as employed
in Ref. 26, except that the π pulses are replaced by pulses
much longer than T2 and therefore they saturate the state
populations to 50%. Figure 3 (b) displays a typical re-
sult. Similar to the measurements of the Rabi oscilla-
tions, the system was probed continuously at fp and the
pulse sequence was repeated after every T = 500 ns.
In contrast to the dephasing rate that quickly increases
away from the qubit optimal point, we find the relaxation
rate corresponding to T1 ≈ 30 ns to be only weakly de-
pendent on Φext. Note also that the relaxation can not
be described by the Purcell effect due to non-resonant

energy leak to the resonator modes. This is supported
by our estimates and frequency-independent behavior of
Γ1 when the qubit is detuned from the resonances, as is,
for instance, shown in the inset of Fig. 3 (c).

Discussions. The increase of the dephasing rate in
Fig. 3 (c) with increasing ε suggests that it originates
from low frequency fluctuations in the flux degree of
freedom. From the asymptotic relation 2IpδΦ = 2~Γ2

(at ~ωq � ∆, where Γ2 ≈ 2.9 × 109 s−1), we find the
corresponding normalized flux fluctuations δΦ/Φ0 to be
about 4 × 10−3, which is about three orders of mag-
nitude larger than typical flux fluctuations in Joseph-
son flux qubits and dc SQUIDs fabricated from thicker
films25,27–31. The corresponding inductance fluctuations
from δΦ/Φ0 = δLq/Lq are found to be δLq ≈ 0.1 nH.
If we assume that the fluctuations are correlated in
space with a typical characteristic length (e.g. coher-
ence length) then the relative inductance fluctuations
δLq/Lq are scaled as inverse square root of the to-
tal area. Recalculated for the resonator, we find that
δLr/Lr =

√
Aq/ArδLq/Lq ≈ 2.5 × 10−4, where Aq and

Ar are areas of the qubit and the resonator central line.
If similar inductance fluctuations take place in the res-
onator formed from the same NbN film, the expected
relative inductance fluctuations result in the resonator
line broadening δf = 1/2(fn/2)δLr/Lr, which for f6 is
equal to 0.8 MHz. This is an order of magnitude smaller
than the line broadening in our resonator ∆f6.

To deepen the understanding of decoherence by the
effective flux fluctuations in these systems, it would be
interesting to study similar weak links in films of differ-
ent thicknesses, as this will strongly affect the degree of
disorder. Likewise, the area of the film in the qubit loop
can be varied and what is more, possible contact issues
aside, part of the qubit loop could be fabricated from a
thicker film.

Next, we characterize the qubit dissipation, assuming
that it is caused by a resistance Rq parallel to the induc-
tance. The relaxation rate caused by the spontaneous
emission due to the current quantum noise SI(ωq) =

2~ωq/(2πRq) is Γ1 = 2πSI(ωq)ϕ2
p sin2 θ/~2, where ϕp =

LqIp = Φ0/2 is the effective dipole moment, describing
coupling of the loop to the resistance, and sin θ = ∆/~ωq.
Note that sin θ changes only by a factor of 2 in the range
of our measurements 9.58 GHz ≤ fq ≤ 18 GHz (corre-
sponding to 0 ≤ ε ≤ 16 GHz), and Γ1 fluctuates in a rela-
tively narrow window over the measured frequency range.
Although Rq is not necessarily constant, we estimate its
effective value, substituting typical Γ1. At fq ≈ 9.6 GHz,
Γ1 ≈ 4× 107 s−1, and we find Rq ≈ 30 MΩ, which corre-
sponds to a square resistance R� ≈ 1.7 MΩ. The resis-
tance is too large to explain the resonator quality factor,
which due to the internal loss on a resistance parallel to
the inductance would be QR = R�/(2ωL�) ∼ 104. The
nature of this dissipation requires further study. A pos-
sible mechanism can be related to crowding of the cur-
rent part out of superconducting channel to a normal
one (e.g., quasiparticle current or dissipative displace-
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ment current in the oxide layer on top of the film) due to
fluctuations of kinetic inductance.

Conclusions. To summarize, we have demonstrated
coherent quantum dynamics in a superconducting loop
interrupted by a weak link in the geometry of a uniform-
thickness Dayem bridge type constriction. Quantum
state control of the qubit has been demonstrated by mea-
suring Rabi oscillations. The dephasing and energy re-
laxation have been studied in a wide range of energies.
The dephasing can be explained by kinetic inductance
fluctuations in the highly disordered NbN film. Future
samples would benefit from a readout resonator with sig-
nificantly larger fundamental frequency, better quality
resonators fabricated in a separate step, as well as the
loops fabricated from a thicker film. A detailed study
of the constriction length dependence could shed light

onto the transition to a phase slip flux qubit in a longer
nanowire, either uniform or behaving as a chain of intrin-
sic weak links.
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