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Dear Readens,

Grectings rom GIABR !

The primary objective of GIABR is to encourage business research with
application focus rather than theory development. The theme of the GIABR 2013
international conference held in Auckland in Oct 2013 was Research for Results. The
theme was chosen to highlight the significance of the need to make the business
research relevant to industry. Research in any discipline, with application focus, acts as
a link between academics and practitioners building a mutually beneficial relationship.
Accordingly, the primary focus of business research should be to create value to industry.
Otherwise, the outcome of business research, regardless of the academic rigour, will

be of little value to the practitioners. Prof. Kate Kearins in her key note address said:

Following international trends, academics will increasingly have to demonstrate
who their research matters to, and why. The challenge is to marry the rigour of traditional
academic work with practical interventions and research of a more applied nature, and

to provide compelling evidence of impact.

The pace of globalisation, developments in Information and Communication
technology, changes in management structures and styles, provide opportunities and
challenges for applied business research. Given that the present day managers are
overloaded with information and constrained by time, it is a real challenge for business
researchers to draw the formers” attention to the research findings. The emphasis must
be on the relevance of the topic and the value to the practitioners.It is hoped that the

articles published in this issue would enable the managers to make better decisions.

Dr. S. Gonuguntla
Editor
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Abstract

The main purpose of this study is to examine the effects of the exchange rates,
international prices, and the demand shocks on inflation in Fiji Island . The study covers the
annual data from 1975 to 2010.The variables are transformed into changes/per cent and
then Ordinary Least Squares methodology (OLS) is used. The appropriateness of the OLS
assumptions is tested including the normality of the residuals, autocorrelations ,
heteroskedasticity and functional forms. The main findings are that the Fijian dollar depreciation
increases, the international price shocks in the form of Australian consumer prices increase,
the Keynesian demand shocks increase, and the devaluation events increase the consumer
price inflation in Fiji. As a monetary policy instrument the flexibility of the exchange rate policy
is indispensable for Fiji to absorb appropriately the international supply and price shocks.
We have been able to include the international supply shocks, the domestic demand shocks,
the exchange rates, and devaluation dummies in our model. Though we have used a simple
OLS model, the originality of our study is the comprehensiveness of the theoretical variables
in our model. This study will have an important implication for the small open economy of Fiji
especially its exchange rate policy.

Keyword(s):

Demand shocks, Devaluation, Inflation, exchange rates, International supply shocks, Small
open economy

1. Introduction

This paper seeks to study the impact of the
exchangerate, theinternational prices, thedemand
shocks, and thedevaluationsdone on different years
oninflationintheFiji Islandsfor the years (annua
data) 1976-2010. This research paper attempts to
study the effects of exchange rates on domestic
consumer pricesin Fiji after controlling the effects

of the supply shocks represented by the foreign
prices, and the domestic demand shocks, and the
devaluation episodes.

The transmission mechanism of the effects
of the exchange rates on the domestic consumer
pricesisthrough import prices and export prices,
and the domestic aggregate demand. Thus, changes
in exchange rates imply changes in export and
import prices, volume of exports and imports,
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investment decisions, and last but not the least in
consumer prices. Themain factorsinfluencing the
degree of pass-through are openness and size of
economy, besidesrelativeelaticitiesof demand and
supply for traded goods and macroeconomic
conditions and micro economic environment
(MacFarlane 2006). The author further gives a
flow chart in which exchangerate depreciation has
the direct effect through imported inputs become
more expensive and production costsrise and thus
leading to higher consumer prices, and smilarly
imports of finish goods become more expensive
and leading to higher consumer prices. The
exchangerate depreciation hasindirect effectsalso
of the domestic demand for import substitutes
rising, and the demand for substitutes and exports
raising their prices, and demand for labour
increases and wages increase, and they all also
lead to higher consumer prices.

However, the ‘rational expectation
hypothesis' can short circuit all thoseintermediate
transmission mechanism between exchange rates
and domestic consumer prices, and the exchange
rates changes or even expected changes in
exchange rates can move directly the domestic
consumer prices.

There is another direct channel due to the
operation of law of one price based on the
purchasing power parity theory (PPP) .1t isargued
that the exchange rate between two monies/
currenciesisdetermined by therelative movements
inthepriceslevelsintwo countries. Theintellectua
origins of PPP began in the early 1800s, with the
writing of Wheatly and Ricardo. Theseideaswere
subsequently revived by Cassel (1921). The
Cassdlian approach begins with the observation
that the exchange rate ‘E’ is the réelative price of
two currencies. Sincethe purchasing power of the
home currency is 1/P and the purchasing power of
the foreign currency is 1/ F, in equilibrium the

@ GIABR Journal of Business| January - March 2014 |

relative value of two currencies should reflect their
relative purchasing powers, E= P/ P*. The
Cassdlian view suggeststhe consumer priceindex.
The implication of the Casselian view is aso that
trade weighted exchange rate isnot necessary in
the empirical studies of the Purchasing Power
Parity , and that of inflation studies in relatively
Open economies.

(CPI) is typically used in empirical
implementation of thetheory. However, thistheory
impliesthat thelong runreal exchangerate, q=E
+ P - P is constant over time which assumption
may not be realistic though mean reversion to the
long run Q isagood possibility.

The commodity-arbitrage view of PPP,
articulated by Samuel son (1964) saysthat the law
of “one price” is applicable only for all
internationally tradable goods. Therefore this
theory is more applicable to tradable goods only
which can be expressed in the following way:

P=F E
Where P = domestic currency price of imported
goods
E is the exchange rate expressed as units of
domestic currency per unit of foreign currency
P istheforeign priceindex.
Expressing in log form:
LogP=RlogP +alog E

Thelaw of onepriceimpliesthat 3=8=1 in
which case changesin exchange rates completely
passthrough to domestic price of thetraded goods.

In apass-through exchange ratesto inflation
model but the dependent variable as the import
pricesof the USA, Hellerstein, Daly, and Marsh’'s
(2006) study the USimport price’ sresponsiveness
to the changes in US dollar for various time
periods.
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1.1 Exchange Rate and M onetary Policy
Regimesin Fiji

Fiji has been following the fixed exchange
rate regimes since 1975 and its currency the Fiji
dollar came to be linked to a basket of five
currenciesof itsmajor trading partners: Australia,
Japan, New Zealand, the UK and the USA. From
the beginning of 2000, the British pound was
replaced by euro. Fiji haswitnessed three episodes
of devaluation of itscurrency since 1975: thefirst
wasin 1988 by 33% to prevent the capital outflows
arisen out of two military coupsin 1987, in 1998
by 20% to withstand the pressures of the Asian
financial crisis, and in 2009 by 25% because of
the global financia crisis and subsequent world
recession of the year 2008. The Reserve Bank of
Fiji is allowing the varying the exchange rate by
market forces with in bound from +/- 0.07% of
the centrd rate. The main exchangeraterestrictions
areon capital account transactionsby theresidents.

Fiji’s central bank, the Reserve Bank of Fiji
(RBF) has two objectives: maintaining price
stability and maintaining adequate level of foreign
reserves. Inregard to the objective of price stability
RBF seeks to keep headline inflation low in the
range between 0-3 per cent. Asregardsthe second
objective RBF seeksto maintain an adequatelevel
of foreign exchange reserves, which may cover at
least four months of imports of goodsand services.
During the 2000 — 2010 period average headline
inflation has been around 3.8 per cent. In 2007,
inflation was around 4.3 per cent. In 2008, higher
import prices raised food prices. Inflation spiked
from 5.8 per cent in May 2008 to a 20 year high
of 9.8 per cent in September 2008, though
subsequently it has fallen to 8.5 per cent. As a
result of Fiji's devaluation in 2009 April of its
currency by 20 per cent, again consumer prices
reached 8 per cent.

Theendogenity of the quantity of money ina
fixed exchange open economy has been a central

proposition of the so-called “monetary approach”
to balance of payments analysis associated the
work of Johnson (1972) and Mundell (1971). Itis
common knowledgethat in apegged exchangerate
regimewith open economy, thedomestic pricelevel
will be determined greetly by theinternational price
level. However in Fiji Island’s case the exchange
rate regime retain some flexibility though it is a
pegged exchange rate system.

Thenext sectionwill survey theliterature on
the studieson Fiji regarding the exchangerate pass
through, and the monetary transmission
mechanism.

2. Literature Survey on Inflation Study
for Fiji

Katafono (2000) in an interesting study on
inflation in Fiji over the period 1966-1998
examined the relation between various monetary
aggregates, and inflation and real GDP using the
time series technique of Vector Auto Regression.
They have done the VAR in first differences as
many data are non-stationary. Their main
conclusions are that M1 definition of money is
Granger causing inflation in Fiji, inflation is not
Granger causing M1, broad money and inflation
arenot Granger causing each other, M1isGranger
causing nominal GDP and nominal GDP is not
Granger causing M1, nominal GDP is Granger
causing Quasi money and not vice versa, nominal
GDP and broad money are not Granger causing
each other, real GDPand M1 are Granger causing
each other, real GDP and broad money are not
Granger causing each other. Their findings are
interesting, especially that M 1is Granger causing
inflation in Fiji. Their further results on block
exogenity etc show that thereisno single monetary
aggregate which hasclear explanatory power over
inflation and real output in Fiji. The main
drawback of their research methodology is that
though they tested for non-stationarity and found

GIABR Journal of Business| January - March 2014 | @
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that many variables are non-stationary, they have
not tested if there is cointegration between non-
stationary variables, and without knowing that,
they have gone for first differencing the data and
for doing VAR with differenced variables.
Jayaraman et a (2010) have examined the period
1970-2007 for Fiji the relation between real
domestic product( RGDP), a monetary
aggregate(M2), and consumer prices through
cointegration and error correction models. Though
their reported cointegrating vector in that article
is only for GDP as the dependent variable, one
canindirectly calculate the price as normalized to
unity and can find the correct positive sign for
money supply cointegrating coefficient, whichis
also statistically significant, as the independent
variableand the price asdependent. However, they
subsequently point out that when the vector error
correction model is run, they find that when the
change in RGDP is taken as the dependent
variable only the error correction coefficient has
the right negative and significant coefficient
between 0 and minus one, and not when the change
in consumer price is taken as the dependent
variable. Inthe VEC model, the change in money
supply ispositiveand significant in explaining the
change in the price level as a short run
phenomenon, and we are not sure about the long-
run effect as the error correcting factor, though
negative, isnot statistically significant. Therefore,
theimplication of Jayaraman et al (2010)’sresults
isthat for Fiji theinflation cannot be explained by
the exogenous money supply as the monetarists
argue. Inthe cointegrating vector, when Jayaraman
et a normalized the LRGDP as the dependent
variable, thecoefficient of thepriceleve isnegative
and significant, the money supply is positive and
significant, and the exchange rate is negative and
significant, and thelending interest rateisnegative
but not significant. Itimpliesthat if wenormalize
for the price level, the exchange rate is negative

GIABR Journal of Business| January - March 2014 |

and significant. An exchange rate depreciation
leads to the increasing price level. But we should
be careful ininterpreting the cointegrating vector
asthisvector does not givethe causal relations. It
isinteresting to note that in the VEC model, when
the change in GDP is taken as the dependent
variable, the change in exchange rate is positive
and statistically significant. But Jayaraman et a
(2010) do not give any explanation about this the
short run relationship between exchange rate
appreciation and increasein GDPintheir reported
results of the VEC model.

But Jayaraman et a give the forecast error
variance results of the price level where after 5
yearsthemoney supply and exchangeratesexplain
much of the variance in price level. But
contradicting that finding, their impul se response
function shows that the response of the price to
themonetary shocksis positiveand significant only
for the first five years. They do not give any
explanation for theinconsistency between thetwo
results of the variance decomposition and impulse
response functions. However, Jayaraman et al
(2010) reach a general conclusion that they find
the most variability in output and inflation is
explained substantially by money shocks. They
assert, “therefore, money does matter in Fiji”, and
they affirm the conclusions reached by Rao and
Singh (2006) in their survey article on monetary
policy that “Fiji’s central bank should use the
money supply asitsmain policy instrument, instead
of interest rate or the bank rate.” However, we
are of the view that Jayaraman et al’s (2010) final
conclusions and their empirical results presented
in different tables are not necessarily very
consistent with each other asthey initially reported
that when the change in price is taken as the
dependent variable, they did not get a statistically
significant negative error correcting coefficient.

Jayaraman et a (2012) analysethe exchange
rate pass-through in Fiji for the period 1982-2009.
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They have used the log of the consumer pricesin
Fiji, log of M2, log of the exchangerateFiji dollars
per unit US dollar, and log of the Treasury Bill
rate asvariables and found one cointegrating vector
among those non-stationary variables. In the
cointegrating vector when log of consumer prices
is normalized as unity, the coefficient of the M2,
and the exchangerates are positive and significant,
and that of theinterest rate is negative though not
significant. In the VEC form when the change in
the consumer price is taken as the dependent
variable, the coefficient of the error factor as
expected is negative and significant. Jayaraman
et al conclude that exchange rate pass-through
effect is true for Fiji to the consumer prices.
However, they have found that for the post coup
period 1987- 2009 period this pass-through effect
isweakened. They arguethat thisweakening effect
may be due to the stability in exchange rate
movements, and more competitive pricing
environments.

Narayan et al (2012) in an interesting study
on Fiji for the period 1975-2005 about the
monetary transmission mechanism use structural
VAR and come out with very drastic but mostly
pessimistic conclusions: “we find that amonetary
policy shock statistically significantly reduces
output initially, but then output is able to recover
toitspre-shock level. Inaddition, we discover that
a monetary policy shock instigates inflationary
pressure, leads to an appreciation of the Fijian
currency and reduces the demand for
money. We a so analysed the impact of anominal
effective exchange rate(NEER) shock (an
appreciation) onreal output and found that it leads
to astatistically significant negative effect on rea
output. “ “.....In addition, we discover that a
monetary policy shock instigates inflationary
pressure, leads to an appreciation of the Fijian
currency and reduces the demand for money. We
also analysed the impact of a nominal effective

exchangerate (NEER) shock (an appreciation) on
real output and found that it leadsto astatistically
significant negative effect on rea output .” The
drastic and debatable finding of themisthat atight
monetary policy would lead to more inflation in
Fiji. They justify the findings further: “The RBF
increased official interest ratestwicein 2006, from
2.25t0 4.25 per cent, despite which inflation has
increased from1.8 to around 6 per cent. It should
benoted that in Fiji theinterest rate spread ishigh.
In 2006, the savings deposit rate was 0.84 per cent
while the average lending rate was around 7.89
per cent. A savings deposit rate of lessthan 1 per
cent is not a sufficient incentive for consumersto
save....” Though one may have sympathy with
Pares Naryan et a (2012) findings, one may not
fail to find an inconsistency in the arguments that
thetight monetary policy can lead to inflation and
therefore to exchange rate depreciation fear, and
at the sametime, leading to an appreciation of the
exchange rate and therefore to the reduction in
output!

In another important article, IMF economists
Peirisand Ding (2012) argue*“ Therefore, pegged
exchange rate regimes should not preclude
considerations to introduce some flexibility to
increasetherol e of the exchangeratein absorbing
external shocksand to provide additiona freedom
for monetary policy.” “McCallum (2006)
compares the performances of Taylor-rule type
interest rate rules and exchange rate based
approaches to inflation targeting in an economy
with varying degrees of openness. Thekey finding
is that as the degree of openness increases an
exchangerate based approach to inflation targeting
does much better than the standard interest rate
based approach in stabilizing output, with no
adverse consequencesfor inflation variability. The
reason for thisresultisthat in aninterest rate based
approach, the variability of theinterest rateislow
whilethat of the exchangerateishigh, whileinan
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exchange rate based approach, the opposite is
found. These results suggest that in an economy
with ahigh exchangerate pass-through to imported
goods prices and low interest rate sensitivity of
aggregate expenditures, smoothing the exchange
rate rather than interest rates may help control
inflation and reduce output volatility.”

Peiris and Ding's (2012) main results and
conclusionsare: “ Theimpact of monetary impulses
on headline inflation is not as significant as
exchange rate fluctuations. The pass-through of
the exchangerateto headlineinflation is 60 percent
within 4 one year, with a complete pass-through
within the second year. On the other hand, the
impact on and variation of headline inflation
explained by monetary impulsesisrelatively small
whether one considers broad money, domestic
credit, reserve money, or interest rates, as in the
baseline model. In fact, higher interest rates are
associated with greater inflation possibly indicating
areverse causation where exchange rate changes
and inflation determinethelevel of interest rates.”

Another important finding by Peirisand Ding
(2012) is that real GDP is not well explained by
the shocks considered except itsown innovations,
probably reflecting the importance of supply-side
factors and policy variables not captured such as
fiscal policy. Interestingly, global commodity
pricesappear to affect economic activity morethan
global GDP indicating a relatively weak impact
of external demand compared to terms of trade,
athough none of the these effects are statistically
significant.

Themagjor point emerging out of theliterature
survey isthe dominant role of exchangerates, and
the exogenousinternational pricesin transmitting
the inflation in to the Pacific economies.

Therole of and the transmission mechanism
of the monetary policy in these Pacific countries,
is gtill an area where there are different views by
the scholars and more research is needed.

@ GIABR Journal of Business| January - March 2014 |

3. The Mode and the Variables of the
study

A simple OLS model is proposed to study
the effects of exchange rate pass-through effect
on the consumer pricesin Fiji:

Pt =?+1%=0aiet-i +17%4=0 bj wt-j +ct(Yt)
+2

Where Pt is an index of Fiji consumer prices at
timet. ?isaconstant . et-i istheAustraliandollars
/ Fijian dollar nominal exchange rate at time t
minusi ( previous time period), wt-j isacontrol
for supply shocks (the Australian consumer prices
index is taken as a proxy) that affect domestic
consumer pricesindependently of exchangerates,
Ytisacontrol variablefor demand shiftsthat may
affect import prices (GDPat current prices minus
exports plusimportsistaken as aproxy). Each of
the variables is in per cent change terms except
the Fijian dollar exchangerate whereitisonly the
changein variable. Exchange rate pass-through is
the sum of the ai coefficients on the nominal
exchange rate coefficient e at time t plus four
lagged variables. Domestic demand, defined as
GDP minusexports plusimports, servesasaproxy
for domestic demand shifts. Foreign production
costs (Australian consumer prices) serve asaproxy
for supply shocks.

3.1 Variablesfor Pass Rate M odel

For thisOL S model variablesare in changes
or per cent form.

1. CPIF: CP for Fiji
2. CCPIF: Changein CPIF
= ((CPI Yr 2-CPl Yr 1)/CPI Yr1)*100
3. EXAUS
Exchange rate for Austrdia (AS/F$)
4. CEXAUS: Changein EXAUS
= (EXAUSYr 2- EXAUSYT 1)
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5. DS: Demand shock
6. CDS: ChangeinDS
=((DSYr2-DSYr 1) /DSYr1)*100

7. CPIA: CPI for Australiaasaproxy of supply
shock.

8. CCPIA: Change in CPIA=((CPI Yr 2-CPI
Yr 1)/CPI Yr1)*100

9. DD: dummy for devaluation years, 1988,
1998, and 2009.

Sources of dataare from the Reserve Bank of Fiji
publications.

3.2.SampleTimeperiod

Theorigina dataperiodisfrom 1975t0 2010
annua data. But once we take per cent and or
differences of the variables, one year is lost and
then one lag is used and so the period adjusted
sample is 1977 to 2010.

4. Resultsand Interpretations

Asshownin Table 2 below, we can observe
that the dependent variable, the per cent changein
Fiji consumer price index (CCPIF) is well
explained by theindependent variablesinthe OLS
model. All the independent variables have the
expected right signs and the coefficients are
statistically significant. Thechangeintheexchange
rate variable hasthe negative sign and statistically
significant at 5 % level. The depreciation of Fiji
dollar creates inflation and appreciation reduces
inflationin Fiji. Fiji hasabout 60 to 70% of imports
and exports in GDP and exchange rate is highly
relevant when targeting inflation at Fiji. This
exchange rate variable in change form is not
normalized by dividing by the previous year (not
per cent form) as the absolute change in the
exchange rate is more relevant as an independent
variablein causing domesticinflation. The supply
shock proxy variable, the per cent change
Australian consumer priceindex (CCPIA), hasthe

right positive sign and is statistically significant
at one per cent level, and the order of magnitude
of the coefficient of 0.6 is of much economic
significanceasitis expectedto benear unity from
a purchasing power parity framework. Once we
control for exchange rate, there is aimost one to
one correspondence between foreign inflation and
the domestic inflation in Fiji.

The demand shock variable, CDS, which is
created by nominal GDP minus exports plus
imports, also hasthe expected positivesignandis
statistically significant at 5 per cent level. Thisis
inline with a Keynesian perspective that demand
shocks have also been important in explaining
inflation in Fiji. All components of GDP like the
wage pressures etc are relevant here.

Last but not least, the devaluation dummies
are also of the expected positive signs and are
statistically significant at 5 per cent level. The
devauations had definitely inflationary effectsin
Fiji.

Other statistical inference criterion like the
R2 of 0.48 isfairly aright. The normality of the
residualsistested by JB criterion and the null of
normality is not rejected. No autocorrelation
hypothesisisaccepted by BG LM test, thereisno
heteroskedasticity, null isnot rejected at 1 % level,
and the right functional form Ramsey test is also
accepted at 1 % level. Therefore, the OLS model
is very appropriate for our purposes, and the
variablesare put in the appropriate transformation
and functional form.

5. Conclusions

In the small open economy of Fiji the
exchange rate is an important determinant of
inflation. The Fijian dollar depreciation has
increased inflation and the appreciation has
reduced inflation in Fiji. Thisis consistent with
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the earlier findings of Jayaraman et a (2010), and
Peiris and Ding (2012). This substantially
corroborates the argument of Peiris and Ding
(2012) that the exchange rate flexibility is to be
recognized as a more relevant tool of monetary
policy than interest rates or money supply rather
than the argument of Jayaraman et a (2010) and
Rao and Singh (2005) that the money supply is
the relevant tool of monetary policy in Fiji.
However, we need more studies on the endogenity
and exogeneity issue of the money supply in the
more or less pegged exchange rate regime of Fiji.

Theinflationin Fiji isalso greatly determined
by the foreign consumer prices of Australia. The
mining boom and high real estate and property
pricesin Australiaand other foreign supply shocks
influence the inflation in Fiji. The foreign supply
shocks and terms of trade shocks etc influence
much the inflation in Fiji. This also points to the
necessity for aflexible exchangerate policy in Fiji.
For example, if the Australian consumer price
increases, and if the Fijian dollar nominal value
remains constant, the inflation in Fiji would
increase. When Australian prices increase
exogenously as foreign supply shock, Fiji has a
policy choice of appreciating its currency to
prevent imported inflation. Please note that this
would have automatically happened if it has a
freely floating exchange rate regime. This is the

policy choice of the advantage of the exchange
rate flexibility which Fiji can utilize to which our
results in this study, and that of Peiris and Ding
(2012) point towards. We have made hereahumble
contribution to the debate on the pegged versus
flexible exchange rate policy for the small island
countries of the Pacific , and our empirical
research corroborates the view that the pegged
exchange system should have more flexibility in
the Pacific small countries.

Keynesian demand shocks are also not
unimportant in explaining inflation in Fiji. The
wage increases, fiscal deficits, etc can come
indirectly under this category though our variable
demand shock isonly nominal GDP minusexports
and plus imports.

The devaluations happened in Fiji on three
occasions, in 1988, 1998, and 2009, positively
affected theinflation. Oncetheinflation increases,
the effect of nominal depreciation of Fiji dollar
gets reduced as the rea exchange rate can even
appreciate, defeating the objective of promoting
exports and import competing industries.

Though we used only OLS as research
methodol ogy, we have been able to consider most
of the relevant variables, the exchange rate, the
foreign prices as supply shocks, the demand
shocks, and the exogenous devaluations in
explaining inflation in Fiji.

Figurel: Graph illustration of inflation rate as
represented by percentagein CPI for Fiji.
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Table 1: Inflation in Fiji

Change Change Change Change

in CPI Fiji in Ex. Rate in CPI Aus. in Demand

(%) (AUS/FJ) (%) Shock (%)
1976-1980 (Avg.) 9.37 0.01 10.59 12.96
1981-1990(Avg.) 6.82 -0.02 8.13 7.47
1991-2000 (Avg.) 3.48 0.00 2.22 6.35
2001-2005 (Avg.) 2.88 -0.01 3.03 8.81
2006 2.49 -0.01 3.54 12.75
2007 4.80 -0.03 2.33 -1.63
2008 7.73 0.01 435 9.39
2009 3.69 -0.10 1.82 -7.50
2010 5.54 -0.09 2.85 6.45

Data Source: Reserve bank of Fiji, World Development Indicators (WDI Online)

Table 2: OL S Results
Dependent Variable: CCPIF Method: OLS ~ Sample (adjusted): 1977 : 2010 (34 Observations)

Variable Coefficient t-Statistic

CEXAUS(-1) -10.93846 -2.084795**

CCPIA 0.650894 7.474825***

CDS 0.172621 3.366572***

DD 2.953996 2.100994* *

R-squared 0.483594 Mean dependent var 5.207599
Adjusted R-sgquared 0.431954 S.D. dependent var 3.120381

S.E. of regression 2.351795 Akaike info criterion 4.658365
Sum squared resid 165.9281 Schwarz criterion  4.837937

Log likelihood -75.19221 Hannan-Quinn criter. 4.719605
Durbin-Watson stat 1.809072

Note: *, ** *** ggnificance level at 10%, 5% and 1% level respectively.

Diagnostic Test
Null Hypothesis P Value Test Decision
Normality Normally distributed 0.67 JB Do Not reject null at 1%.
Autocorrelation No auto correlation 0.57 BG LM Do Not reject null at 1%.
Heteroskedasticity | No Heteroskedasticity 0.82 BPG Do Not reject null at 1%.
Functional form Correct functional form 0.66 Ramsey Do Not reject null at 1%.

Indicating all OLS conditions are fulfilled.
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Abstract

This study was conducted to investigate the motivation for construction firms in
adopting ISO 9000 Quality Management System (QMS) and to examine the impact of ISO
9000 QMS on the performance of construction firms. A questionnaire survey was used to
collect data amongst 125 ISO 9000 certified construction firms in Malaysia. The findings
revealed that the implementation of ISO 9000 QMS has a significant positive impact on the
operational performance and business performance. It was found that both external motivation
and internal motivation are of importance for Malaysian construction firms in adopting ISO
9000 system. However,internal motivation for certification was found to have a stronger
positive effect on the implementation effort of ISO 9000 QMS, compared to external motivation
such as regulatory requirement for certification from The Construction Industry Development
Board (CIDB) Malaysia. The implementation effort of ISO 9000 QMS was found to have
partial mediating effect on the relationship between the motivation for certification and the
organizational performance of Malaysian construction firms. Managers need to recognize
that the commitment and effort of employees in ISO 9000 implementation is crucial in gaining
improvements in organizational performance.

Keyword(s):

1. Introduction

In today's competitive business world, it is
very important for an organisation to have agood
quality management system to increase its market
share, toimprove business performanceandtogain
a competitive advantage (Sohail and Teo 2003;
Vouzas 2007). | SO 9000 QM S standardsiswidely
known as the international standard of quality
management (Leeet al, 2009). Substantia research
studies on | SO 9000 QM S have been conducted in
the past two decades. However, mixed resultswere
found on the relationship between organizational

construction, motivation,performance,quality management.

performance and theimplementation of | SO 9000
QMS (Prajogo, 2011). Therefore, numerous
studies further looked into the factors that can
influence theimplementation and benefits of SO
9000 QMS (Prajogo, 2011). Motivation for
certification is one of the mgjor factors (Mallaket
a, 1997; Sun, 2000; Singelset al, 2001; Williams,
2004; Mahmood et al, 2006; Terziovski and
Power, 2007; Jang and Lin, 2008; Srivastav,
2010;Prgjogo, 2011).

1.1. Background
Although many manufacturing and service
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companies widely accepted SO 9000 QM S
(Willaret &, 2010), it is not widely accepted by
the construction industry (Bubshait and Al-Atiq,
1999; Said et a, 2006). The construction industry
is one of the maor contributors for Malaysia's
annual Gross Dosmetic Product (GDP). Even
though it only accounts for less than 4% of GDP
for the past 5 years (Bank Negara Malaysia,
2012)the output of construction industry affects
the growth of other economic sectors, such as
manufacturing and financial services. Therefore,
it is very important to maintain the Malaysian
construction industry as a healthy, growing
business.

All organizations that want to carry out any
construction worksin Malaysiamust register with
Congtruction Industry Development Board (CIDB)
Maaysia.In 2006, CIDB Maaysia announced to
impose the regulation that all registered Grade
GT7construction firms (no limit of tendering
capacity, above RM10 million) must obtain SO
9001 certificate, effective 1 January 2009. CIDB
Madaysia contended that 1SO 9000 certification
can enhance the quality initiative in the
construction industry and performance of
individual construction firm (CIDB Malaysia,
2007). However, mixed results were found by
studies that focused on the relationship between
organizational performance and the
implementation of 1SO 9000 QM S (Prajogo,
2011).

Previous studies by Arumugan et al(2008),
Naser et al(2004), Said et al (2006) and Kong et
al (2010) showed that the implementation of SO
9000 QM S canimprovethe performance of firms,
including construction firms. Numerous studies
further looked into the factors that can influence
theimplementation and benefitsof SO 9000 QM S
(Prajogo, 2011). Motivation for SO 9000
certification is found to be one of the factors that

@ GIABR Journal of Business| January - March 2014 |

can influence the implementation of 1SO 9000
QMS and the performance of 1SO 9000 certified
organizations (Mallaket al, 1997; Sun, 2000;
Singelset al, 2001; Williams, 2004; Mahmood et
a, 2006; Terziovski and Power, 2007; Jang and
Lin, 2008; Srivastav, 2010;Prajogo, 2011).
Motivation for certification will determine the
commitment of an organization to 1SO 9000
implementation and the resources that an
organization wants to invest for the 1ISO 9000
implementation (Leung et al, 1999; Gotzamani and
Tsiotras, 2002; Prajogo, 2011). However, none of
the above mentioned studies investigated the
impact of motivation for certification on the
implementation and benefits of SO 9000 QM Sin
Malaysian construction sector - a sector that acts
as astimulant to the growth of other sectorsin an
emerging economy.

The objective of this study is to determine
the rel ati onshi ps between motivation for 1 SO 9000
certification, implementation effort and
organizational performance in the construction
industry of an emerging economy, using Maaysia
as acase.

1.2. Scope and Outline of paper

This empirical study presents data, analysis
and findings from a survey conducted in the
construction sector in Maaysia. An instrument
adapted from the global survey instrument of
Corbett and Luca (2002) and Pan (2003) was
utilised.

The paper is organised as follows. Section 2
presentsareview of previous studieson motivation
for 1SO 9000 certification, 1SO 9000
implementation effort and organisational
performance.Section 3 discussesthe methodol ogy
used while section 4 presents the results. Thisis
followed by the discussion of results and
conclusion in the last two sections.
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2.Literaturereview

A review of relevant literature is presented
in this section.

21 Motivation for 1SO 9000
certification and implementation effort of
SO 9000 QM S

Motivation for 1SO 9000 certification is one of
the factors that can influence the implementation
of 1SO 9000 QMS and the performance of 1SO
9000 certified organizations (Sun, 2000; Huarnget

al, 1999; Singelset al, 2001,
GotzamaniandTsiotras, 2001; Boiraland Roy,
2007;Prajogo, 2011).Some researchers
(Escancianoet al, 2001; Inaki et
al,2006;Castkaget al, 2006; Zaramdini, 2007;
Lee, 1998; Dissanayakaet al, 2001)listed al
the necessary motivation factorsin their
studies. However, some researchers further
classified themotivation factorsinto different
types in their studies. Table 2.1 shows the
classification of SO 9000 motivation factors
from the different studies.

Table 2.1: Classification of Motivation Types

Sudies

Mativation Types

Anderson et al (1999)

compliance related motivation, quality
management and communication related
motivation

Huarnget al (1999)

active motivation, passive motivation and
international motivation

Leung et al (1999)

customer-driven motivation, non-customer—
driven motivation

Singelset al (2001)
GotzamaniandTsiotras (2002)

internally motivated, externally motivated

true quality improvement motives, motives
focused on external pressure

LlopisandTari (2002), Zaramdini (2007)

internal reason, external reason

Boiraland Roy (2007),Sampaioet al (2009)

Internal motivation, external pressure

Terziovskiand Power (2007), Jang & Lin
(2008), Prajogo (2011)

Internal motivation, external motivation

Lo (2002)

External need, Internal need, Cost

Except for the study by Leung et al (1999),
theliterature reviewed showed that motivation for
certification isasignificant factor in determining
the success of 1SO 9000 QM S implementation.

Based on the literature reviewed, the
motivation for 1SO 9000 certification can be
categorized into internal motivation and external
motivation. When an organization really feelsthat
it isneeded or there are internal forces pushing to
implement 1SO 9000 QMS for operational
improvement, such as quality improvement, cost
reduction and process efficiency improvement, the

motivation is referred to as internal
motivation.\When an organization gets certification
just because of external pressure such as
customers' requirement, desireto increase market
share, governmental regulation and pressurefrom
certified competitors, the motivationisreferred to
as external motivation (LlopisandTari, 2003;
Zaramdini, 2007; Jang and Lin, 2008; Sampaioet
al, 2009; Prajogo, 2011).

External motivation for certificationcan only
bring external benefits such as competitive
advantage from agood image and animprovement
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of market penetration from certification
requirement (Kemenadeet al, 2011). However,
internal motivation for certification can bring both
external and internal benefits (Zaramdini, 2007;
Kemenade et al, 2011). Studies by Singelset al
(2001), GotzamaniandTsiotras (2002),
LlopisandTari (2002), William (2004),
Terziovskiand Power (2007), Zaramdini (2007)
and Feng et al (2008)showed that internally
motivated 1SO 9000 certified organizations will
gain greater benefits than externally motivated
certified organizations. Internal motivation for
certification can provide afavourable context and
internal improvement focusfor an organization to
implement SO 9000 QM S effectively (Prajogo,
2011). Interna motivation for certificationismore
likely to motivate the top management and
employees for the full commitment of 1SO 9000
implementation (Leung et al, 1999; Williams,
2004; Jang and Lin, 2008; Kemenadeet al, 2011).
The findings of Jang and Lin (2008) and Prajogo
(2011) showed that thereisapositiverelationship
between internal motivation for certification and
the implementation of 1SO 9000 QMS. On the
other hand, some studies (Lee, 1998; Lo, 2002;
LlopisandTari, 2002; Ahmed et al, 2005;
Terziovskiand Power, 2007;Dissanayakaet al,
2001) found that external motivation is the main
motivation for their sampling organizationsto get
1SO 9000 certification. Most of the studies showed
that external motivation for certification had no
or lessimpact on the performance of the | SO 9000
certified organizations.

2.3  Implementation effort of | SO 9000
QM S and organizational performance

Inconsistent resultswere found in the
literature reviewed on the impact of 1SO 9000
QMS on organizational performance. The
contradictory findings may be due to different
samples, research methodol ogiesand dataanaysis
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techniques (Singelset al, 2001; Haverso, 2000;
Costa and Lorente, 2007). However, numerous
studies (Huarng et al, 1999; Han et al, 2007; Jang
and Lin, 2008; Lin and Jang, 2008; Feng et al,
2008; Kong et al, 2010; Prajogo, 2011; Fotopoulus
and Psomas, 2010) which used causal analysis
consistently found that the implementation of SO
9000 QMScan positively (directly or
indirectly)affect the performance improvement of
certified organizations.If the ISO 9000 QMS is
not implemented effectively, the desired benefits
cannot be realized (Psomaset al, 2010; Sampio et
al, 2009).

Different studies used different dimensions
of organizational performancefor investigating the
impact of 1SO 9000 QMS (Said etal, 2006). For
the purpose of this study, organizational
performanceis classified into two dimensions -
operational performance and business
performance, based on the studiesby Fenget al
(2008) and Lin and Jang (2008). The operational
performance refers to the performance of the
company’s internal operation including
operatingprocesses, working procedures, product
quality, employee involvement and customer
satisfaction. Business performance refers to the
company’s market development and financial
performance such as profit, salesand market share.

24  Effects of organization size and
length of 1SO 9000 implementation

The studies of Leung et al (1999),
GotzamaniandTsiotras (2001), Yong and
Wilkinson (2001), LlopisandTari (2003),
BayatiandTaghavi (2007), Feng et al (2008),
Mady (2009), Fotopoul os andPsomas (2009) and
Dissanayakaet al (2010) used comparative
analysis to test the effect of the organization size
and length of 1SO 9000 implementation on the
benefits and implementation of 1SO 9000 QMS.
Larger companies have more funds and resources




ISSN No.2324-5832

than smaller firms, to implement 1SO 9000 QM S
(Yong and Wilkinson, 2001; Mady, 2009;
Fotopoul os andPsomas, 2009). Thus, motivation
for certification shall haveastronger positive effect
on theimplementation effort of ISO 9000 QM Sin
larger firms compared to smaller firms.

Organizations with alonger duration of SO
9000 i mplementation have ahigher implementation
level of quality management practices due to a
higher level of quality commitment (Gotzamani

Organization Size

and Tsiotras, 2001; Llopisand Tari, 2003). Thus,
for organizationswith alonger period of | SO 9000
implementation or a more mature QMS, the
implementation effort of |SO 9000 QM Sshall have
a stronger positive effect on the organizational
performance.

25 Theoretical
hypotheses

Based on the literature reviewed, the
following theoretical framework was devel oped:-

Framework and

Length of ISO 9000
Implementation

Based on the theoretical framework in Figure 3.1,
thefollowing hypotheseswere posed to beexamined
in the context of Maaysian construction firms:-.

H1: There is a positive relationship between
motivation for certification and implementation
effort of 1SO 9000 QMS.

Hla There is a positive relationship between
internal motivation for certification and
implementation effort of 1SO 9000 QMS.

H1b: There is a positive relationship between
external motivation for certification and
implementation effort of 1SO 9000 QMS.

H2: There is a positive relationship between
implementation effort of 1SO 9000 QM S and
organizational performance.

H2a: There is a positive relationship between
implementation effort of 1SO 9000 QMS and
operational performance.

H2b: There is a positive relationship between
implementation effort of 1SO 9000 QMS and
business performance.

Moti_v‘atio_n for Organizational
Certification Performance
* Internal ¥ [ Implementation Effort of ¥ .| * Operational
Motivation ISO 9000 QMS L Performance
* External * Business
Motivation . . Performance
Figure 3.1 Theoretical Framewor

H3: Implementation effort of 1SO 9000 QM S
mediates the relationship between motivation for
certification and organizational performance.

H4: Organization size has a moderating effect on
the relationship between motivation for
certification and implementationeffort of SO 9000
QMS.

H5: Length of SO 9000 implementation has a
moderating effect on the relationship between
implementation effort of 1SO 9000 QM S and
organizational performance.

3.Research M ethodology

This section provides an overview on the
development of the survey instrument, sampling
design and data collection method .

3.1 Survey instrument

This study adopted the questionnaire survey
technique to gather data. There are three sections
in the questionnaire. The first section isto gather
the background information of sampling
organizations. The second section of questionnaire
is to gather the background information of the
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respondents. Thethird sectionisto gather the data
regarding the variables, asshown in thetheoretical
framework, based on therespondents’ perception.

Themeasureitemsin the questionnaire of this
study were basically adopted from the global
survey instrument of Corbett and Luca (2002) and
Pan (2003).According to Corbett and Luca (2002),
this global survey instrument had been
administered in fifteen countries. Jang and Lin
(2008), Lin and Jang (2008) and Feng et al (2008)
also developed their survey instruments based on
thisglobal survey instrument.Additional measure
itemswere adopted from the studies of LowandYeo
(1997), Dissanayaka et al (2001), Zaramdini
(2007) and Prajogo (2011) astheseitemsare more
applicablefor Malaysian construction firms.

To measureinternal and external motivation
for certification, the respondents were asked to
indicate how importanteach measurement itemis
for their organizations in seekingand maintaining
SO 9000 certification. The items were assessed
onafive-point Likert scale, where onerepresented
‘not important at all’ and five represented
‘extremely important’.

For measuring theimplementation effort of 1SO

9000 QM Sthe respondents were asked to indicate
the perceived level of effort their organizations had
to put into each 1 SO 9000 implementation’smeasure
items. Theitemswere assessed on afive-point Likert
scale, where one represented ‘no effort’ and five
represented ‘ very high effort’.
For measuring theimprovement of operational and
business performance after 1SO 9000
implementation, the respondents were asked to
indicate the perceived benefit level from 1SO 9000
implementation for each performance measure
items.Theitemswere assessed onafive-point Likert
scale, where onerepresented ‘ no benefits’ andfive
represented ‘ very substantial benefits' .

3.2  Samplingdesign

A total of 2,086 1SO 9000 certified
congtruction organizations were listed in CIDB’s
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I SO certified construction organizations directory
on 29 January 2011. Based on the minimum
sample calculation formula suggested by
Saunderset al (2007), the minimum sample size
for this study is 324.However, the response rate
for surveysin Maaysiais found to be below 20
per cent (Othman et al, 2001; cited by
ZadryandYusof, 2006;Kanapathy and Jabnoun,
1998). With an estimated response rate of 20per
cent,we set alarger sample size of 1620.

33 Data Collection

Prior to thedistribution of questionnaires, the
pilot survey toreview the clarity, relevancy and
applicability of questionnairewas conducted.After
conducting the pilot survey and gathering the
comments, the questionnairewas dightly amended.

The samples of this study were randomly
selected from the CIDB’s SO 9000 certified
congtruction organizations directory.Based on the
contact details of the companiesin CIDB directory,
the questionnairesof thisstudy weresent out by emall
or fax to selected organizations. A total
of 1650questionnaires were  successfully
digtributed.Only 130 questionnaires were returned
back, with a response rate of 8 percent.
125questionnaireswerefoundtobevaidfor analyss.

4. Results
Satigicd andyssresultsareprovidedinthissection.

4.1 Descriptive Satistics of respondents
information

A tota of 23.5% of therespondent firmshave
been in the construction business for 10 years or
less while the rest of the respondent firms have
been in construction business for more than 10
years. However, only 11.2% of the respondent
firms haveimplemented | SO 9000 QM Sfor more
than 10 years. Seventy two percent of the
respondent firms have been certified by 1SO 9000
QMS forless than or equivalent to 5 years.

4.2 Descriptive statistic of measureitems

The mean value for all variables measure
items and their rankings are presented in Table 1.
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Table 1: Mean Value of Measureltems

Measure Items Mean Rank
Motivation For Certification (1 = Not important

at all, 2 = Not important, 3 = Somewhat important,

4 = Important, 5 = Extremely important)

a. Internal Motivation

To improve the quality of work done 4.34 4
To reduce costs of operation 3.75 6
To increase efficiency and productivity in all areas

of operation 4.26 3
b. External Motivation

To meet local and overseas customers demands 411 5
To improve corporate image and gain marketing advantage 4.38 2
To comply with government regulation (such as CIDB) 4.46 1
Implementation Effort of SO 9000 QM S (1 = No effort, 2

= Little effort, 3 = Medium effort, 4 = High effort,

5 = Very high effort)

Identification of quality aspects 3.95 7
Defining standard procedures 4.00 5
Documentation 4.22 1
Training 3.73 8
Capital Investment 3.39 9
Top management commitment 3.97 6
Employee involvement 4.10 2
Periodic internal audits 3.89 6
Following standard procedures 4.09 3
Implementation of corrective action 4.07 4
Organizational Performance (1 = No benefits, 2 =

Minor benefits, 3 = Moderate benefits, 4 = Substantial

benefits, 5 = Very substantial benefits)

a. Operational Performance

Reduction of costs of operation 3.16 9
Increase of efficiency and productivity in

all areas of operation 3.68 5
Improvement of the quality of work done 3.94 3
Improvement of internal processes and procedures 401 1
Improvement of employee morale and motivation 3.49 6
Increase of on-time delivery to customers 3.76 4
Increase of customer satisfaction 3.97 2
b. Business Performance

Increase of market share 3.19 7
Increase of organization’s profit 3.27 7
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4.3 Construct validity and reliability

Principle component analysisresultsfor measure itemswith component loadings greater than

0.5, are presented in Table 2.

Table 2: Construct Validity (Component L oading) and Reliability Test

Variables Measureltems Component | Cronbach's
Loading Alpha
Internal Motivation 0.83
To improve the quality of work done 0.84
To reduce costs of operation 0.85
To increase efficiency and productivity in all
areas of operation 0.87
External Motivation 0.67
To meet local and overseas customers
demands 0.70
To improve corporate image and gain
marketing advantage 0.78
To comply with government regulation
(such as CIDB) 0.79
Implementation Effort of 1SO 9000 QM S 0.92
Identification of quality aspects 0.75
Defining standard procedures 0.76
Documentation 0.69
Training 0.75
Capital Investment 0.74
Top management commitment 0.81
Employeeinvolvement 0.74
Periodic internal audits 0.82
Following standard procedures 0.79
Implementation of corrective action 0.74
Operational Performance 0.90
Increase of efficiency and productivity
in all areas of operation 0.84
Improvement of the quality of work done 0.81
Improvement of internal processes and
procedures 0.82
Increase of on-time delivery to customers 0.59
Increase of customer satisfaction 0.56
Business Performance 0.85
Increase of market share 0.89
Increase of organization's profit 0.85
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The results of reiability tests in Table 4.3
show that Cronbach’sAlpha for each variable is
more than 0.6. Thus, all the variables have good
inter-item consistency reliability (Cortina, 1993;
cited by Prgjogo, 2011).

After the construct validity and reliability
tests, the composite scores of each variable were

developed by averaging the scores of theirmeasure
items which passed the construct validity and
reliability tests(Prajogo, 2011). All thecomposite
scoreswere used for the next analysis of measures.
4.4 Descriptive statistics of variables
The skewness and kurtosis values showed
that the data is normally distributed. The mean
values for each variable are presented in Table 3.

Table 3: Descriptive Statistics of Variables

Variables Mean
Motivation for Certification 4.22
a. Internal Mativation

(2 = Not important at al, 5= Extremely important) 4.12
b. External Motivation

(1= Not important at al, 5= Extremely important) 4.32
I mplementation effort of

SO 9000 QM S (1 = No effort, 5 = Very high effort) 3.9
Organizational Performance 3.69
a. Oper ational Performance

(1 = No benefits, 5 = Very substantial benefits) 3.87
b. Business Performance

(1 = No benefits, 5 = Very substantial benefits) 3.23

A variable is considered to have a normal
distribution if the absolute value of skewness is
less than 3 and kurtosis value is less than 7
(Curranet al, 1996; cited by Prgjogo, 2011). From
the results as shown in Table 4.4, all the
variableshave a normal distribution.

Theresultsof pairedt-test, asin Table4 show
that there isa significant difference between the
level of external motivation and level of internal
motivationand al so between the perceived benefit
levels of operational performance and business
performance.

Table 4: Results of t-tests

Variable 1 (Mean) Variable 2 (Mean) p
External Motivation Internal Motivation 0.004*
(4.32) (4.12)
Operational Business
performance(3.32)  performance (3.87) 0.000*

*Sgnificant at ?=0.05

Bi-variate correlation analysiswas al so performed
for al the variables and the results are presented
in Table 5.
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Internal External |Implementation effort| Operational Business

Motivation | Motivation | of ISO 9000QMS Performance | Performance
Internal Motivation 1 0.37" 052" 062" 048"
External Motivation 037" 1 0.42" 0.44" 0.40"
Implementation
Effort of 1SO 9000 0.52" 0.42" 1 0.63" 0.47"
oMS
Operationdl 0.62" 0.44" 0.63" 1 0.67"
Performance
Business Performance| ¢ 48" 040" 047" 067" 1

** Correlation issgnificant at at 0=0.01

All the correlation coefficients are positive
and significant ranging from 0.3 to 0.7. These
results show that all the variableshave only low to
moderate correlations with each other (Zikmund,
2003). Thereisno multicollinearity problem among
thevariablesbecausedl the correlation coefficients
arelessthan 0.8 (Kennedy, 2003). Thecorrelations
can only show the association between both
variables, but not the causation (Cavanet al, 2001;
Zikmund, 2003). For the purpose of examining the
causation among the variables, a series of
regression analyses were conducted.

4.5 Testing of hypothesesH1a, H1b, H2a
and H2b — Regression analysis

The F-values in the regression model 1to 3
as shown in Table 6 are at the significance level
(p) less than 0.01. Thus, these three regression
models are considered to be highly significant
regression models. Furthermore, the results show
that all the direct effects from the independent
variables to dependent variables in the three
regression models are highly significant because
all the standardized Beta-values are at the
significance level (p) lessthan 0.01. Thus, all the
hypothesesH1a, H1b, H2aand H2b are supported.

Table 6: Results of regression model 1-3

Model | Independent Variable | Dependent Variable R? F Beta T
1(Hla) [Internal Motivation, Implementation Effort of |  0.34 30.68 (p<0.01) 042 | 5.34 (p<0.01)
(H1b)  |External Motivation 1SO 9000 QMS 0.27 | 3.36 (p<0.01)
2 (H2a) |Implementation Effort of |Operational 0.39 78.95 (p<0.01) 0.63 | 8.89 (p<0.01)
ISO 9000 QMS Performance
3 (H2b) |Implementation Effort of |Business Performance 0.22 34.41 (p<0.01) 0.47 | 5.87 (p<0.01)
ISO 9000 QMS

In addition, the values of the standardized Beta
coefficient show that the internal motivation
(Beta=0.42) has a higher direct effect on the
implementation effort of 1SO 9000 QMS
compared to external motivation (Beta = 0.27).
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Theimplementation effort of SO 9000 QM S has
a higher direct effect on the operational
performance (Beta = 0.63) than on the business
performance (Beta = 0.47) of the respondents’
firms.
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4.6 Testing ofhypothesis H3 —mediating effect

For examining hypothesisH3, threetesting steps using the regression and cal cul ation of z score presented
inthestudiesby Baron and Kenny (1986) and Frazieret al (2004) were performed for testing the mediating
effect of the implementation efforts of SO 9000 QMS. The results are shown in Table 7.

Table7: Resultsof three mediating effect testing steps and z scor e calculation

Testing Stepsusing regression  Variables B SE Beta
Step 1
IV ——» DV IV: Motivation For Certification 0.88 0.09 0.66 at
DV: Organizational Performance p<0.01
Step 2
IV: Motivation For Certification 0.66 (a) | 0.08 (sa) | 0.58 at
p<0.01
IV ——» MV MV: Implementation Effort of
1SO 9000 QMS
Step 3
IV: Motivation For Certification 0.61 0.10 0.46 at
I\-’\ p<0.01
_ DV MV: Implementation effort of 0.41 (b) | 0.09 (sb) | 0.35 at
MV 1SO 9000 QM S p<0.01
DV: Organizational Performance
ab
Z score calculation Z= \/bz sA+a’h?+sa’h? S
= 0.66x0.41/(0.4120.082 + 0.6620.092
+.0820.092)0.5
= 3.95>1.96

IV:Independent Variable, DV:Dependent Variable,
MV: Mediating Variable, B:Unstandardized
Regression Coefficient, SE:Standard Error of B,
Beta: Standardized Regression Coefficient.

All the results of the three testing steps and the
magnitude of mediating effect’sz score meet the
requirementsofpartial mediating effect. Thus, the
implementation effort of 1SO 9000 QMS has a
partial mediating effect ontherelationship between
motivation for certification and organizational
performance.

4.7 Testing of hypotheses H4 and H5 —
moder ating effect

Hierarchical regressionwasusedfor testing the
moderating effects of the organization sizeand the
length of 1SO 9000 implementation. The result of
regression model 4 and 5 as presented in Table 8
and 9 show that the organization size (Beta=0.09
and Beta = 0.04) and duration of 1SO 9000
(Beta=0.16) implementation has no significant
moderating effect; on the proposed relationships.
Thus both hypotheses H4 and H5 are rejected.
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Table 8: Result of regression model 4 (hierarchical regression)

Standardized
Model 4 Coefficients t Sig.
Beta

Step 1 Moativation for Certfication 0.58 7.82 0.000

Step 2 Motivation for Certification 0.57 757 0.000
SizeMedium 0.01 0.11 0.912
Sizel arge 0.02 0.22 0.830

Step 3 Moativation for Certification 0.57 7.43 0.000
SizeMedium 0.02 0.27 0.787
Sizel arge 0.02 0.28 0.783
ZSizeMedium X ZMativation 0.09 101 0.314
ZSizeLarge X ZMotivation 0.04 0.41 0.681

Dependent Variable: Implementation Effort of |SO 9000 QM Snteraction Effect Variable: ZSizeMedium

X Zmotivation, ZSizeLargex ZMoativation

Table9: Result of regression model 5 (hierarchical regression)

Standardized
Coefficients
Mode 5 Beta t Sig.
Step1l |Implementation effort of SO 9000 QM S 0.62 8.70 0.000
Step2  |[Implementation effort of SO 9000 QM S 0.61 8.38 0.000
Length of 1SO 9000 Implementation 0.04 0.61 0.543
Step 3 [Implementation effort of SO 9000 QMS 0.61 8.35 0.000
Length of 1SO 9000 Implementation 0.04 0.56 0.579
Zlmplementation effort of 1SO 9000 QM S 0.16 0.22 0.825
X ZLength of 1SO 9000 Implementation

Dependant Variable: Organizational Performance Interaction Effect Variable: ZImplementation effort of 1SO

9000 QMS XZLength of 1SO 9000 Implementation
5. Discussion of Results

Thisstudy examined therel ationship between three
variables - motivation for certification,
implementation effort of 1SO 9000 QMS and
organizational performance, in Malaysian
congtruction firms.Analysis of mean value, t-test,
correlation and regression were performed on the
collected data.
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Seventy two percent of the respondent firms
have gained the 1 SO 9000 certification for aperiod
of less than or equivalent to 5 years. This shows
that the enforcement of 1SO 9000 registration by
CIDB Malaysia since 2009 has actually caused
ahuge increasein the adoption of 1SO 9000
certification in Malaysian construction firms,
especially Grade G7.In addition, the most
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important reason for Malaysian construction firms
to adopt 1SO 9000 certification isto comply with
the government regulation.

Malaysian construction firms'level of
external motivation for certificationissignificantly
higherthan the level of internal motivation for
certification. However, with themean valueof 4.12
(4=important, 5=extremely important), internal
motivation is still important for Malaysian
construction firmsto seek and maintain SO 9000
certification.The correlation results al so show that
there is a significant correlation between internal
motivation for certification and external motivation
for certification.While being forced to adopt 1SO
9000 certification by CIDB Maaysia, Maaysian
construction firms still have high level of internal
motivation for SO 9000 certification. Thisfinding
is consistent with the finding of Low and Yeo
(1999) who focused on Singapore construction
firms. However,Lo (2002) and Lau and Tang
(2009) found that most of the Hong Kong
contractorsadopted 1 SO 9000 certification because
of the external motivation (government regul ation)
only.

The regression analysesresults show that
internal motivation for certificationhas a direct
positiveimpact on theimplementation effort of SO
9000 QM S (H1ais supported). This supports the
findings of Jang and Lin (2008) and Prajogo
(2011).The regression analyses also show that
external motivation for certification can directly
and positively affect the implementation effort of
SO 9000 QM S (H1b issupported). This supports
thefindings of Prajogo (2011) but contradicts the
findings of Jang and Lin (2008).With the positive
effect of both types of motivation for certification
on the implementation effort of 1SO 9000 QMS,
it can be concluded that motivation for certification
of Malaysian construction firmshas a positive
effect on their implementation effort of SO 9000

QMS (H1 is supported).However, organization
sizeisdoes not have any moderating effect on the
relationship between motivation for certification
and implementation effort of 1SO 9000 QM S (H4
isrejected).

Internal motivation for certificationis also
found to have a stronger positive effect on the
implementation effort of 1SO 9000 QMS,
compared to external motivation for certification.
This finding concurs findings from numerous
studies that found internally motivated certified
organizationstend to reap greater benefitsand their
employees tend to put more effort to implement
SO 9000 QM S, compared to externally motivated
organizations  (Singelset al, 2001;
GotzamaniandTsiotras, 2002; LlopisandTari,
2002; William, 2004; Terziovskiand Power,
2007;Zaramdini, 2007; Jang and Lin, 2008;
Prajogo, 2011; Kemenadeet al, 2011).

The finding from the mean values (ranging
from 2.10 to 5.00) of each respondent firm’s
implementation effort of 1SO 9000 QM S shows
that Malaysian 1SO 9000 certified construction
firms vary in terms of 1SO 9000 implementation
effort. Thisfinding supportsthe finding by Lee et
al (2009) who found that there are different
implementation levels of 1SO 9000 principles
amongst SO 9000 certified organizations.The
average mean value of all the respondent firms
implementation effort of 1SO 9000 QMSis 3.94
(where 3=medium effort, 4=high effort).This
indicatesthat Malaysian construction firmsput in
high effort to implement 1SO 9000 QMS.

All the mean values of organizational
performance indicators are above 3 (3=moderate
benefits, 4= substantia benefits). Thus, thisfinding
supports the findings of Huarng et al (1999), Sun
(2000), Said et al (2006), Terziovski and Power
(2007), Bayati and Taghavi (2007), Wu and Liu
(2010) and Zaramdini (2007), indicating that the

GIABR Journal of Business| January - March 2014 |



ISSN No.2324-5832

implementation of 1SO 9000 QMS can improve
organizationa performance. Thet-test resultsshow
that theimprovement of operationa performanceis
significantly higher than the improvement of
business performance(t=10.02 at p<0.05). As
contended by Heras et al (2002), business
performanceisaffected by amultitude of variables.

The regression analysisconfirmed that the
implementation effort of 1SO 9000 QMS can
directly and positively affect the improvement of
operational performance and business performance
of Malaysian construction firms (H2a and H2b
are supported). Thus, it can be concluded that the
implementation effort of 1SO 9000 QMS can
directly and positively affect the organizational
performance of Malaysian construction firms (H2
is supported). However, duration of 1SO 9000
implementation does not have any moderating
effect on the relationship between implementation
effort of 1SO 9000 QM S and organizational
performance (H5 isrejected). Thisstudy revealed
that there is asignificant positive causal
rel ationship between the implementation effort of
SO 9000 QMS and operationa performance of
Malaysian construction firms. | SO 9000 practices
are to manage and improve the firm’s operation
process with emphasis on quality improvement,
employee involvement, cost reduction and
customer satisfaction (Jang and Lin, 2008;
Prajogo, 2011). However, amongst the studies
using causal analysis, only Feng et al (2008) found
a significant and positive causal relationship
between implementation effort of ISO 9000 QM S
and business performance.Feng et al (2008)
actualy found that organi zational commitment and
implementing procedures are the two SO 9000
certification practicesthat can have positive effect
on the business performance.

The regression analysis further found that
implementation effort of 1SO 9000 QMS has a
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stronger positive effect on the operational
performancethan the business performance. This
is consistant with t-test results discussed
earlier. Thus, it can be concluded that 1SO 9000
implementation will bring a higher improvement
inthe operational performancethaninthebusiness
performance of Malaysian construction firms.

Theimplementation effort of ISO 9000 QM S
was found to have partialmediating effect on the
relationship between the motivation for
certification and the organizational performance
of Maaysian construction firms (H3is supported).
This finding indicates that the positive effect of
motivation for certification of a firm on its
organizational performanceimprovement partially
depends on whether or not the motivation of
certification can really motivate its employees to
put in the effort to implement 1SO 9000 QMS. If
top management cannot motivate their employees
to put in more effort toimplement 1SO 9000 QMSS,
then the improvement of organizational
performance induced from motivation for
certification will be less.According to Baron and
Kenny (1986), amediator’s partial mediating effect
actually indicatesthat there are other mediatorsin
the rel ationship between the independent variable
and dependent variable. As concluded by Lo
(2002), after the implementation of 1SO 9000
QMS, quality culture was not established in the
Hong Kong 1SO 9000 certified contruction firms
and no improvement was found in their quality of
services. Therefore, quality culture can be another
potential mediator between motivation for
certification and organizational
performance.Prajogo (2011) suggested that
knowledge or learning capacity is a potential
moderator for the relationship between | SO 9000
implementation and performance. Therefore,
knowledge or learning capacity of afirm can also
be another potential mediator between motivation
for certification and organizational performance.
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6. Conclusions

Findings of this study show that CIDB
Maaysia made the right decision to impose the
regulation on the adoption of 1SO 9000
certification for all the Grade G7 contractors. The
implementation of 1SO 9000 QMS did improve
the operational and business performance of
Malaysian construction firms as what CIDB
Malaysia (2007)contended, regardless of
organization size or length of 1SO 9000
implemenation.The external pressure from CIDB
Malaysia actually encourages more Malaysian
construction firms to adopt the 1SO 9000
certification. It also led to more Malaysian
construction industry personnel, especialy top
management, to look into and understand how 1SO
9000 QMS can benefit them. However, it is
important for the top management of Maaysian
construction firmsto know how to transform their
high level of motivation for certification to the
maximum effort that employeescan put in for
implementing 1SO 9000 QM Sin order to gain the
maximum benefits in terms of organizational
performanceimprovement.

6.1 Limitationsof the study

The firgt limitation of this study is that the
survey is based on the subjective measure only.
All the responses for the questionnaire survey are
based on the perceptions ofrespondents and
different respondents may use different standard
to answer the questionnaire.

The second limitation is that the measure of
quality improvement or customer satisfaction is
from the perception of 1SO 9000 certified
congtruction firms. These measures should come
from the response of customers of 1SO 9000
certified construction firms so that the dataismore
precise (Kong et al, 2010). However, such datais
not easily obtainable.

6.2 Implicationsfor practitioners

The managers of Malaysian construction
firms need to redlize that internal motivation for
certification has a higher driving effect on the
implementation effort of 1SO 9000 QMS than
externa motivation for certification. With ahigher
level of internal motivation for certification, the
firmswill have a higher implementation effort of
SO 9000 QM S which in turn will lead to better
operationa and business performance. To redly
outperform the competitors, a Quality
Management Representative must ensure that his
firm practices the 1ISO 9000 QM S with a higher
level of internal motivation for certification than
the competitors.

Implementation of 1SO 9000 QMS can
improve firms operational performance and
business performance. Even though there is no
standardized product in construction industry like
what manufacturers have, the contractors can still
implement 1SO 9000 QMS successfully and
improve the companies performance. The more
efforts are put in for the implementation of 1SO
9000 QMS, the more improvementsare made in
terms of operational performance and business
performance.

Improvementsin organizational performance
cannot be fully gained with a high level of
motivation for 1SO 9000 certification only. The
commitment and effort of employeesto | SO 9000
implementation is also important in gaining
improvements in organizational performance.
Therefore, it is very important for managers to
communicate their motivation for certification to
their employees and take steps to make sure that
employees are motivated to put inhigh efforts to
implement SO 9000 QM S and ultimately lead to
better organizational performance.
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Abstract

This study investigates empirically factors influencing Malaysian companies to
disseminate their financial reports through Internet. This study examines relationship between
level of internet financial reporting (IFR) between contingency factor and firm specific
characteristic of the company. IFR represented by two main dimensions which are dimension
of content and presentation. This study was supported by the results of the previous studies
that have reported inconsistent findings related to the dimensions used to determine the
level of IFR. This has prompted the existence of a stream of new research that suggests the
need for researchers to take into account the more detailed variables to explain the key
factor for practical of IFR. From the literature reviw of IFR, two factors for contingency factor
and ten firm specific characteristics was identified. Specific characters of this study are
measured using the three main variables: the structure, performance and market. Data
were collected from 182 companies listed on the main board of Bursa Malaysia for the
purpose of multiple regression analysis. The results showed that the three main features of
the size of the company, the age of the company and return on equity significantly affect the
level of IFR. The study also showed a negative relationship between profitability ratios with
dimensions of contents and IFR overall index. This study provides important information to
the accounting standard makers, legislators and the authoritative to create a guideline that
could be adopted by companies listed on Bursa Malaysia regarding IFR practice. This the
first study to examine the determinants of IFR between contingency factor and firm specific
characteristic of the company.

Keyword(s):

Keywords: Determinant, Contingency factor, Firm specific characteristic, Internet financial
reporting, Malaysia
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I ntroduction

The growth of Internet were increase the
demand for online corporate information such IFR
as undergoing process aso, company using IFR
as awindow to the company as transformation in
paper-based method towards gl obali zati on process
(Aldi & Romero, 2012; Vaentinetti & Rea, 2012).
The adoption of internet as a globa practice for
the dissemination of financial information is
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common for anincreasing number of publicy listed
firms around the world (Boubaker et a., 2012).
The use of the internet as a new platform for
dissemination of corporateinformationisarecent,
fast growing phenomenon and isexpanding rapidly
(Ali Khan et a, 2013). The rapid development of
information and communication technology (ICT)
has been changed the way companies communicate
information to users of corporate annual reports
(Bonson & Escobar, 2006). Internet emerged as
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the preferred communication platform for the
dissemination of information among corporations
began in 1990s and its use is growing. The
existence of the company’s website into an
important medium for corporate reporting
purposes (Trabels et al., 2004). Website is used
by companies to inform corporate information to
investorsaround theworld (Abdelsalam & Street,
2007), promoting the corporate identity (Poon et
a., 2003; Topalian, 2003), convey information
about the organization and its activities (Chan &
Wickramasinghe, 2006; Sriram & Laksmana,
2006) and deliver financial information to
shareholders, investorsand other interested parties
(Hodge & Pronk, 2006; Abdelsalam & El-Masry,
2008).

One of the key challenges related to quality
of information that presented in the corporate
websiteisthe absence of guidelinesissued by the
regulator (Seetharaman & Subramaniam, 2006).
Seetharaman and Subramaniam (2006) statesthere
is still no regulations and standards of IFR from
any professional body or government agency. This
resulted in the quality and content of IFR varies
among companies. In emerging countries, the
development of corporate websites is, in some
cases, initsinitia stage (Alai & Romero, 2012).
To date, IFR still be voluntary, without any
legidlation or guidelines to regulate and clarify
information presented in acomprehensive manner
(Ashbaugh et al., 1999; Bonson & Escobar, 2002;
Marston & Polei, 2004; Hanifa & Ab. Rashid,
2005; Momany & Shorman, 2006; Kelton & Yang,
2008; Ismail & Sobhy, 2009; Ali Khan, 2010;
Boubaker et a., 2012).

Although, many studiesabout | FR have been
conducted around theworld including devel oping
countries like Malaysia, but an understanding the
factors that influence IFR still not really
understood. Accordingly, this study attempts a
deeper dimension of refining used by researchers

to determine the level IFR. Difference in use of
dimensions among researchers contributes to the
differences in the findings. This resulted in the
inability to clearly explain the phenomenon that
occurs and what the determining factors that
influence the practice IFR. Thus, the dimensions
of the IFR index and factor exciting agenda, is
important and should be investigated to provide
significant and meaningful contribution to
academicsand industry practitioners. Thefindings
of this study hopes to explain the inconsistent
findings. The study isexpected to help researchers
to better explain the level of IFR and its
determinants.

Most studies the use of the Internet has
focused on many European countriesor the United
States than in Asian countries (Tan & Teo, 1998).
Meanwhile, IFR studies mostly donein devel oped
countries like the United States (Petravick &
Gillett, 1996; Ashbaugh et al., 1999; Ettredge et
a., 2001; Kelton & Yang, 2008), United Kingdom
(Lymer, 1997; Marston & Leow, 1998; Craven &
Marston, 1999; Abdelsalam et a., 2007), Japan
(Marston, 2003), New Zealand (McDonald &
Lont, 2001; Oyelere et a., 2003) and Ireland
(Brennan & Hourigan, 1998; Abdelsalam & El-
Masry, 2008). A few studies of IFR conducted in
developing countries (Davey & Homkajohn, 2004;
Khadaroo, 2005a; Celik et a., 2006; Barako et
al., 2008: Al Aruss et al., 2009: Ali Khan, 2010;
Ali Khan & lsmail, 2010; Ali Khan & lsmail, 2011;
Ali Khan & Ismail, 2012; Ali Khan et al., 2013).
In addition, a study on the level of reporting and
IFR factor requires the evaluation and more
detailed analysis (Hanifa & Ab. Rashid, 2005).
This is because only a few studies conducted to
investigate the factors that influence the practice
of IFR (Chan & Wickramasinghe, 2006).
According to Celik et a. (2006), the studies about
relationship between IFR and specific character
of the company was small compared with the

GIABR Journal of Business| January - March 2014 |



ISSN No.2324-5832

financial reporting or businessthat used hard copy.
In the context of developing countries such as
Madaysia, academic research about IFR is till at
the initial stage (Hassan et a., 1999; Ismail &
Tayib, 2000; Khadaroo, 2005a; Al Arussi et a.,
2009; Ali Khan, 2010; Ali Khan et al., 2013). Even
though previously published studies have
comprised operating in both developed and
developing countries, there is still a need for
empirical studies on internet reporting due to the
dynamic nature of internet reporting (Uyar, 2012).
Furthermore, developments in internet-related
technologies, regulatory recommendations and
increasing demand for information disclosure to
stakeholders, changetheformat and characteristics
ononlinereporting (Uyar, 2012). Therefore, it may
become necessary to study IFR factor inMalaysia.

The main objective of this study is to test
empiricaly the relationship between the level of
IFR and contingency factors and the firm specific
characteristic of the company by using data from
companies listed on Bursa Malaysia (formerly
known as Kuala Lumpur Stock Exchange or
KLSE). Consistent with the proposed by Thomas
(1991) related to the information reporting
practices, thisstudy focused on contingency factors
(environment and technology) and thefirm specific
characteristic of the company (variables related
to the structure, performance and market) is
expected can clarify the IFR. Although there are
many studies have been conducted to clarify the
determining factors IFR (Debreceny et al., 2002;
Oyelere et al., 2003; Marston & Polei, 2004;
Bonson & Escobar, 2006; Celik et al., 2006; Ezat
& El -Masry, 2008; Ali Khan, 2010; Boubaker et
al., 2012; Uyar, 2012), studies using a different
dimension is represent IFR. Difference in this
dimension has contributed to the differencesin the
findings. Accordingly, a more comprehensive
dimension canrepresent IFR isnecessary to clarify
thelevel and determining factors of IFR.
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The rest of the paper is structed as follows.
A literaturereview isprovidedin Section 2. Section
3 deals with research design. Section 4 presents
the important research findings, and the final
section provides the conclusion and suggestions
for future research.

20 Previous Sudies and Hypotheses
Development

Previous studies has applied various theories in
order to explain the determining factors of IFR
such asagency theory (Hassan et a., 1999; Oyelere
et a., 2003; Marston & Polei, 2004; Xiao et a.,
2004; Bonson & Escobar, 2006; Chan &
Wickramasinghe, 2006; Abdelsalam et al, 2007;
Barako et al., 2008; Al Aruss et al., 2009; Ali
Khan, 2010), signalling theory (Hassan et al.,
1999; Oyelereet d., 2003; Marston & Polei, 2004,
Xiao et d., 2004; Bonson & Escobar, 2006; Chan
& Wickramasinghe, 2006; Barako et al., 2008;
Ali Khan, 2010), information asymetric (Oyelere
et al., 2003; Chan & Wickramasinghe, 2006),
political cost theory (Hassan et al., 1999; Oyelere
et a., 2003; Chan & Wickramasinghe, 2006) and
cost-benefit analysis (Hassan et al., 1999; Marston
& Polei, 2004).The formation of the hypothesis
for thisstudy was devel oped based on the dominant
theories that have been applied in our previous
studies, such as contingency factor, agency theory
and signalling theory.

Contingency theory was supported by the
argument that there is no one best way to manage
an organization. This is because the way of
effective organization in one situation may not be
appropriate for other situations (Xiao at al., 1996;
Xiao et a., 1997). The use of agency theory is
based on the argument that a lot of additional
reporting and voluntary reporting is done by
adopting more controlled mechanismwould reduce
the inconsistency of information (Watts &
Zimmerman, 1978). Meanwhile, the use of
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signalling theory were based on the contention that
by implementing practical IFR, a company will
give a signa to the market that it has followed
developments by updated corporate culture with
the latest technology (Chan & Wickramasinghe,
2006). Conversely, companiesthat do not practice
I FR probably can be considered as non-competitive
and try to hide unpleasant information (Bonson &
Escobar, 2006).

Environment

Corporatefinancial reportingislikely to show
the samefestures on theground that may besimilar
(Thomas, 1986). The concept of care stipulates
for future benefits are uncertain or difficult to
accurately predict (Thomas, 1986). When a
dynamic environment increases, companies with
an efficient accounting information system will
increase the frequency of reporting (Gordon &
Miller, 1976). According to Thomas (1986), three
main variables contingencies that could affect the
selection of accounting methods are the
environment, technology and size of the company.
The study by Thomas (1986) showed that reporting
of forecast information related to the environmental
homogeneity. Meanwhile, the company that
operates in a homogeneous environment will be
more easily influenced by changesin demand and
technology (Thomas, 1986). Market risk
(systematic risk or beta) is an important
determinant of the cost of capital, and reporting is
one way to lessen the risk (Botosan, 1997;
Sengupta, 1998). Market or systematic risk
(measured with a beta of the company) can be
considered asindependent variablesto explainthe
voluntary reporting (Marston & Polei, 2004).
Marston and Polei (2004) felt that if the company
canimproveitsinformation reporting, and investor
uncertainty can be reduced it will leads to better
assessment of risk through the market. Companies
with low systematic risk have anincentiveto apply

IFR and gesturing about the stability of the market
(Chan & Wickramasinghe, 2006). Therefore, the
study expectsthat the company hasalow risk will
report morefinancial information over the Internet
rather than companies with high risk. Based on
the discussion, the hypotheses tested in this study
are asfollows:

H,. Low-risk companies will report more
financia information over the Internet compared
with high-risk companies
Technology

Thetechnology used by the company islikely
to influence the choice of accounting method
(Marston, 1997). Perrow (1967) classified the
production technology to two groups, routine or
non-routine. Non-routine nature of technology is
capital intensive, have long product development
period as the space industry, electronics, oil and
chemical products (Thomas, 1986). Meanwhile,
technology tendsto becomeroutine astheindustry
is labour-intensive construction, engineering and
retailing (Thomas, 1986). Thomas (1986)
describes the main features to distinguish the two
groups is the capita intensity. Capital intensity
was measured by calculated the ratio of turnover
assets(Thomas, 1986; Marston, 1997). The higher
the amount of specific knowledge in an industry,
the higher the agency costsfor theindustry (Jensen
& Meckling, 1995). High-tech companies (eg,
computers, electronics, and communications) to
soft assets, such as research and intellectual
capital, human resources, research and
development programs, will report more
information (Healy & Palepu, 1993; Amir & Lev,
1996). Thisisbecause of the high-tech companies;
the number of income may not indicate the future
prospects for the company. Such information not
only failed to deliver future growth potential for
the company, but not enough for making timely
decisionsbased on the nature of time. The company
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depend on rapid changes in technology and
business environment. Next, use the current
medium of instruction such as Internet may allow
the various aspects and frequency of reporting in
the development of new technologies and the
interaction of the environment (Debreceny et a.,
2002). Turnover asset ratio represents the capital
intensity (i.e. revenuedivided by capital employed)
was used as a proxy for technology. Capital
intensity defined as equal to what is referred by
the contingency theory to represent technology
(Thomas, 1991). Based on the discussion, the
following hypothesisisformed:

H,. Companies with high technology will
report morefinancia information over the Internet
compared to companies with low technology
Company Size

In general, large companies are assumed to
report more information than the small-sized
companies. This is due to the large corporate
structure that more complex. This situation
requires more reporting of information to enable
prospectiveinvestorsto makeinvestment decisions
efficiently. According to the theory of large-sized
companies the agency has a higher agency costs
than small-sized companies (Watts & Zimmerman,
1978). Thishigh cost can bereduced by voluntary
reporting. Watts and Zimmerman (1978) also
states that the company would face large political
costsare higher than small-sized companies. Large
companies are more likely to attract regulatory
agenciesand voluntary reporting in order to reduce
political costs. Cost of information production
relative to large-sized companies assumed lower
than the small-sized companies. Thisislikely due
to small-sized companies do not have adequate
resources to collect and provide advanced
reporting, e.g. IFR. Many studies suggest a
significant relationship (eg Cerf, 1961: Bubzy,
1975: Firth, 1979; Chow & Wong-Boren, 1987;
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Ahmed & Nicholls, 1994; Hossain et a., 1994;
Wallace & Fields, 1995; Cooke, 1991, 1992, 1993)
between the size of the company to the extent of
voluntary reporting done. Researchinvolving IFR
as Ashbaugh et a. (1999), Craven and Marston
(1999), Pirchegger and Wagenhofer (1999),
Breenan and Hourigan (2000), Debreceny et al.
(2002), Ettredgeet al. (2002), Bonson and Escobar
(2006), Abdelsalam and El-Masry (2008), Ezat
and El-Masry (2008), Kelton and Yang (2008),
Alvarez et a. (2008), Ali Khan (2010) and Al-
Htaybat (2011) shows the size of the company as
one of the important factors for practical IFR.

Research on the reporting agency theory
shows the signalling theory and cost-benefit
analysis can be used to show apositive correlation
between the sizes of the company with thelevel of
voluntary reporting as|FR (Joshi & Al-Modhahki,
2003). According to agency theory, large-sized
companieswill report moreinformation than small
companies due to the need to raise capital at low
cost. In addition, large companies also have high
inconsistency of information. Thus, higher agency
costs are likely to emerge from the inconsistency
of such information. In order to reduce the agency
cost large-sized companies have report more
information than the small-sized companies (Firth,
1979; Chow & Wong-Boren, 1987). Evidencefrom
previous studies suggests the cost of production
work-related information specific accounting
policiesis high. But large companies are likely to
have more resources to adopt these policies than
small companies (Firth, 1979; Ball & Foster,
1982). Among the costs involved for developing
the website and report the financia information
via the website, including the cost of website
hosting, infrastructure costs (servers and software
to the website), and the cost of proprietary of
corporate financial information (Hassan et al.,
1999). Based on studies in UK such as Marston
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and Leow (1998), and Craven and Marston (1999)
found that company size hasasignificant positive
relationship with IFR. In Malaysia, Hassan et al.
(1999) found that company size has a significant
positive relationship with IFR. In the U.S.,
Ashbaugh et al. (1999) also found that the size of
the company as a significant factor in influencing
IFR. Based on the above discussion, thefollowing
hypothesisisformed:

H, Largecompany will report morefinancial
information over the Internet compared to small
companies
Leverage

Leverage ratio shows the ability of the
company in meeting its responsibilities or
obligationsto creditors(Zaina Abidinet d., 2005).
Zaina Abidin et a. (2005) explainsthisleverage
ratio measuresthe effectiveness of the management
use and manages loan capital. Highly leveraged
companies have an obligation to satisfy the long-
term needs of the creditors by providing timely
information (Watts & Zimmerman, 1978). In the
era of information technology, high leveraged
companies can provide more timely information
on the Internet. In discussing the agency theory,
Jensen and Meckling (1976) explain that high
leveraged companies need high monitoring cost.
Increase in reporting can occur through various
forms of voluntary reporting, such as ahard copy
of the financial statements and other media, such
as |IFR. Compared to paper copy, |FR can reduce
the cost of supervision. Instead, the signalling
theory has suggested the company that had low
incentive to provide guidance to the market about
the company’s financia structure to implement a
voluntary reporting (Oliveiraet a., 2006). Agency
theory iswidely used to describe the relationship
between leverage the reporting company.
Companieswith highleverageratewill report more
information. Thisisbecause moreinformation can

be used to avoid the cost of the agency in
relationship between managers and owners to
reduce the imbalance of information (Inchausti,
1997). Thisisbecausethe agency costsarehigher
for companieswith high debt levelsin their capital
structure. The voluntarily report can reduce the
agency costs by make easier to debtors to assess
the company’s ability to satisfy the debt (Jensen
& Meckling, 1976). Transfer wealth from
bondhol ders to shareholders can be done in firms
that have highleveragelevels(Jensen & Meckling,
1976; Myers, 1977).

Companies with high leverage rates more
motivated or motivated to increase the level of
voluntary reporting of corporate information to
shareholders through the financial statements in
hard copy or through IFR (Oyelere et a., 2003).
In addition, management may use a voluntary
reporting as IFR to help solve the problem of
continuous monitoring through the company
website (Debreceny et a., 2002). Cost to update
information viathe Internet islow, high leveraged
companiesaremorelikely to practicelFRtoinform
their shareholdersthat the company isableto settle
its debt obligations (Chan & Wickramasinghe,
2006). Accordingly, the next hypothesis can be
stated as follows:

H, Companieswith high leveragewill report
more financial information over the Internet
compared to companies with low leverage

Ownership Sructure

According Raffournier (1995), agency theory
able to describe and predict the reporting of
financial information in annual reports can be
expected to solve the control problems that may
arise between shareholders and creditors.
Company that most their capital were funded by
outside parties will face pressure to increase the
reporting of information (Leftwich et a., 1981).
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IFR allows the company to provide more
comprehensive and timely information to
consumers over traditional reporting (Ashbaugh
et al., 1999). Company will report more
information to help them obtain financing.
Ownership structure variabl es (represented by the
percentage of shareholding by the ten largest
shareholders of the company) were found
influenced the manager to willingly report
information in the annual report (Ab. Manan &
Mohd Iskandar, 2003). Meanwhile, a survey
Pirchegger and Wagenhofer (1999) showed that
the ownership structure (represented by the
percentage of free float) influence IFR Austria
company but not for German companies. Hossain
et a. (1994) shows the ownership structure has
influence the listed companiesin Malaysia, when
they voluntarily reported to us. Percentage of
shareholding by ten largest shareholders of the
company has been used as a measurement for
ownership structure. High percentage of
shareholding by the top ten investors showing
shareholding companies those are not diverse.
Meanwhile, alow percentage of shareholding by
the top ten investors showing shareholding
company isdifferent. According to agency theory,
company that majority owned by internal
shareholder will not report information in annual
reports. Thisis due to internal party may obtain
information directly from the management. Inthis
study, the percentage of shareholding by the top
ten shareholdersisaproxy for ownership structure.
Based on thisdiscussion, ahypothesisto betested
isasfollows:

H, Level of IFR has a positive relationship with
the ownership structure
Listing Period

Based onthesignaling theory, thelong-listed

companies usually report more information in
order to distinguish the organization of new
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companies listed on stock exchanges (Hughes,
1986). New variables such aslisting that proposed
for IFR study like study in Camfferman and Cooke
(2002). Companies that have been listed on the
stock exchange should improve the financial
reporting practices from time to time (Alsaeed,
2006; Barako et al., 2008) and has a tendency to
usethelnternet asamechanismto providefinancia
and non financial information to shareholders
(Barako et al., 2008; Ali Khan, 2010). Company
that has been long term listed with the last record
beareferenceof public reporting by the community
(Owusu-Ansah, 1998, 2005). Based on the
discussion, the following hypothesisisformed:

H,. A company with along term listing on
Bursa Malaysia will report more financial
information over the Internet compared to
companies with short-listing period

Profitability Ratios

Signalling theory suggests that profitable
companies haveinitiativesto distinguish them from
less successful companies to raise capita at the
possible lowest price (Marston & Polei, 2004).
The reason is profitable company provides
guidance on good quality management, which may
bebeneficia to companiesto reduce political costs
(Waetts & Zimmerman, 1978; Deegan & Hallam,
1991). Reporting on avoluntary basisthrough the
website is one way to achieve that goal. The
absence of reporting of information on the Internet
can be received as bad news by investors (Lev &
Penman, 1990). Signalling theory suggest that only
companies with good news to be reported will be
willing to useavoluntary mechanism for reporting
information, and failureto disseminateinformation
Is considered as negative indicators (Larran &
Giner, 2002).

If afirm profit margin higher than industry

average, the management islikely to report more
information for the purpose of ensuring that
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shareholders know the company has a strong
financial position (Singhvi & Desai, 1971).
Instead, Craven and Marston (1999) states that
thefirm that have weak financia positionislikely
to avoid usethe Internet as an aternative medium
of communication to disseminate moreinformation
to users of the accounting firm. Firm will report
additional information, including the latest
electronic networkslikethe Internet, asamedium
to enhance the corporate image to see if the
company is sensitive to political costs (Craswell
& Taylor, 1992). Thefindings Hassan et al. (1999)
showed that companieswith high profitability aso
haveahigh level of IFR. Meanwhile, the opposite
istruein the study of Ashbaugh et al. (1998) who
found that profitability is not the variables that
influence the practice IFR. When profitability is
high, managers more motivated to report right
information. Conversely, when profitability islow,
manager will report lessinformation to hidelosses
or decreased profits (Singhvi & Desai, 1971).
Agency theory specifies the managers who earn
higher profitswill use external information for their
own gain. As such, they will report financial
information to support the continuation of their
position. In signalling theory, the owner isdeemed
to be keen to spread the good news to the market
to increase company value through share price
(Barako et al., 2008) and the avoidance of
undervalued shares (Inchausti, 1997). Therefore,
the higher profitability of a company can cause
higher level of reporting information (Inchausti,
1997).

ThefindingsHassan et a. (1999) showed that
firmswith high profitability and website are more
likely to report financial information via the
website compared to companies with low
profitability and website. Instead, the results of
study conducted by Marston (2003) showed no
significant relationship in company at Japan. The
study Ashbaugh et al. (1999) also showed no

significant relationship in company at U.S.
Ettredge et al. (2002) also showed no significant
relationship between the dissemination of
information for investors in the U.S. company’s
website. Consistent with previous studies (Lang
& Lundholm, 1993; Wallace et al., 1994; Wallace
& Naser, 1995; Naser, 1998; Camfferman &
Cooke, 2002; Naser et a., 2002; Alsaeed, 2005,
2006), the profit margin and return on equity is
used asaproxy for performance-related variables.
Accordingly, the hypothesis being tested is as
follows:

H. Companieswith higher profit marginswill
report morefinancial information over the Internet
compared to companies with low profit margins

H, Companies with a high return on equity
will report more financial information over the
Internet compared to companies with low return
on equity

Liquidity Ratio

Liquidity means how fast and efficient asset
convertible to cash (Zainal Abidin et al., 2005).
Referring to the theory of notification, the company
has high liquidity have a strong urge to
communicate detailed information about the
company’s ability to meet short-term financial
obligations (Ho & Taylor, 2007). Ratio liquidity
was measured the company’s ability to meet
current liability. Liquidity ratios are good
indicators for performance management and
companies with high liquidity ratio tend to report
more information (Naser et al., 2002). Previous
findings indicate that liquidity is an important
determinant of corporate reporting (Wallace &
Naser, 1995; Owusu-Ansah, 1998; Oyelereet d.,
2003). It is important because liquidity ratio can
be used to predict the bankruptcy of a company
(Owusu-Ansah, 2005). Therefore, the regulatory
body, including investors and borrowers are
concerned about the continuation status of the
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company (Wallace and Naser, 1995; Owusu-
Ansah, 2005). This has prompted companies with
high liquidity report the level of liquidity using a
voluntary reporting through the Internet (Owusu-
Ansah, 1998; Wallace & Naser, 1995). IFR can
be used asasign of management confidenceinthe
strength and future prospects of the company
(Oyelere et a., 2003). Therefore, the hypothesis
tested was as follows:

H, Companieswith ahigh current ratio will
report morefinancia information over the Internet
compared to companies with low current ratio

Audit Firm

Auditing is a mechanism to reduce agency costs
(Jensen & Meckling, 1976; Watts & Zimmerman,
1986), reducing the information gap and enhance
the credibility of the reporting (Oliviera et a.,
2006). Healy and Palepu (1993) stressed the
managers can improve communication with
investors (owners of the firm) to develop an
effective reporting strategy. To strengthen the
credibility of the company, the company will
choose the appropriate reporting strategy to
respond asasign of qudity to themarket, including
using the servicesof large audit firms. The previous
study showed that a large audit firm (formerly
known as the Big Five, Big Six or Big Eight and
now known asthe Big Four) provide abetter audit
quality than non-Big Six audit firms (DeAngelo,
1981; Becker et a., 1998).

According to Inchausti (1997), companies
audited by large audit firms usually report more
information than companies audited by small audit
firms. Audit firm may usetheinformation reported
by the customer to show their quality. Singhvi and
Desal (1971) also state the audit firm size plays a
rolein determining the company’sreporting policy.
Large audit firms encourage companies to report
more information to protect their reputation.
Auditors are instrumental in controlling the
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behaviour of agents and to reduce agency costs
between principal and agent (Jensen & Meckling,
1976). Jensen and Meckling (1976) add that
companiesaudited by large audit firmshave higher
agency costs. Therefore, they try to sign acontract
with audit firm that the agency costs can be
reduced. Large audit firm can encourage
companies to report more information (Singhvi
& Desai, 1971) due to several factors: first, to
maintai n the company’ sreputation (Dumontier &
Raffournier, 1998; Chamlers & Godfrey, 2004);
second, to develop expertise(Mora& Rees, 1998);
and third, to ensure that audit firms can retain
their clients (Maone et a., 1993). Based on the
above discussion, the next hypothesisis stated as
follows:

H,,, Companies audited by a Big Four audit
firmsreported that morefinancial information over
the Internet compared to the companies audited
by non-Big Four audit firms

Listing Satus

Listing status had a significant relationship
to the extent of reporting done by the quality of
external reporting (Singhvi & Desai, 1971). There
are two reasons, namely: first, a company listed
will more aert against the financial interest of
accurate reporting and have more incentives to
use information technology to improve internal
reporting as compared to non-listed company, the
second-listed companies must comply with the
requirements and regulations of the stock
exchange, meansthe minimum requirements more
stringent than the non-listed companies.
Perspective based agency theory, stock exchange
listing can beregarded astheinstitution of internal
controls (Hill & Jones, 1992). In compliancewith
the minimum requirements of listing rules and
additional reporting requirements, listed
companies are likely to affect the cost of contral.
Company listed need to compete in order to get
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more liquidity and reduce the cost of capital in
financial markets. Thiswill provide incentivesto
companies to improve reporting.

Companies that have operations in
international or multinational company are exposed
to higher demand of information due to the type
and number of larger claims (Meek et al., 1995;
Raffournier, 1995). Cooke (1989) states that
additional reporting information will attract new
shareholdersfor the disclosure of information can
help to reduce information risk and lower cost of
capital. Cooke (1991) also describesthe degree of
internationalization of a firm is likely to have a
relationship with the level of reporting on a
voluntary basis because they need to raise capita
internationally. In fact, companies listed on
overseas stock exchanges face the additional
reporting requirements and will provide more
information in the annual report compared to
companies that are not bound by the rules of
international reporting (Cooke, 1992). Therefore,
companies will have a capital cost reduction
initiativesthrough the dissemination of information
on avoluntary basis (Choi, 1973; Owusu-Ansah,
1998). In this context, IFR provide quick access
to potential investors from abroad to obtain
financial and non financial information relating to
the business of small companiesat the cost of both
theinvestor and the reporting entity (Ashbaugh et
al., 1999; Craven & Marston, 1999; Williams &
Pei, 1999). Based on the above discussion, the
following hypothesisisformed:

H,, Companieslisted on at least oneforeign
stock exchange will report more financial
information over the Internet compared with only
company listed on Bursa Maaysia.

Industry Type

According to Craven and Marston (1999),
the rel ationship between the reporting and industry

typeissuggested by thetheory of political process
and signalling theory but not the agency theory.
Signalling theory suggests type of industry also
cause differences in the reporting (Oyelere et d.,
2003). Craven and Marston (1999) state
enterprisesin theindustry accept the samelevel of
reporting. If a company in the industry did not
follow the action of other companies, including
IFR then the company may be interpreted as a
market indicator that is not good to try because
try to hide bad news (Craven & Marston, 1999;
Oyelere et d., 2003). The company in the same
industry will report similar information reporting
financial eveninformationif thepolicy isdifferent
from the industry (Inchausti, 1997). In addition,
the company is in the same industry tend to use
the same accounting procedures (Watts &
Zimmerman, 1978). Industry type is one factor
that can explain differences in reporting between
the levels of industry (Craig & DIGA, 1998). In
addition, different industry sectors have different
characters, such as differences in liquidity, the
need, types of assets, use of technology,
profitability and growth rate (Syed Ahmad et al.,
2007).

Empirical findings found the relationship
between the types of industry and mixed IFR. It
might be due from each industry has a different
proprietary costs and there are some industries
more advanced in terms of technology use (Abdul
Hamid & Md Salleh, 2005). The findings Hassan
et a. (1999) on companies in Malaysia showed
no significant correlation between the types of
industries and practice IFR. Craven and Marston
(1999) study found there is no significant
correlation between the types of industries with
the IFR for companiesinthe UK. Marston (2003)
developed earlier study by detailing the types of
industries (i.e. financial services, public services,
utilities and manufacturing) in his research on
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companies in Japan. The results Marston (2003)
showed a significant relationship for the industry
inJapan with IFR. Asexpected for someindustries,
particularly banking and manufacturing sectorsis
likely totaketheinitiativeto report morefinancia
information over the Internet (Chan &
Wickramasighe, 2006). Based on the above
discussion, this study attempts to answer the
question of whether thereisarel ationship between
the types of industries IFR. Therefore, the
hypothesis being tested in the form of null
hypothesisis asfollows:

H,, There was no significant relationship
between the levels of reporting financial
information over the Internet by industry type
Regression M odel

In this study, the IFR for acompany is based
on avariablerange of contingency factorsand the
firm specific characteristic of the company.
Regression analysiswas used to analyzetheresults
by testing the hypothesis. Relationship between
the variables in the model study described as
follows:

IFR =&+ & Risk + &, Technology + & ,Size+ &, Leverage
+ &, Ownership + A, Period + & , MK + &4  PAE &,
Current.

+4a, Audit + & | Status + A , Consumer + &
Services + &, Build + & . Plantation + 7 ...(1)
where the definition of variables:
IFR = Index IFR
Risk = Beta
Technology = Revenue per capital employed
Size = Logarithm base 10 of the total assets
Leverage = Ratio of total debt per total assets
Ownership = Percentage of ownership holdings

by ten shareholders largest company of its total
shares issued

Period = The listing on the Bursa Malaysia
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MK = Net income after tax per revenue or sales
PAE = Net income after taxes per total equity
Current = Tota current assets per total current
lighilities

Audit = Big 4 audit firms evaluated 1, non-Big 4
audit firms arevalued O

Status = Listing on Bursa Malaysia and outside
of Bursa Malaysia assessed a listing on Bursa
Maaysia only evauated O

Consumer = Consumer products industry are
assessed first, if not rated O

Service = Serviceindustry and trade are assessed
first, if not rated O

Build = The construction industry and property
valued 1, if not rated O

Plantation = The plantation industry are assess
firgt, if not rated O

1= A random error

4, ai = Congtant or estimated parameters, i = 1,
., 15

Industrial products industry excluded from the
model equations in order to avoid the trap idol
variables (Gujarati, 2003).

3.0 RESEARCH DESIGN

The method used in this study is content
analysis method. Content analysis method is the
most popular and frequently used in the field of
IFR (Petravick & Gillett, 1996; Pirchegger &
Wagenhofer, 1999; Hassan et al., 1999; Debreceny
et a., 2002; Oyelere et a., 2003; Lodhia et a.,
2004; Xiao et al., 2004; Chan & Wickramasinghe,
2006; Abdelsalam et al., 2007; Kelton & Yang,
2008; Al Arussi et a., 2009; Ali Khan, 2010; Ali
Khan & Ismail, 2011; Ali Khan & Ismail, 2012).
The population consist of all companies listed on
Bursa Malaysia main board on December 31,
2007. Listed companies in the financia industry,
trusts and closed-end funds are excluded in this
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study. Financial industry (banks, insurance
companies and securities firms) are excluded due
to the banking institutionsin Malaysiaare subject
tovariousregulations and guidelinesissued by the
Central Bank of the Banking and Financial
Ingtitutions Act 1989 (Grace & Mohd Iskandar,
2004; Abd Aziz et al., 2006). Companies in the
financial sector, banking, insurance, unit trusts,
closed and securities is subject to different rules
than other sectors (Hashim & Saleh, 2007; Bue et
al., 2008). Financial industry trusts and closed-
end funds have different propertiesin the structure
of the financial statements and reporting
requirements (Ku lsmail & Chandler, 2004; Mohd
Isa, 2006). As aresult, companies in the finance,
insurance and unit trusts are excluded from the
sample due to differences in the regulation and
reporting requirements (Hossain et al. 1994;
Haniffa& Cooke, 2002; Abd. Ghaffar et al., 2004;
Haniffa & Hudaib, 2006; Mohd Ghazali &
Weetman, 2006; Hashim & Saleh, 2007; Jaffar et
al., 2007; Bue et al., 2008).

Sampling procedure began by exempting
companies that are included in the financial
industry, banking, insurance, unit trusts, closed-
end funds and securities sectors. Thisapproachis
the same as Hashim and Mohd Saleh (2007). This
study focuses on companies listed on the main
board of Bursa Malaysia main board as the
company is larger than that of companies listed
on the second board (Hashim & Saleh, 2007).
Based on information obtained from Bursa
Maaysia (as at June 12, 2008), there is only one
company in the mining industry sector, five
companies in the hotel industry and eight
companies in the industrial sector infrastructure
projects. Companiesin theminingindustry, hotels
and infrastructure projects are al so excluded from
the sample because the company is not sufficient
to make acomparison between theindustrial sector

(thisapproach as: Hashim & Saleh, 2007). During
the collection process financial data, researchers
cannot collect financial datarel ated to the specific
character of the company are available for
companies in the sectors of infrastructure,
technology and the hotel . Therefore, companiesin
the financial industry, closed-end funds, and
mining, hotel, technology and infrastructure
projects are excluded from the sample.
Accordingly, only the five main sectors used in
this study of consumer goods, industrial goods,
services and trading, construction and real estate,
and farming based on the classification of industry
sectors from Bursa Malaysia. The full list of
companies listed for 2007 in Bursa Malaysia as
at 12 June 2008 amounted to 984 companies (636
Main, 223 Second Board and 125 MESDAQ
Market) can be abtained by visiting the website of
BursaMalaysia. Themain reasonfor the selection
of al themain board listed companiesisto examine
the readability of each listed company to attract
investorstoinvest in their companiesby providing
information on the company’ swebsite. Thisstudy
will alow researchers to give conclusion and an
overview of the current reporting of financia
information is presented through the company
website. Thus, the population consisted of
companies listed on the main board of Bursa
Malaysia amounted to 564 companies (after
excluding the financial sector, infrastructure
projects, hotels, mining, technology and closed-
end funds). If the inaccurate sample is selected,
then it will givethe weaknesses of theresearch. If
the sample of population was too large and too
smdll, itispossibletendency for the selected sample
cannot be trusted. Therefore, the principle of
sampling is to ensure the ability to sample
representative of the population (Konting, 2000;
Ayob, 2005). Table for determining sample size
of the population developed by Kregjcieand Morgan
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(1970) in (Sekaran, 2003) was used as a basic
guideto the selection of samplesizefor thisstudy.
Sample size that using the schedule of
determination as proposed by Krejcieand Morgan
(1970) and based on the population of 564, the
sample size for this study was 234. Sample
containing one-third of the sampling frame is
sufficient (Ku Ismail & Chandler, 2004).

A variety of appropriate guidelines or guidance or
rules of thumb that can be used in relation to the
number of data required for multiple regression
analysis (Pallant, 2006). There are two indicators
used to determine sample size for regression
analysis of 10 data for each independent variable
inamoddl, or 15 datafor eachindependent variable
(Field, 2005). As suggested by Coakes and Steed
(2007), the minimum requirement for regression
analysisisat least fivetimes or moreindependent
variables. Bausell (1986) suggests at least 25
subjects for each independent variable and using
a large sample (n > 200) to study multiple
regression analysis. Green (1991) and Tabachnick
and Fidell (2007) suggested a minimum
requirement for regression anaysisis at least 50
plus eight times with independent variables (N >
50 + 8m, where m = number of independent
variables). Myers (1990) and Stevens (2002)
suggested, 15 subjects for each independent
variableisneeded for ardliableregression equation
in social science research. The sample size has a
direct impact with statistical power for multiple
regression analysis. It is proposed that the
minimum ratio is 5:1, meaning that it must have
five observations for each independent variable.
However, the required ratio is between 15 to 20
observations for each independent variable (Hair
etal., 2006, p. 196). Therefore, therequired sample
sizeinthisstudy is15 multiplied by 12 isequal to
180. Researchers fedl that the sample size was
adequate based on as long as the sample size in
therange of 30to 500. Thisview of Roscoe (1975)
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in (Sekaran, 2003) suggest appropriate indicators
to determine the sample size are: (1) the sample
size must be greater than 30 and less than 500 are
appropriate for most research, (2) the sample is
dividedinto several subsample (for example, male
/ female, junior / senior, etc.), then the minimum
sample size is 30 for each category is required,
(3) for the multivariate study (including multiple
regression analysis), the sample size should be
several times (suggested 10 times or more) of the
number of variables involved, and (4) for
experimental research brief, with tight control
(matching pairs, €tc.), a study can be successful
with small sample sizes, ranging from 10 to 20.

By taking all the abovetipsinto account (Roscoe,
1975; Myers, 1990; Green, 1991; Stevens, 2002;
Field, 2005; Hair et a., 2006; Coakes & Steed,
2007), factorssuch astime and budgetsresearchers
in the field, then the sample size for multiple
regression analysis was of 182 companies are
aready adequate in this study. It is because this
study is to find a relationship between various
industry and IFR levels. The selection of
proportional random sample was used, at least
every industry in the samplestaken between 20 to
45 percent for the representative of the popul ation
concerned. Distribution of selected companiesfrom
various industries is shown in Table 1.

Table 1. Sampleand Population

by Industry
The industrial sector  |Population|Samples|Percent (%)
Consumer goods 87 20 22.99
Industrial products 156 42 26.92
Services and trade 147 50 34.01
Construction and property 133 57 42.86
Plantation 41 13. 3171
Total 564 182 32.27

Measurement IFR

There are various definitions used by
researchersto determinethedefinition IFR. Inthis
study, the company isclassified asacompany that

practices IFR when the company reported the
2014 |
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important financial information, part of the
financial statements and/or complete annual
reportsin the company’ swebsite. IFR defining this
as other researchers (Craven & Marston, 1999;
Oyelere et al., 2003; Mohamad et al., 2003;
Momany and Al-Shorman, 2006). Next, the
variable IFR level measured by using index
reporting (asOyelereet d., 2003; Marston & Polei,
2004; Xiao et al., 2004; Bonson & Escobar, 2006;
Chan & Wickramasinghe, 2006; Celik et a., 2006;
Abdelsalam et a., 2007; Kelton & Yang, 2008;
Al Aruss et a., 2009; Ali Khan, 2010; Ali Khan
& lsmail, 2011). According to Marston and Shrives
(1991), evaluating the quantity of information
offered by the company can be done using the
index. Therefore, based on literature review,
checklist reporting index has been developed. To
assess the company’s Web site, the checklist has
two dimensionswhich are content and presentation.
In addition, the evaluation is not only the
information that istransmitted viathe Internet, but
also to assess how it is presented with a choice of
technology used to produce user-friendly website.
In this study, the dimensions of the content will
provide information on the type of information
reported by the company through the website.
Dimensional presentationwill provideinformation
about the use of the latest display features in
disseminating corporate information and website
design company. This study used a non-weighted
index reporting, assuming each reporting category
isimportant (Meek et al., 1995). Many researchers
support the use of non-weighted item because it
said that every item hasthe sameinterests (Cooke,
1989; Chavent et ., 2006). Use of non-weighted
index reporting is better becausethisstudy did not
focus on the importance of specific user groups
(Cooke, 1989; Hossain et al., 1994: Hossain et
al., 1995; Chau & Gray, 2002). In addition,
measurements using non-weighted index reporting

in order to avoid subjectivity and not bias to the
element of any group of accounting information’s
user (Raffournier, 1995). Thisisreinforced by the
empirical results reporting the use of index-
weighted index and not reporting theweightsgive
similar results (Spero, 1979; Firth, 1980; Robbins
& Austin, 1986; Chow & Woren-Boren, 1987;
Adhikari & Tondkar, 1992; Wallace & Naser,
1995).

There are many waysto build ascoring schemeto
determinethelevel of reporting (waterfall, 2008).
Items in the checklist will be measured by using
the basic dikotomus/ dwivalue (yes or no), which
score 0 isgiven for not reporting and a score of 1
isgivenif thereisreporting. The checklistisused
to determine the total score, by evaluating the
content and presentation of the company’ swebsite.
The study assumesthat investors areinterested to
know the accounting and financial information
provided (content variable), and wasa sointerested
in getting information as quickly as possible, is
supported by the navigation user-friendly website
inthe company’ swebsite (variable presentations).
Items in the content dimension indicates whether
the information reported by the company through
the company website. Meanwhile, theitemsinthe
dimension of the presentation shows how the
information is presented (eg, whether the
information in the format processing) and ease of
use (for example, there is a search engine). For
each company, the level of IFR measured by the
total score calculated asthe percentage of theratio
on the actual total score compared with the
maximum score. The independent variables
constructed from theitemsinindex reporting. The
main measurement was the total score. The
measurements are consistent with studies
Debreceny et a. (2002), Marston and Polei (2004),
Xiao et a. (2004), Bonson and Escobar (2006),
Abdelsalam et a. (2007) and Kelton and Yang

GIABR Journal of Business| January - March 2014 |



ISSN No.2324-5832

(2008) that distinguishes dimensions with the
dimensionsof content presentation. The maximum
scorewill be obtained for acompany is 87 points.
Scores for reporting index is calculated based on
actual number of items were reported compared
with the maximum number of reporting items
(Hossain et al., 1994; Naser, 1998; Camfferman
& Cooke, 2002; Haniffa & Cooke, 2002; Naser
et a., 2002; Abd. Ghaffar et al., 2004; Bonson &
Escobar, 2006; Hashim & Jaffar, 2006; Mohd
Ghazali & Weetman, 2006; Abdelsalam et al.,
2007; Jaffar et al., 2007; Lopes & Rodrigues,
2007; Curuk, 2008; Kelton & Yang, 2008; Al
Aruss et d., 2009; Ali Khan, 2010; Ali Khan &
Ismail, 2011). Thus, for each item IFR reported in
company’s website clarifies dichotomous score as
score 1 for item scores reported and O otherwise.
Hereistheformulaused to calculatetheindex IFR:

Index =

¥ IFR actual scores obtained by the company
> The maximum score

4.0 Finding And Discussion

Table 2 shows the demographic information
of the sample. In total, 182 companies has been
chosen as samples in this study. 31.3 percent of
the samples consisted of the construction industry
and property, 27.5 per cent of thetrade and service
industries, 23.1 percent of the industrial goods
industry, 11.0 percent of the consumer goods
industry, and 7.1 percent of the plantation industry.

Table 2: Distribution of Sample Firms

Industry Sectors Number of States | Percent (%)
Consumer goods 20 11.0
Industrial products 42 23.1
Services and trade 50 215
Construction and

property 57 31.3
Plantation 13 7.1
Total 182 100

Table 3 reports descriptive statistics for the
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dimensions of level IFR reporting. The results
showed that the average index is 65.096 IFR with
minimum and maximum val ues, respectively 48.27
and 78.16. Average content dimension is 51.715
with the minimum and maximum values,
respectively 37.93 and 60.92.The maximum score
for the content dimensionis77.01. Themaximum
scorefor the presentation dimensionis22.99. The
average dimension of the presentation is 13.354
with minimum and maximum values, respectively
10.34 and 19.54. Standard deviation for content
dimensions is not too different with IFR index.
Standard deviationfor presentation isdifferent with
thedimensionsof the contentsand index |FR which
is 1.458. The results showed that a total of 40
companieswith 21.98 percent |FR index between
70and 79.9, followed by themajority of companies
of 113 companies (62.09%) which has an index
IFR between 60 to 69.9. There have 28 companies
(15:37%) with IFR index between 50 and 50.9.The
study reported that only 5.5 percent of a company
that hasI FR index vauebelow 50. Overdl, theresults
showed atotal of 153 companiesis84.07 percent of
the samples have IFR index at more than 60.

Table 3: Frequency of Disclosure L evel

Contents | Presentation|IFR Index
Mean 51,715 13,354 65,096
Median 51.72 13:22 64.94
Standard 4101 1458 4496
deviation
Minimum 37.93 10:34 48.27
Maximum 60.92 19:54 78.16
Skewness -0331 0893 -0046
Kurtosis 0301 1701 0318
Significant KS| 0021 0000 0021
IFR Index Number of Percent (%)

States

70-79.9 40 21.98
60 - 69.9 113 62.09
50 - 50.9 28 15:38
40-49.9 1 55
Total 182 100.0
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Correlation analysis performed to test the
bivariate relationships between all the variables
either nominal or continuous. The test is very
important to know whether there is or not a
problem, especialy multicollinearity correlation
coefficient of 0.80 over (Gujarati, 1999; Gujarati,
2003; Cooper & Schindler, 2006). In order to
detect potential issue multicollinearity, correlated
independent variableseither nominal or measured
continuously. Overal, the results also show that
there is no problem multicollinearity and the
average and low correlation between the
independent variables tested. Based on the test
multicollinearity, thetolerant and VIF valueat the
appropriate intervals of the tolerant values of
greater than 0.1 and smaller VIF value of thevalue
of ten (Hair et a., 2006). Therefore, regression
analysis was carried out free of multicollinearity
problem. Then, after five assumptionsof regresson
tests followed (normality, linearity,
homoskedastisity, outliers and multicollinearity),

the results of regression analysis is shown to be
reliable, independent of the problem and the
problem of heteroscedasticity multicollinearity.

Table 4 reports the regression analysis of
comparison between the index IFR, content of
dimension and presentation of dimension.
Regression analysisresults showed that thelisting
on the Bursa Maaysia has a significant positive
relationship with the dimensions of the presentation
and index IFR respectively at p < 0.05 and p <
0.10. The results showed that the amount of debt
leverage divided total assets have a significant
positive relationship at p < 0.05 with the
dimensions of the content. The analysis showed
that the profit margin after tax net income divided
by revenue has a significant positive relationship
at p < 0.05 with dimension of contents and index
IFR. The results showed that the return on equity
has a significant positive relationship at p < 0.05
with contents and index |FR dimension.

Table 4: Results of Regression Analysis

Independent Variable DV = Content DV = Presentation DV =Index IFR
B sig B sig B sig

Risk 0.739 0.393 0.280 0.421 0.953 0.366
Technology -0.035 0.901 0.058 0.610 0.006 0.986
Size 3.024 0.000%* 0.294 0.202 3.296 0.000%*
Leverage -2.918 0.086** 0.184 0.786 -2.523 0.221
Ownership structure -0.017 0.386 -0.005 0.496 -0.021 0.389
Period 0.026 0.290 0.017 0.086* 0.044 0.146*
Profit margin -0.012 0.040** 0.000 0.954 -0.012 0.098**
Return on equity 0.024 0.021** -0.001 0.748 0.022 0.078**
Current ratio -0.114 0.295 0.012 0.784 -0.080 0.546
Audit -0.650 0.312 0.256 0.322 -0.340 0.663
Listing status 0.239 0.772 0.333 0.315 0.544 0.588
Consumer goods 1.138 0.273 0.282 0.499 1.418 0.262
Services and trade 1.220 0.117 0.006 0.986 1.296 0.171
Construction and property -0.554 0.480 0.508 0.108 1.049 0.273
Plantation 1516 0.202 0.628 0.188 0.909 0.529
Constant 25.551 0.000 10,320 0.000 35.895 0.000

R2=0.301 R2=0.107 R2=0.273

R 2 adjusted = 0.238 R 2 adjusted = 0.026 R 2 adjusted = 0.207

Statistic F = 4.761 Statistic F = 1.324 Statistic F = 4.148

sig = 0.000 sig = 0.193 sig = 0.000

DV =the dependent variable, &= beta, se = standard error * Sig=p <0.10, ** sig=p <0.05, *** sig=p <0.01
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In addition, the analysis shows that the size
of company islogarithm-based base 10total assets
have asignificant positiverelationship at p < 0.01
with contentsand index IFR dimension. Thisshows
that large companies are more likely to provide a
website and useit to practice |FR. These findings
explain the size of the company is the dominant
factor affecting the level of acompany IFR. This
is caused by the industry to develop and provide
the company’s website is still at early stage.
Therefore, the cost of construction and
maintenance of web sites require alarge amount.
Large-sized companies have many financial
resources, and thisfinding is not surprising to see
large size companies to easily practice IFR and
have IFR at higher level. As explained by Chan
and Wickramasinghe (2006), thetheory of political
costs states that large companies usually will
attract more attention of the public, the company
will have greater incentive to signal that the
company isaleading ininnovation compared with
traditional attitude or conservatism in applying
information technology in the company. In
addition, this study also showed IFR more
prevalent in the service industry and trade, and
the construction industry and real estate compared
to other industries.

The result of multiple regression analysisis
different if the presentations are used as the
dependent variable. The analysis uses the
presentation score (R? = 0107) as the dependent
variable has explanatory power which is low
compared to content analysis using score (R? =
0301). Thisresult was consistent with the previous
studies (Marston & Polei, 2004). The analysis
explainsthat the specific character of the company
(e.g. company size) describes the amount of
information presented on the company websiteis
larger than that of the information presented. It is
likely that the display characteristicsare presented
for_the company’s website has a low impact on
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the usefulness of the information provided
compared to what is expected (Marston & Polei,
2004).

The study also compares the value of the
coefficient of determination (R? with several
previous studies, including studies Larran and
Giner (2002) showed that the coefficient of
determination value equal to 33.2, the study and
Polei Marston (2004) showed that the coefficient
of determination for the overall score for 2000 is
equal with 38.4, studies Abdul Hamid and Md
Salleh (2005) showed that the coefficient of
determination value equal to 22.1, the study
Bonson and Escobar (2006) showed that the
coefficient of determination value equal to 50.77,
the study Chan and Wickramasinghe (2006)
showed that the coefficient of determination value
equal to 52.0, Celik et a study. (2006) showed
that the coefficient of determination value equal
to 37.09, and the study of Ali Khan et al. (2007)
showed that the coefficient of determination value
equal to 4.24. This research shows that the
coefficient of determination (R? was 27.3, which
means 15 independent variablestested in the model
can explain 27.3 per cent variation in the index
IFR. The coefficient of determination lower than
previous findings show that there are other
variables that need to be tested empirically
(Owusu-Ansah, 2005) to more fully know what
the determining factors that influence IFR in
Malaysia.

5.0 CONCLUSION

This study was conducted with the aim of
investigating the determinants of the extent of IFR
by Malaysian listed companies. Theresultsshowed
three main features of the size of the company, the
age of the company and return on equity
significantly affect IFR level. Significant positive
rel ationship between the size of the company with
the IFR which is consistent with previous studies
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(eg, Ashbaugh et al., 1999; Craven & Marston,
1999; Hassan et al., 1999; Pirchegger &
Wagenhofer, 1999; Oyelere et al., 2003; Abdul
Hamid & Md Salleh, 2005; Bonson & Escobar,
2006; Chan & Wickramasinghe, 2006; Ali Khan,
2010). This could be due to the process of
collecting, preparing and reporting information
involveslarge capital outlays(Bubzy, 1975). Only
large-sized companies can afford to incur such
expenses as compared to small-sized companies
(Naser et a., 2002). Large companies are also
more dependent on capital markets to raise funds
from small-sized companies (Ahmed & Nichalls,
1994). Large company requires completed
reporting (Lang & Lundholm, 1993; Naser et d.,
2002) including the reporting information of
financial and non financial reporting over the
Internet. These findings support the use of agency
theory in the study IFR consistent with previous
studies (Marston & Polei, 2004; Bonson &
Escobar, 2006; Ali Khan et al., 2007). The
management will report financial information
through the Internet as proof to shareholders that
they have discharged their duties properly. Infact,
IFR is a perfect medium to reduce the agency
conflict between managers, shareholders and debt
holders (Barako et al., 2008). IFR able to attract
more investors and potential investors to make
investment decisions more efficient (Marston &
Polei, 2004).

There is significant positive relationship
between the age of company with the IFR also
consistent with previous findings (such as Barako
etal., 2008; Ali Khan, 2010). Companiesthat have
been listed on Bursa Malaysia showed a higher
level of IFR compared to newly listed companies.
This means that the longer a company listed on
Bursa Maaysia, the company is more likely to
use the Internet for corporate financial reporting
to shareholders. This is likely due to the old

company hasextensive experienceare morelikely
to report more information in the annual report
with aview to enhancing the reputation and image
to the market (Akhtaruddin, 2005). Large-sized
companiesand hasbeen listed on BursaMalaysia,
canleveragetheInternet asan aternative medium
for communicating business performance related
to certain parties such as shareholders, investors,
potentia investors, financial analysts, creditorsand
other interested parties. The finding is consistent
with agency theory that the long period in which
the management were encouraged to do more
reporting of financial information over the Internet.
This is caused by management are required to
report moreinformation to reduce uncertainty and
increase confidence of investors in the company
(Haniffa& Cooke, 2002). Thesefindingsare also
consistent with expectations theoretical of
notification that the old company often report more
informationin order to distinguish the organization
of new companies listed on stock exchanges
(Hughes, 1986).

Theresultsa so showed asignificant positive
correlation between return on equity with thelevel
of IFR. This may be due to companies with high
return on equity has the resources to put into
practice IFR which this practice will give the
impression that the company isin linewith current
technology that uses the Internet to disseminate
information. Furthermore, thesefindings consistent
with agency theory expectations that high return
on equity which led the management to report more
financial information over the Internet. This is
caused by the management to indicate the
efficiency of operating managers. These findings
arealso consi stent with the theory that presupposes
notification that the company has good newstend
to report more information (Ross, 1979).

This finding is particularly interesting
because most previous studies related to IFR
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(Marston, 2003: theratio of earnings before taxes
on capital employed; Abdul Hamid & Md Salleh,
2005: earnings per share; Chan &
Wickramasinghe, 2006: theratio of earningsbefore
interest and income beforeinterest and tax to total
assets) found that profitability ratios do not affect
the management to practice IFR. The results
showed a significant profit margin on the
dimensions of content and the overall index IFR.
However, the estimated coefficients show a
negative correlation between profit margins with
overall dimensionscontentsand | FR index. These
findings showed that the higher the profit margin
the company, the less financial information
reported inthe overall dimensions|FR of contents
and index. Thisisin line with research findings
related to corporate annual reportsby Wallace and
Naser (1995) who found that profitability (theratio
of earnings before tax to total sales) have a
significant negativerelationship with the reporting
of information in corporate annual reports.
Although it was difficult to explain, this negative
relationship may be due to: (1) of the view that
investors are satisfied with the results reported
higher profit and does not require additional
information, and (2) does not require detailed
information to be presented in the following year
as described by Wallace et al. (1994).

Independent variables (contingency factor
and thefirm specific characteristic of the company)
explained a significant 20.7 percent variance in
the index IFR. The results showed three main
features of the specific character of the size of the
company, the age of the company and return on
equity significantly affecting IFR level. In other
words, the size of the company, the age of company
and return on equity is a determining factor IFR.
The results also showed that the risk and
contingency factor technology is the determining
factor that influences the level IFR. Further, the
study al so showed no evidenceto indicate that the
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level of leverage ratio IFR influenced by the
structure of ownership, profit margins, current
ratio, the audit firm, the listing status and industry
type. On the whole, all the dimensions that
describes IFR is index IFR, content and
presentation explained 27.3 percent of variancein
IFR index, 30.1 percent of the variance in content
dimension and 10.7 percent of the variance in the
dimension of the presentation.

The selection of the management regarding
corporate financial reporting practices depending
on the different constraintsin the entity (Thomas,
1991). Practical differencein IFR expected dueto
severd factorsincluding theenvironment (e.g. risk)
and organizational attributes (e.g. size of the
company and technology). Therefore, studiesthe
relationship between contingency factors and the
firm specific characterisctic of the level of
conducted and confirmed |FR understanding the
factors that affect IFR related differences in the
level of reporting. The empirical analysis found
that contingency factors (risk and technology) are
the determining factor IFR. ThelevelsIFR found
to have significant relationship with the size of the
company (Ashbaugh et al., 1999; Craven &
Marston, 1999; Hassan et a., 1999; Pirchegger
& Wagenhofer, 1999; Oyelere et a., 2003; Abdul
Hamid & Md Salleh, 2005; Bonson & Escobar,
2006; Chan & Wickramasinghe, 2006; Ali Khan,
2010), the age of thecompany (Barako et al ., 2008;
Ali Khan, 2010) and return on equity (Ismail,
2002; Debreceny & Rahman, 2005; Ali Khan,
2010). The results of this study not only support
previous findings, but aso provide input to the
accounting policy makers in Malaysia to
understand behaviour inrelation to | FR reporting.

Therefore, the likely policy implications in
relation to these findings lead to large-sized
companies, companies that have been listed on
Bursa Mdaysia and companies with high equity
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returns should be more attention from the rel evant
bodies of authority. Larger companies have more
resources and more easily accessible by the capital
market if the company reported more information
on the Internet. Companies that have been listed
on the main board of Bursa Malaysia are more
likely to report financial information over the
Internet. In terms of profitability ratios, the
company that hasahigh return on equity are more
likely to practice IFR to give agood indication of
the capital market and financial position of the
company’s reputation. However, the study also
showed that the higher the profit margin (measured
by the ratio of net income on revenue or salestax)
less the company to report financial information
over the Internet.

This research has a number of limitations.
First, the scope of thisstudy islimited to asample
of 182 Malaysian listed companies and they may
not represent all the possible listed companies.
Thus, it might have been better to look at
companies from a wider range. Second, the
findings of thisresearch may not be generalise to
different countries at different stage of
development, or with different business
environment, culture and accounting standards. A
comprative study of IFR practice for different
countrieswith emerging capital market might also
be fruitful. Therefore, it would be interesting to
replicate this study in other emerging capital
market countries which have many similaritiesto
the Malaysian environmnet. Third, while an
unweighted disclosure index was used in this
research, the findings might be different if a
weighted disclosure index, which assesses the
importance of each item in accordance with
specific user group perspective was used. Forth,
the explanatory power (adjusted R?) isregression
model range between 0.026 and 0.238, which mean
that the multiple regression models which
contained 12 variables explain about 0.026 —0.238

of the variation in the IFR. Although this
percentage is considerable, it means that other
variablesthat were not included in the study affect
theextent of IFR. Futureresearch could investigate
of other potential explanatory variables such as
those related with corporate governance and
cultural variables which were out of the currrent
study.

In conclusion, a IFR practice guidelines
required for companies listed on Bursa Malaysia
for the purpose of reducing the disparity in levels
of reporting. Similarly, it is hoped all companies
will be able to apply the guidelinesin the present
financial and non financial information on the
company’s website. It aims to increase the
confidence of consumers of businessinformation
such asinvestors, shareholders, financial analysts
and creditors of the information reported in the
company’s website. The study was conducted in
the vicinity of web based financial reporting in
Malaysia. The same survey will produce a
comparative study it can beimplemented in several
countries in the world with a history of the
community, the financial reporting system, legal
system, culture, corporate governance components
and background factors of the different
management. Such studies are expected to
contribute meaningfully to the company
management about the importance of reporting of
financial information in annual reports on the
Internet for stakeholders and users of accounting
information to make decisions more meaningful.
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Abstract

The primary objective of this study is to determine the level and extent of information
disclosed by the Pakistani listed companies in their annual reports. Disclosure plays an
elementary role in allocation of funds among the companies in an economy. Creditors and
investors' decision, whether to establish/ continue relationship with a company or not, is
usually based on the quality of disclosures being made in financial reporting by a company.
Various regulatory authorities require listed companies to disclose information sufficient in
scope for economic decision making by creditors and investors, potential as well as existing.
There seems to be paucity of research on disclosures in Pakistanmaking this study worthwhile.
This study would also help regulators and standard setting bodies to take measures for
improving the quality of financial reporting in the country.The research used the previously
established methodology for disclosure study. Descriptive statistics was obtained and for
checking association among various variables with each other, Pearson correlation analysis
was applied, where t-test was significant at 0.01 and 0.05. Multiple regression analysis was
also conducted. The overall regression was highly significant at 0.05. The overall disclosure

Keyword(s):

I ntroduction

Financial reporting is the process of
arranging, organizing and disseminating all the
relevant information about thefinancial statusand
performance of a business entity to a variety of
stakeholders. Traditionally financial reporting was
confined to the concept of financial statements
showing the financial position and results of
operation of the business entity. In contemporary
corporateworld, the concept of financial reporting
has, however, acquired far more components and
dimensions, leading to an enhanced importance of
the subject. It also includes a variety of narrative

practices in Pakistan were found comparable with the rest of the world.

Annual reports, disclosure, disclosure indices, financial reporting, IAS/IFRS

reports, encompassing financial as well as non-
financia information. These al reports, narrative
as well as financials, are usualy collected into a
single document popularly known asannual report,
prepared on yearly basis. Interim reports are also
prepared on quarterly or half yearly basis. The
basic objective of these reports is to disclose
information in order to facilitate the users in
making decisionsregarding their relationship with
the business entity. Users of this information
include investors, creditors, customers,
governmental agencies, etc. It means that every
user makesdecision onthebasisof theinformation
availablein corporatereports (annual, or interim).
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Doesthe user make decision solely onthe basis of
these information is beyond the scope of present
study. But the corporate entities are supposed to
make "true and fair" presentation of their state of
affairs.

1.10bjective of Financial Reporting

International Accounting Standard (IAS) 1
describes the "objective of general purpose
financia statements" as "to provide information
about thefinancial position, financial performance,
and cash flows of an entity that isuseful to awide
range of users in making economic decisions’.
More precisely financial statements disclose
information "about an entity's assets, liahilities,
equity, income and expenses including gains and
losses, contributions by and distributionsto owners
and cash flows", supplemented with more
disclosures in notes. The stakeholders make use
of thesedisclosures"in predicting theentity'sfuture
cash flows and, in particular, their timing and
certainty" (IAS 1). Williamset al. (2010) also
described the objective of accounting as to
disseminate"information that isuseful for decision
making purposes’. Bushman and Smith (2003)
stated that"financial accountinginformationisthe
product of corporate accounting and external
reporting systems that measure and routinely
disclose audited, quantitative data concerning the
financial position and performance of publicly held
firms." Akintoye (2009) termed "Accounting
information™"as "the most basic input into any
informed economic decision making". Heobserved
that the importantobjective of accounting
information isto facilitate" potential investors'for
making"an informed judgment on whether to
invest" in a particular entity or not. It also
facilitates " current investors'for monitoring“their
investments'.FA SB concept statement No.2 states
that "financial reporting should provide
information that is useful to present and potential
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investors and creditors and other usersin making
rational investment, credit, and similar decisions’.

1.2 Financial Reporting Environment in
Pakistan

Financial reporting environment in Pakistan
iscomprised of IASIFRS, Companies Ordinance
1984, circulars and pronouncements of Securities
and Exchange Commission of Pakistan (SECP),
prudential regulations and circulars of State Bank
of Pakistan (SBP), and stock exchange regulations.
Pakistani companies are required to prepare their
financials as per the requirements of IAS/IFRS,
Companies Ordinance 1984, circulars and
pronouncements of SECP, and prudential
regulationsand circulars of SBPwhereapplicable.

1.3 Satement of the Problem

Financial reporting is meant to provide/
disclose information to the users for making
decisions regarding the financial health,
performance, and cashflows of the business entity.
The volume and quality of disclosure is still a
question of subjective debate depends on the user
requirements. The importance of disclosure is,
however, very clearly reflected fromtheroleit plays
in the overall economic and financial set up of a
country. Based on the disclosures, the companies
make, creditors and investors(potential as well as
existing), decide whether to establish or continue
relationship with the company or not. Thus, the
disclosure plays an elementary rolein allocation of
funds (creditsor investments) among the companies
in an economy. Therefore, various regulatory
authorities reguire these companies to disclose
information sufficient in scopefor economic decision
making by creditorsand investors, potential aswell
as existing. The primary objective of this study is
to measure/ determine the level and extent of
information disclosed by the Pakistanilisted
companiesin their annual reports.
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1.4. Resear ch Objectives

*  To identify the essentia information that the
corporateannud reportsaresupposadtodisclose.

®*  To study the level of information that the
corporate annual reports actually disclose.

*  Toinvedigaethecorrdation/associaion between
the tota disclosure and various disclosure's
components of corporate annud reports.

1.5 Rationaleof The Study

The area of disclosure in corporate (annual)
reports is not new. It has always been the foca
point of researcher in finance. Plenty of research
isavailable on disclosurein financial reporting in
anumber of countries. In Pakistan, probably there
is paucity of such research. Besides, financial
reporting is an area, where changes and
development occur on continuous basis opening
new avenuesfor research. Theincreasing number
of IAS/IFRS, the perpetual existenceof IASB, and
FASB, and their increasing requirementsfor more
disclosure by corporate entities are more than
sufficient reasonsfor keeping researcher attentive
to the scope of disclosure in financia reporting.
Moreover, almost al theresearch studiesfell short
of finding afull disclosures (100 %) score, leaving
room for further research. The given rationale is
also supported by Hope (2003) who observed that
corporate "disclosure practices' has been an area
of research for decades, and it still had/hasalot of
potentials for research.

This study would observe the level of
disclosure in corporate annual reports helping
regulators and standard setting bodies to take
measures for improving the quality of financial
reporting in the country.

2. LITERATURE REVIEW

Patel and Dallas (2002) carried out an
overview of the study published by Standard &

Poor (2002) observing "the transparency and
disclosure (T&D) practices of major public
companies around the globe'. The methodology
used by Standard & Poor for analyzing the T&D
practicesintegrated 98 disclosureitems, segregated
into three main categoriesincluding (i) Ownership
structure and investor rights, (ii) Financial
transparency and information disclosure, and (iii)
Board and management structure and process.
Disclosure datawas collected from annual reports,
considered to be "the primary source of corporate
disclosure”. Each item was scored 1, if disclosed
in the annual report. For the sake of consistency,
objectivity, and "globa comparison”, S & P did
not take into account other sources of company
information and only concentrated *on core public
disclosure documents'.

Hope (2003) focused on "the roles of legal
system and national culture” asinfluential factors
in determining the level of disclosures in annual
reports. Hecompared theroleof "legal originwith
that of culture" in explaining the disclosure
practices by business entities. He observed that
"neither legal origin nor culture" was more
instrumental for disparity in disclosure scores of
different firms. However, "legal origin"wasfound
imperative'for theroleof culture”, but culturewas
also not found "unimportant in explaining firm
disclosureafter controlling for legal origin®. Ashraf
et al (2005), however, concluded that "cultural
values' did not forecast "disclosure levels once
legal origin was considered”.

Aksuand Kosedag (2005) highlighted the
importance of "transparent and full disclosure of
information for Turkey". They undertook a
research on "transparency and disclosure scores
and their determinants in the Istanbul stock
exchange" applying the same methodology
developed by S& P. They analyzed a sample of 52
"largest and most liquid firms" listed on the
Istanbul Stock Exchange (1SE), getting disclosure
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information from their "annual reports and
websites'. They claimed to provide a"first time",
unbiased evaluation of the "disclosure practices
of ISE firms". They also found that the disclosure
practices were "moderate and varied with respect
to the three sub-categories of T&D". They
compared theaverage T & D scoresof their sample
and found that such disclosure was highest in UK
and US. It was slightly lesser in "continental
Europe and developed Asia' and "lowest" in
"emerging Asia and Latin America'. They also
pointed out that the score was varying among
various categories of T&D.

Ashraf and Ghani(2005) conducted a study
on "the originsand the devel opment of accounting
inPakistan". They pointed out that implementation
of IFRS "as national standards" did not improve
"the quality of financial reporting" in Pakistan.
They contended that the "enforcement
mechanisms' were the primary determinants for
"improving thequality of financial reporting". They
observed that "the colonial background of a
country" must be considered if the "relationship
between culture and financia reporting systems®
was to be tested. In case of Pakistan, they
determined that "the effect of culture on the
accounting system" could not be explained clearly
owing to "her colonial past". They determined that
"lack of investor protection, judicial inefficiencies
and weak enforcement mechanisms' were more
crucialfactors forillustrating the "financial
reporting practices in Pakistan than cultural
factors".

Akhtaruddin (2005) examined "thedisclosure
practices of listed companiesin Bangladesh”. He
was basically interested to observe compliance of
corporates with the disclosure requirements
declared "mandatory by the regulatory bodies".
The study also observed"the association between
company characteristics and the extent of
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disclosure". He collected data from 94 non-
financial companieslisted on astock exchangein
Bangladesh.He developed the "disclosure index"
on the basis of information required by the
"regulatory" authorities of the country. Disclosure
score for each company was determined by
assigning 1 to the information item if it was
disclosed and O if the item was not disclosed,
following an " unweighted approach”. He observed
that mandatory disclosure, as required by the
regulators, was "poor” in the'corporate annual
reports', having an average disclosure of "43.53"
percent of theinformation items chosen. The poor
"disclosure performance" was "attributed to
organizational culture, poor monitoring, and lapse
in enforcement by the regulatory body". He also
observed that the company "age', "status' and
"profitability" did not have any "effect on
disclosure’, while "size" if measured in terms of
"sale" was "marginally significant”.

Dahawyand Conover (2007) conducted a
research study on the "compliance of Egyptian
companies to disclosure requirements’ and the
intrinsic " conflict between international standards
and cultural values of Egypt". They were of the
opinion that the international standards were not
synchronized with the "cultural values' of the
country and therefore created "conflict”. They also
pointed out that thelocal companieswere not ready
to implement the "foreign standards' and were
"selective" in meeting the " discl osure requirements’
of the international standards. They used a
disclosure checklist developed by Capital Market
Authority (CMA) of Egypt. They scored eachitem
as1or 0, depended ontheir being present or absent.
"Not applicable”" response was aso included in
their scoring if no disclosure was required. They
found that most of the companies did not conform
tothe"disclosurerequirements’. They pointed out
that "socioeconomic factors affected the
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implementation of IASin Egypt."

Hossain and Hammami (2009) studied
"voluntary disclosure" practices in Qatar. They
wanted to observe the level of "voluntary
information™ by corporatesin their annual reports,
in 2007. They selected asample of 25 companies,
listed on Doha Securities Market. They selected
"44 items" to be disclosed "in the annual reports
of Qatari companies’ and devel oped a disclosure
index accordingly. The selected "44 items' were
segregated into 8 groups. Each item was scored 1
if disclosed and O, otherwise.They observed the
relationship among "age, assets, complexity and
assets-in-place”, taken as independent variables,
and "voluntary disclosure”, dependent variable,
were "significant”, while, the relationship was
found to be"insignificant” between "profitability"
and "voluntary disclosure".

Kothari (n.d.) synthesized "thetheoretical and
empirical literature onthe effects of disclosure of
financial information on the risks of
financialmarkets". He noticed that "market
participants'were interested in "high-quality
financial information"duetoitsalleviating effects
on "information asymmetry", leading to reduced
"cost of capital and the volatility of security
prices'.Thus, he pointed out, "regulators’ put
efforts'for highqualityaccounting standards'. He
further added that "institutional factors such as
investor protection laws, corporate governance
structures, the quality of law enforcement and
mandated standards determine properties of
reported financial information”. Therefore, he
suggested, all these factors should be considered
when "standards" were being framed.

The literature review reflected that all
disclosureindiceswere devel oped and disclosures
were measured on the basis of information in
published accounts (annual reports). It isprobably
due to the convenient availability of such data.

Cultural and legal forces and monitoring and
enforcement mechanism were also found to be
determining factors of disclosure in various
countries. In case of Pakistan the"lack of investor
protection, judicial inefficiencies and weak
enforcement mechanisms" were more crucial
factors for illustrating the "financial reporting
practices" than "cultural factors" (Ashraf and
Ghani, 2005). It is also observed that research
studies have been conducted in many countrieson
disclosure practices and their associated
dimensions but in Pekistan there seems to dearth
of such study. It is therefore necessary to conduct
such a study in Pakistan for observing and
evaluating the disclosure practices in Pakistani
listed companies and comparing it with other
countries of the world. It is also observed that
international standards do not consider the
respective national cultural and legal factors
leading to complicationsin implementation.

3. RESEARCH METHODOLOGY

3.1 Sample Selection & Data Collection

Sample was selected from companies listed
on Karachi Stock Exchange (K SE). Thetechnique
used in sample salection may betermed asrandom-
cum-convenience sampling, asthe annual reports
were searched through search enginewhere every
company had equal chance of being chosen, if
made its report available. It was convenience
sampling because whichever company report
conveniently available from the target popul ation
wasincluded in the sample. Thetarget population
comprised all non-financial companies listed on
KSE. A total of 50 non-financial listed companies
were included in the sample. The criteria also
considered the existence/listing of the companies
on K SE for the whole reporting period.Almost all
the research studies on disclosure followed the
same criteriafor sample selection: (i) availability
of annual reports, (ii) listing of the firm on the
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respective stock exchange for the entire period of the respective study. The industry wise break up is

presented bel ow.
Table 1. Summary of sample companies

S.No.| Industry No. of Comp | % in sample
1 Construction and Materials (Cement) 11 22
2 Food Producers (Sugar) 10 20
3 Personal goods (Textile) 12 24
4 Chemicas 03 6
5 Electronic and Electrical Goods 01 2
6 Industrial metals and Mining 02 4
7 Pharma and Bio Tech 05 10
8 Oil and Gas 02 4
9 Electricity 01 2
10 Genera Industrial 01 2
11 Household Goods 01 2
12 Real Estate Investments and Services 01 2

Total 50 100

3.2 Analysis of Data

For analysing the data, various statistical toolsand
measuresincluding averages, standard deviations,
minimum, maximum, correlation and multiple
regression analysis were applied using computer
software excel. Results are presented in tables
(table 2-4).

3.3 Disclosure Index

Various research studies on disclosure
practices such asRauf (2011), Hossain and
Hammami (2009), Dahawy and Conover (2007),
Akhtaruddin (2005), Aksu and Kosedag (2005),
and Patel and Dallas (2002), were analyzed. They
all, voluntary or otherwise, developed adisclosure
checklist, using an “un-weighted approach”. The
un-weighted assigned a score of 1 for each
disclosed item and O, if no particular item was not
disclosed,according to the requirements of
checklist.
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All theabove mentioned disclosures’ indices
were considered asreference guide and disclosure
requirements of al laws applicable in Pakistan
were studied. As a result a comprehensive
disclosure index was developed. The index items
were grouped in to five categories including (1)
General corporate information (GCl), (2)
Corporate governance information (CGl), (3)
Management & employeeinformation (MEI), (4)
Financial statements and accounting practices
(FSAP), and (5) Financial performance & ratios
for 5 or more years (SFPR). It made up atotal of
95 elements. CGI was further categorized into
four subgroups including (i) corporate social
responsibility, (ii) board information, (iii) auditor’s
information, and (iv) ownership structure. Each
chosen company was scored by assigning 1, for
each information item, if disclosed, and O, in case
of non-availability of the information item. The
total disclosure score of each company was
calculated using the following formula.
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TDS = Yy di

TDS= total disclosure score;

di ={1if thei information item is disclosed;
0if thei™ information item is not disclosed

A)i=1

n = the maximum number of items

Formula (A) was al so used to determine the score
of each category i.e. GCI, CGI, MEI, FSAP, and
SFPR.

4. RESULT AND DISCUSSION

4.1 Descriptive Satistics

Table 2, given on the following page, shows
descriptive statisticsfor the sample companies. The
results shows that the average of the total
disclosure score is 53.46 on a scale of maximum
of 95 scorewith astandard deviation of 9.897866.
The maximum score obtained by afirmis 79 and
the minimum score got by afirmis40. The mean
of GCl is6.82 on ascale of maximum of 15 score
with a standard deviation of 2.561011. The
maximum score obtained by afirm is 14 and the
minimum score of afirmis 3. The mean of CGlI,
another independent variable was measured on a
scale of maximum of 28 disclosure items
categorized in to four subgroups including (i)

corporate social responsibility, (i) board
information, (iii) auditor’s information, and (iv)
ownership structure. The average score of CGl is
16.9 with a standard deviation of 3.092123. The
maximum score obtained by afirm is 24 and the
minimum scoreof afirmis12. MEI was measured
on a scae of maximum of 12 disclosure items.
The results show an average 4.12 with a standard
deviation of 1.437685 for MEI. The maximum
score got by firm is 9 while the minimum is 2
resulting in arange of 7. FSAP was measured on
a scale of maximum of 27 disclosure items. The
results show an average 18.32 with a standard
deviation of 1.448996838 for FSAP. The
maximum score got by a firm is 22 while the
minimum is 16 resulting in a range of 6. The
comparatively reasonable variation is attributed
tothe nature of disclosureitemsincludedin FSAP
which are more or less statutory requirements for
disclosure. SFPR was measured on a scale of
maximum of 16 disclosureitems. Theresults show
an average 7.38 with a standard deviation of
4.246919652 for SFPR. The maximum score got
by firmis14 whiletheminimumisOresultingina
range of 14. Thisis probably due to the voluntary
nature of disclosure in this category that the
variation is comparatively high.

Table 2: Descriptive statisticsfor independent variables

Summarny Stafisfics TS 98] G148 & [24) ME (12 FSAR [27] SFPR (16
hean 43 46 b0z 164 412 18.32 7.3
Standand Ervor 139977 D36ME2 043722 0203314 0.20459190 93 (L RO0R0G 137
Median 1 ki 16 4 18 ]
Mo a4 ] 14 3 14 ]
Standard Deiation Q897866 2AR1011 3092143 1 .4376RA 1 4439965 38 4 16919652
Sarnple Variance OFAETTE O RAASETYR  9ARTZM 2 DRRA3Y 2 199591537 18 03632653
Kurtozis L1137 091097 -0ARTA9 2143039 007713024 -0 916709 73
Shenne s 008964 108906 0714454 1 326706 (.4500292492 (.02 9648503
Range R 1 12 7 f 14
hniraum aq 3 12 2 16 ]
Mraurn 7 14 24 q & 14
Surn 2673 Eh| 44 2006 916 369
Caurt il al a0 a0 a0 a0
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TDS- Total disclosure score, 98 items

GCI- Genera corporate information, 15 items
CGil- Corporate governance information, 28 items
MEI- Management and employeeinformation, 12
items

FSAP- Financial statement and accounting
practices, 27 items

SFPR- Summary of financial performance and
ratios for 5 or more years, 16 items

4.2 Pearson CorrelationAnalysis

To check association of TDS, GCI, CGI, MEI,
FSAP, and SFPR with each other, Pearson
correlation analysis was applied.Table 3 presents
the Pearson correlation analysis of these six
variables with each other. The results show that
correlationissignificant at 0.01, and 0.05 between
al the variables except FSAP, whose correlation
isinsignificant with any one of therest of thefive
variables. This insignificance of FSAP with any
of the other variableisattributed to the compul sory
nature of thedisclosureitem onthe scale of FSAP.

Table 3: Pearson Correlation analysisresults (N=50)

TDS GCl Cail MEI FSAP SFPR
TDS (1
GCl |0.84386** 1
CGI |0.819716** | 0.582688** 1
MEI |0.776226** | 0.604608** 0.695957** [ 1
FSAP|0.187319 0.048836 0.025507 0.049766 |1
SFPR| 0.894901** | 0.678158** 0.635463** | 0.590679** | 0.046164 1

**t-test is significant at 0.01 and 0.05
3.3 Multiple Regression Analysis

Multiple regression model analysis was also
conducted and the following model was applied.

TDS= a,+ b,GCI + b,CGI + b MEI + b,FSAP +
b, SFPR

The results of the multiple regression analysisare
presented in table 4 given on the following
page.TDS is dependent variable and GCI, CGlI,
MEI, FSAP, and SFPR areindependent variables.
The dependent variable, TDS, is directly
proportional with every one of the independent
variable. Increase in the disclosure score in any
one of the independent variable results in an
increasein the dependent variable. Theregression
analysis shows that the overall regression is
statistically significant at 0.05 and also the
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regression coefficients associated with GCI, CGl,
MEI, FSAP, SFPR are statistically significant at
0.05. A unit increase in GCI results 1.172 units
increasein TDS. Similarly aunitincreasein CGl,
MEI, FSAP, and SFPR causes 0.8444, 1.0369,
0.9468, and 0.9934 units increase in the TDS
respectively.

Multiple R is 99.82%, R? is 99.65% and adjusted
R? is 99.61%, indicating that more than 99% of
the variation in the dependent variable (TDS) is
explained by variations in the independent
variables (GCI, CGI, MEI, FSAP, SFPR). This
result is in agreement with the results of other
similar studieson disclosureinfinancial reporting
e.g. Akhtaruddin (2005) with adjusted R%at 54.7%
and Hossain, and Hammami (2009) with adjusted
R2at 61.7%.
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Table4: Multipleregression
SUMMARY OUTPUT

Regression Statistics

ANOVA

Df |SS MS F Significance F

: Regression | 5 |4783.454796 | 956.6909593 | 2481.219963 0.000¢

Multiple R 0.998231382 Residual | 44 |16.96520374 | 0.385572812

R Square 0.996465892

Adjusted R Square | 0.996064289 otal 49 480042

Standard Error 0.620945096

Observations 50

Coefficients | Standard Error t Stat P-value | Lower 95% Upper 95%

Intercept| 2.24758936 1.24325449 | 1.807827262 0.077472192 | -0.258025425 | 4.753204145
GCl 1.172021905 0.050522834 | 23.19786522 | 2.62654E-26** | 1.070199823 | 1.273843987
CaGl 0.844382183 0.043619887 19.35773439 3.75273E-23** | 0.756472078 0.932292289
MEI 1.036905576 0.092142354 | 11.25330027 | 1.54754E-14** | 0.851204864 | 1.222606289
FSAP | 0.946809903 0.061333803 | 15.43699974 | 2.25476E-19** | 0.823199745 | 1.070420061
SFPR 0.993435494 0.031285089 31.75428008 5.69098E-32** | 0.930384539 1.056486449

5. CONCLUSION

Financial reporting provides an essential
input to investors and creditors for decision
making. Disclosing moreand accurate information
strengthen the confidence of users of financial
reporting. The study under review was meant to
examine the extent of total disclosure made by
Pakistani corporate entitiesin financial reporting
listed on Karachi stock exchange (KSE) intheyear
2011. The disclosure was measured on the basis
of adisclosureindex composed of 98 information
items. The outcome indicates an optimal level of
disclosure by K SE listed companies. Theresearch
was conducted on the previously established
methodology for disclosure study. The overall
disclosure practices in Pakistan are comparable
with the rest of the world with an average of
56.27%, while the average in Bangladesh was
43.53% (Akhtaruddin, 2005). In Egypt most of
the companies did not conform to the “disclosure
requirements’ (Dahawy and Conover, 2007). The
comparison may not be much reliable due to the

differences in disclosure indices used in each of
the study aswell astemporal differences, asthere
is asignificant time difference in between 2005,
2007, and the current study of 2012 (based on
annual reports for the year 2011).

6. LIMITATIONSOF THE STUDY

The small sample size may be considered as
alimitation of the present study. The research is
limited to only 50 companies out of morethan 650
listed companies limiting the generalizability of
theresearch. Futureresearch may compriseamuch
larger sample leading to more generalizability of
the results. Further, the present research selected
aheterogeneous sample consisting of 12 industrial
sectors hiding inter industrial variation in
disclosure practices, but future research may be
conducted on mutually exclusiveindustrial sectors
finding sector-vise differences in disclosure
practices.

The study under review took across-sectional view
of the disclosure practices covering only one year
(i.e.2011). Longitudinal study for more years
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would reveal the trends of disclosure practicesin
financial reporting by Pakistani companies. This
would be helpful in finding any improvement
occurred in disclosure practices overtime.
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Abstract

Psychological ownership is the psychologically experienced phenomenon that occurs
when an employee develops possessive feelings towards a target. The idea of psychological
ownership inthe environment of anorganisation has been receiving increasing attention from
scholars and practitioners as it is seen as a positive resource for studying factors that impact
on human performance in organisations. In addition, several factors influence the emergence
of psychological ownership, one of them being contextual factors. The South African
Employment Equity Act that was implemented to grant equitable opportunities to previously
disadvantaged employees could be a significant contextual factor. This study aimed to
determine if perceptions of employment equity function as an antecedent of psychological
ownership in the South African work environment. A quantitative survey was conducted with
a purposive sample of 202 respondents employed in a large South African mining house. A
structural equation modelinganalysis revealed a significant causal relationship between
perceptions of employment equity and the emergence of psychological ownership. The
research contributes new insights into and knowledge of how external factors might influence
employees' psychological ownership. Organisationsthat seek to retain employees targeted
through equity initiatives need to find ways to enhance and develop the psychological

ownership of these employees.

Keyword(s):

I ntroduction

To compete in thecurrent unpredictable
environment caused by trends inglobalisation and
technological sophistication, organisations need
employees to be psychologically connected with
their work and their organisation (Arnold and
Randall 2010). Pierce, Kostova and Dirks (2001)
have developed their construct of psychological
ownership based upon the psychol ogy of possession
and ownership. This construct concerns the
psychological relationship formed between an
individual and anorganisation and has been proved
to be distinct from other related constructssuch as

Employment equity, psychological ownership, structural equation modeling

organisational commitment, identification and
internalisation(Pierce and Jussila 2011).
Psychological ownership isaphenomenon that can
be described as the psychological experience of
an employee when that employee develops
possessivefedingstowardsthetarget of ownership
(an organisation, for example). The presence of
psychological ownership among organisational
members can have a positive effect on
organisational effectiveness, and this presence is
seen as a potentially important predictor of
employee attitudes and behaviours (Brown 1989;
VandeWalle, Van Dyne andK ostova 1995).

Having psychologically attached employees is,
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however, not the only prerequisite for
organi sational effectiveness. According to Robbins,
Odendaal and Roodt (2003), organisationsmust be
able to adapt successfully to internal and external
forces of change. Pierce et a. (2001) state that
several factors influence the emergence of
psychological ownership, and one such factor is
contextual factors. A significant contextual
factor,and an external force of changein theform
of government legislation, is the Employment
Equity Act. The Employment Equity Act, 1998
(Act No 55 of 1998)was implemented in South
Africa to achieve equitable opportunities for
previously disadvantaged employees.

The aim of the study was, therefore, to determine
therelationship between employment equity
perceptions andpsychol ogical ownership.

LITERATURE REVIEW
Defining psychological owner ship

Psychological ownership has been described as a
cognitive-affective construct based onindividuas
feelings of possessiveness towards and of being
psychologically tied or attached to objectsthat are
material (for example, tools or work) and
immaterial (for example, ideas or workspace) in
nature. Psychological ownership, therefore, refers
to the state of mind of individuals who feel as
though the target of ownership or a piece of that
target istheirs ("It is mine!"), and this feeling of
psychologica ownership reflects the individuals
"awareness, thoughts and beliefs regarding the
target of ownership" (Pierce, Kostova and
Dirks2003:86). According to Van Dyneand Pierce
(2004), psychologica ownership asksthe question,
"How much do | fedl this organisation is mine?"'

Dimensions of psychological owner ship

Originally, the construct of psychological
ownership was based on three dimensions, namely
self-efficacy, self-identity and belongingness
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(Pierce et al. 2001). Avey, Avalio, Crossey and
Luthans (2009) have expanded on the devel opment
of this constructby categorisingits dimensions as
either promotion- or prevention-oriented and by
positing the additional dimensionsof territoriality
and accountability. The distinction that Avey et al.
(2009) make between these two unique and
independent forms of psychological ownership
(promotion-oriented and prevention-oriented
psychologica ownership)isbased on theregulatory
focus theory of Higgens (1997). According to
Higgens (1997), people have two basic self-
regulation systems. The one system regulates the
achievement of rewards and makes
individual sfocus on promotion goa's, whereasthe
other system regul atesthe avoidance of punishment
and makesindividual s focus on prevention goals.
Promation goals,which represent the 'ideal self’,
include wishes, hopes and aspirations. Prevention
goals, which represent the 'ought self',include
obligations, duties and responsibilities. Both
promotion and prevention goal s are important for
the survival of the human being, and the one
approach is not necessarily more desirable than
the other. In certain contexts the promotion focus
is necessary to pursue development and
improvement, whereas in other contexts a more
preventive focus is needed if individuals seek to
ensure safety, stability and predictability (Higgens
1997). AccordingtoAvey et a. (2009), individuas
who are promotion-oriented might experience quite
different feelings towards targets of ownership
compared to individuals who are prevention-
oriented.

Therefore, according toAvey et al. (2009),
psychological ownership is a multi-dimensional
construct that comprises four promotion-oriented
dimensions (self-efficacy, self-identity,
belongingness and accountability) and one
prevention-oriented dimension (territoriality) that
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impact the extent to which psychol ogical ownership isexperienced. The multi-dimensional construct of
psychological ownership and its proposed dimensions are displayed in Figure 1, and these will be

discussed in more detail .

Figure 1: Dimensionsof psychological owner ship

Promotion-oriented psychological

ownership

Dimensions of psychological
ownership

Self-efficacy

Self-identity

Belongingness

Accountability

Prevention-oriented psychological

ownership

Promotion-oriented psychological owner ship

Four promotion-oriented psychological ownership
dimensions have been identified: self-efficacy,
self-identity, belongingness and accountability
(Avey et al. 2009; Pierce et a. 2001).

Sdf-efficacy:Bandura(1995) defines sl f-efficacy
asone'sbelief about one's personal capability to
perform particular tasks. According to Furby
(1978), fedlings of efficacy and control are tied
to the meaning of and motivation for possession.

Temitoriality

If individuals feel they arein control and are able
to successfully manipulate the environment,
theywill experienceasense of competence and seif-
efficacy, and this can lead to the creation of
psychological ownership.

Self-identity:According to Dittmar (1992:86),
peopl€e’s sense of identity or self-definition is
“established, maintained, reproduced and
transformed” through interaction with tangible
possessions and also with intangibles (such as an
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organisation), coupled with areflection upontheir
meaning. According to Kron and Saunders (cited
in Pierce et al. 2003), interacting with their
possessions provides peoplewith aspacein which
they experience comfort, autonomy, pleasure and
opportunity, and thisfacilitates the development
and cultivation of their identity. Therefore, the need
for self-identity has been identified as the second
dimension of psychologica ownership.

Belongingness:Individualsareinnately territorial
and need to have a certain own area or space, ‘a
home’, in which to dwell (Weil 1952). According
to Pierce et al. (2001), a person’s feelings of
psychological ownership through attachment to a
place or an object result in that place or object
becoming ‘home’ to that person. Individuals who
experience a positive sense of ownership at work
will probably report that they have a place in the
organisational context where they belong. A
particular job, work team, division, or even an
organisation as awhole, might satisfy the need of
an individual to belong in a workplace (Avey et
a. 2009).

Accountability:Lerner and Tetlock (1999:255)
define accountability as “the implicit or explicit
expectation that one may be called on to justify
one's beliefs, feelings and actions to others”.
According toAvey et al. (2009),accountability
refersto anindividual’ stendency tofed responsible
forcallingindividual s andorgani sationsto account
for influences on their object of ownership.
Prevention-oriented psychological
ownership

Prevention-oriented psychological ownership is
characterised by only one dimension, namely that
of territoriality.

Territoriality:According to Brown, Lawrence and
Robinson (2005:580), “the stronger anindividua’s
psychological ownership of an object, the greater
the likelihood he or she will engage in territorial
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behaviour toward that object”. Avey et al. (2009)
state that territoriality might lead to people
becoming too preoccupied with the ‘objects of
ownership’ with theresult that they might not want
to share the object (for example, machinery or
physical space), and this happens at the expense
of their performance or other pro-social
behaviours. However, despite these potentially
negative outcomes, it is possible that feelings of
territoriality might promote positive organisation
outcomes. Avey et al. (2009:176) illustrate thisby
means of the following example:

[1]f the individual’s work is less team-based and
more based on being anindividual contributor, for
example, a sales agent who “owns a particular
territory”, then a territorial orientation may lead
to positive outcomes.

Therefore, territorial psychological ownership
might have positive consequences even though it
might typically have a negative connotation.

Factors influencing psychological
ownership

According to Pierce et al. (2001), a number
offactors, such as target, individual, process and
context, influencethe emergence of psychological
ownership. For the purposes of thisstudy, thefocus
will be on contextual factors. Although Pierce et
a. (2003) anticipatethat contextual elements such
asstructura and cultural aspectswill have an effect
on the emergence of psychological ownership, this
discussion will focus on the structural aspects.]

Structural aspectsor ‘fences’, such asboundaries,
government structures, laws, customsand societal
mores, that are ‘placed’ around objects that stand
between an individual and that individual’s
potential target of ownership, might limit the
individual’s opportunity to engage in key
behaviours that |ead to psychological ownership.
Thesestructural aspects mightblock the fulfilment
of oneor moreof the origina motivesof ownership
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(namely self-efficacy, self-identity and
belongingnessby ‘fencingin’ the object.
Furthermore, Dirks, Cummingsand Pierce (1996),
intheir psychological theory of change, arguethat
psychological ownership providesinsightintowhy,
and the conditions under which, individuals both
promote and resist change. According to Dirks et
a. (1996), there are three categories of change:
self-initiated versusimposed; evolutionary versus
revolutionary; and additive versus subtractive
(each of which has different psychological
implications). Depending on the strength of their
feelingsof ownership towardsthetarget of change,
individuals might feel positive about some types
of change and might resist other types. When the
change is sef-initiated (because it supports the
individual's need for control and efficacy),
evolutionary (because it strengthens the
individual’s sense of self-continuity) and additive
(becauseit contributesto theindividual’sneed for
control, self-enhancement and feelings of personal
efficacy), theindividual probably wantsto promote
change in a target towards which he or she feels
ownership. However, an individua will almost
certainly resist endeavours to change a target of
psychological ownership when the change is
imposed (because it is seen as threatening the
individual’s sense of contral), revolutionary
(because it is a threat to self-continuity) and
subtractive (because it takes away from or
diminishesthe core of that to which theindividual
has formed an attachment).

A significant contextual factor, and an external
force of change in the form of government
legidlation, is the Employment Equity Act.The
Employment Equity Act, 1998(Act No 55 of 1998)
was implemented in South Africa to achieve
equitable opportunities for previously
disadvantaged employees. Employment equity is
defined as “the equal employment of previously

disadvantaged people into the workforce; its
purpose is aso to implement affirmative action
measures in the organisation to redress the
disadvantages in employment experienced by
designated groups to ensure their equitable
representation in all occupationa categories and
levels in the workforce” (Employment Equity
Act,1998). Theaim of the Employment Equity Act
isto provideamore productive, trained workforce
that will help to make the organisation more
efficient and competitive. Therefore, for South
African organisations to besuccessful, their
employees must accept the legislation and the
change that goes along with it. The question that
can be asked iswhether employees experiencethe
outcome of the implemented Act as having a
positive effect on their psychological ownership.

Hypothesis 1: Employees’ perceptions of
employment equity significantly influence their
psychol ogicalownership.

RESEARCH DESIGN

Resear ch approach

Theresearcherused across-sectiona survey design
to achieve their research objective. Data were
collected at onetime in a South African mining
house.

Resear ch method
Research participants

The researcher drew an initial purposive sample
(N = 411) from a diverse group of professional,
highly skilled and skilled individual s (with access
to electronic mail) employed in a large South
African mining house. The participants who
voluntarily participated in the study yielded a
response rate of 49% (N = 202). Mattes and
Richmond (2000) have defined skilled, highly
skilled and professional employees as follows: a
skilled employeeisonewho possesses some specia
skill, knowledge or ability to perform his or her
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work. A skilled worker might have attended a
university, college or technical school, or might
have learned skills on the job. A highly skilled
worker is a worker who is capable of working
efficiently, exercising substantial independent
judgement, carrying out dutieswith responsibility
and usually efficiently supervising the work of
skilled employees. A professional isan individual
who typically possessesalarge body of knowledge
derived from extensive, specialised educational
training (usually tertiary), earns a comfortable
salary, usually exercises autonomy in the
workplace, is frequently engaged in challenging
work that is intellectual and creative, and is
expected to exercise independent judgement and
professional ethics in carrying out his or her
responsibilities.

The sample consisted of 65.84% (n = 133) males
and 34.16% (n = 69) females. Of the sample,
71.29% (n = 144) were white respondents and
28.71% (n = 58) were black. Of the respondents,
25.25% (n = 51) were 29 years and younger,
23.27% (n = 47) were between 30 and 39 years of
age, 29.7% (n = 60) were between 40 and 49 years
of age, and 21.78% (n = 44) were over the age of
50. Many respondentsin the sample (52.48% (n =
106)) had completed postgraduate studies. The
least represented category (21.29% (n = 43)) was
the one consisting of respondents whose highest
qualification wasadegreeor diploma. Employees
who had completedGrade 12 (final year of school
in South Africa)and/or an apprenticeship
congtituted 26.23% (n = 53) of the sample.Of the
respondents, 24.75% (n = 50) functioned on an
operationa level, 25.25% (n = 51) on a junior
management level, 33.17% (n = 67) on amiddle
management level, and 14.36% (n=29) onasenior
management level. Mogt of the samplerespondents,
namely 34.65% (n = 269), had been working in
theorganisation for aperiod of lessthanfiveyears,
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18.81% (n = 38) had been working in
theorgani sation between six and ten years; 17.33%
(n = 35) had been working in the organisation
between 11 and 20 years; and 29.21% (n = 59)
had been working in theorganisation for morethan
21 years.

M easuring instruments

Thepsychological ownership questionnaire (POQ)
developed by Avey et al. (2009) was used to
measure psychological ownership. The POQ isa
multi-dimensional measure consisting of 16
items;threeitemsfor each of the four components
that measures promotion-oriented psychological
ownership (self-efficacy, self-identity,
bel ongingness and accountability) and four items
measuring prevention-oriented psychological
ownership (territoriality). The responses were
captured on a six-point Likert-type scale ranging
from 1 = strongly disagree to 6 = strongly agree.
Alberts (2012) confirms the construct validity in
aSouth African context (CFI =.995; NNFI =.942)
of the psychological ownership questionnaire
developed by Avey et a. (2009).With regard to
internal consistency, Alberts (2012) reports the
following Cronbachal phacoefficients: self-efficacy
(.85), self-identity (.82), belongingness (.90),
accountability (.85) and territoriality (.78).

An adapted version of the perceptions of
employment equity questionnaire(EEQ), based on
the theory of Martins (1999) and used in a study
by Janse van Rensburg and Roodt (2005), will be
used. The authors obtained permission to use this
adapted version. The EEQ comprises 25 items,
and responses were captured using a five-point
scaleranging from 1 (to no extent) to 5 (to avery
large extent).Smith and Roodt (2003) have stated
that the EEQ has face validity because the
instrument covers the practices indicated in the
Employment Equity Act. This statement has been
supported by Walbrugh and Roodt (2003). Janse
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van Rensburg and Roodt (2005) have reported a
Cronbach alpha of 0.92 for the EEQ.

Research procedure

Prior permission was obtained from the necessary
authorities to conduct the research. Several
organisations were approached to take part in the
research voluntarily, and participants informed
consent was obtained. The purpose of theresearch
wasclearly explained to therespondents. Datawas
collected by means of an electronically self-
administered questionnaire; in some cases hard
copies were employed. The confidentiality and
anonymity of the respondents were respected at
all times.

Satistical analysis

The researchers conducted the statistical analysis
with the aid of the SPSS (version 17) program
(SPSS 2010) and the EQS (version 6.1) program
(Bentler 2005).The researchers conducted an
exploratory factor analysis on the 25 items of the
perceptions of employment equity questionnaire
inorder to establish how many factorsinthisscale
suited thisstudy’sdatabest. A maximum likelihood
factor analysis with adirect oblimin rotation was
used toestablish whether there was arelationship
between the factors (Tabachnick and Fidell 2007).

The internal consistencies of the measuring
instruments were assessed by using Cronbach
alphacoefficients. According to Clark and Watson
(1995), alpha coefficients convey important
information about the amount of variance in a
scale. An acceptable value for Cronbach’s alpha
of at least .70 is an acceptable level of interna
consistency (Nunnally and Bernstein 1994).

Structural equation modeling (SEM), which is a
multivariate analysis technique, was used to
determine the rel ationship between the constructs
(employment equity and psychological ownership).
However, two SEM approacheswere subsequently

followed: the strictly confirmatory approach (to
confirm the measurement model specifiedfor the
EEQand the POQ) and the model development
approach (to find the model swhich fitted the data
well statistically) (Garson 2009).

The chi-square statistic was used to determine the
extent to which the data fit the theoretical model
under normal distribution assumptions. However,
whenever the normal distribution assumption is
not met, the measurement model can be evaluated
using a robust maximum likelihood estimate
(MLE), and when distributional assumptions are
violated, aswasthe casein this study, the Satorra
Bentler scaled chi-square statistic can be used
(Byrne 2006). According to Garson (2009), the
Satorra-Bentler chi-square is a corrected chi-
square that attempts to rectify the bias that is
presented when the data distribution is noticeably
non-normal. In addition, the following indexes
were used inthe study: the Comparative Fit Index
(CFI), the Standardised Root Mean Square
Residua (SRMR) (Hu and Bentler 1999) and the
Root Mean Square Error of Approximation
(RMSEA) (Brown and Cudeck 1993) and the 90%
confidenceinterval of the RMSEA.

According to Hu and Bentler (1999), the CFI
values should be equal to or greater than .95 for
the model to be accepted. However, Marsh, Hau
and Wen (2004) argue that the value of .95 istoo
restrictive and that CFI valuesin the range of .92
to .94 should also be considered reasonable
indicators of agood model fit.A value lowerthan
.05iswidely considered agoodfit, and lower than
.08 is an adequate fit (Hu and Bentler 1999). The
genera guideline for RMSEA values given by
Brown and Cudeck (1993) states that a value of
.05 and lower confirms that the research data
support thetheoretical model well. RM SEA vaues
as high as .08 represent a reasonable fit. The
RMSEA and the CFI are less sensitive to sample
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size; however, the acceptability of the SRMR tends
to decrease with large sample sizes (Garson
2009).According to Hair, Black, Babin, Anderson
and Tatham (2006), factor |oading estimates should
be at least .5, and preferably .7,to indicate high
convergent validity.

RESULTS

Exploratory factor analysisresults

The researchers performed a simple principal
component analysis on the employment equity
guestionnaire to determine the number of factors.
An analysis of the eigenvalues showed that two
factors could be extracted. These two factors
explained 51.1% of the variance of the total
variance. The researchers then performed a
maximum likelihood factor analysis, with adirect
obliminrotation, onthe 25 itemsof theemployment
equity questionnaire. Seven items (items Q2.5,

Q2.6, Q3.4, Q3.5, Q3.6, Q3.8 and Q3.12) were
removed due to cross-loadings (Field 2005).
Tabachnick and Fidell (2007) counsel against
retaining factorswith fewer than threeitemssince
their retention might impact on the reliability of
thefactor. According to them, itispossibleto retain
afactor withtwoitemsonly if theitemsarehighly
correlated (i.e., r>.70) and relatively uncorrel ated
with other variables. Based on this
recommendation by Tabachnick and Fidell (2007)
the researchers removed the oneitem (item Q3.3)
that loaded on factor 2 (r = .61), which resulted
in a one-factor model for the employment equity
questionnaire. An analysis of the eigenvalues
showed that the one factor explained 46.46% of
the total variance. The results of the principal
component analysisdisplayed in Table 1 indicated
that the factor loadings were all higher than .5
which was ofpractical significance (Hair et al.
2006). Most communalitieswere averageto high.

Table 1: Principal Component Analysis on the EEQ

Item Description

abilities and talents?

talentsin your job?

managers in the organisation?

changesin labour law?

Q2.12 Doesyour job allow you to make use of your

Q3.7 Aretraining programmes provided by the organisation
to help employeesimprovetheir skills?

Q2.13 Are employees of the various race groups assisted by
supervisors/ managers to develop their full potential?

Q2.10 Does the organisation accommodate the cultures and
beliefs of al employeesin the workplace?

Q2.1 Areyou given the opportunity to use your skills and
Q3.11 Does arelationship of trust exist between employees and
Q2.2 Does management take action to train designated groups

to become supervisors and managers?

Q2.11 Do the organisation's rules and regulations keep up with

Component 1 h?2

793 .630
754 .569
751 .564
747 .559
.720 .518
719 517
.710 .504
.685 469
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Item Description Component I h?
Q2.3 Do you believe that top management will lead the

organisation successfully beyond the year 2015? .681 464
Q2.9 Do all employeesin the organisation have the same

opportunities for promotion? .659 435
Q2.13 Areemployeesin your department involved in decisions

that affect them? .652 425
Q2.77 Do you feel important as an employee in the organisation? |.640 410
Q3.10 Areyou fully informed about employment equity? .625 391
Q2.8 Do youthink males and femalesin supervisory and

management positions in the organisation perform

equally well? .610 372
Q3.9 Istheremuneration fair that you receive

from the organisation? .560 313
Q3-. Do you and your co-workers communicate openly

with one another? 542 294

EEQ (employment equity questionnaire) h? denotes
communalities of theitems

Reliability analysis

Cronbach’s alpha was used to determine the
internal reliability of itemswithin each factor. The
researchers obtained acceptable (high: a > 0.7)
internal consistency reliabilities for the POQ
ranging between.79 and .94 aswell asfor the EEQ
(.92). Overall, it could be concluded that the
reliability of the EEQ and the factors of the POQ
were consistent with what they were intended to
measure, and were thus acceptable.

Sructural equation modeling results

As mentioned previously, this research study
included two approachesto SEM models. Firstly,
confirmatory factor analyses (CFA) were
conducted on Model 1 (perceptionsof employment
equity model) and Model 2 (psychological
ownership model) to validate the measurement
models by obtaining estimates of the parameters
of the models and by assessing whether the

modelsthemselvesfit the datawel | (Garson 2009).
Secondly, the structural model (dealing with the
relationship between perceptions of employment
equity and psychological ownership), which was
also the core focus of this study, was tested.

Model 1. Perceptions of employment
equity model

A CFA was performed on the 16 items of the EEQ
that remained after conducting the EFA. The model
adequacy was evaluated by means of goodness-
of-fit measures. However, the model was rejected
based on poor fit. Toinvestigate lackoffit, theface
validity of eachitem asameasure of the proposed
dimension wasfirst evaluatedin the context of this
study. Secondly, all items that lowered the
reliability of the employment equity dimension
were removed. Subsequently, twoadditional items
(items Q3.1 and Q3.9) were removed based on
Ravalues (squared multiple regression) that were
lower than .30. The R2valuesrepresent the portion
of variance accounted for by itsrelated factor (Hair
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et al. 2006).After the removal of the two items,
the adequacy of the model with the 14 items
representing the empl oyment equity dimensionwas
evaluated once more.Mardia’s coefficient (68.490)
and the normalised estimate of the coefficient (z-
statistic) of 23.165 indicated that the measured
variables were not normally distributed.
Consequently, the robust maximumlikelihood
estimatewith the Satorra-Bentler scaled chi-square
and adjustment of the standard errors were
employed (Tabachnick and Fidell 2007).

The result of the Satorra-Bentler chi-square was
171.198 based on 77degrees of freedom (df)(p <
.0001). This chi-sguare statistic was significant
and revealed a poor overal fit of the EEQ model.
If achi-squarevalueissignificant, it indicatesthat
the covariance structure of the model differs
significantly from the observed covariance
structure. A non-significant chi-square value
indicates a good model fit (Garson 2009).
However, the chi-square statistic is very sensitive
to sample size (Garson 2009), with the result that
amodel with alarge chi-sguare might still have a
good fit if the fit indices are high. Therefore, the
chi-square statistic must be used with caution, and
other multiplefit indices should be used to assess
a model’s goodness-of-fit. According to Bentler
(2007),standardised root mean square residual
(SRMR) should be reported, accompanied by at
most two other suitable indices of fit, such asthe
comparative fit index (CFI).

Themodel yielded aCFl value of .879. Thisvalue
is less than the required .90,and less than the
desirablelevel of .95 suggested morerecently (Hu
andBentler 1999) to indicate agood modd fit.The
RMSEA value was estimated at .077. This
RM SEA value supportsthe belief of anacceptable
model fit because, according to Hair et a. (2006),
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RM SEA values between .05 and .08 areindicative
of an acceptable fit. In a well-fitting model, the
90% confidenceinterval of the RM SEA should be
between .05 and .08. The 90% confidenceinterval
of the RMSEA (.062, .093),however, indicates a
mediocre fit according to Fabrigar, Wegener,
MacCallumand Strahan(1999). Themodel yielded
an SRMR value of .056. Considering theguideline
of Garson (2009) that SRMR values of less than
.05 arewidely considered good fitsand that values
below .08 are adequate fits, thisvalueillustratesa
fairly good fit. Based on these indices, the EEQ
model achieved amoderate fit.

Model 2: Psychological owner ship model

The 16-item POQ was subjected to a CFA.
Maximum likelihood estimation techniques were
used to determine item loadings of the respective
dimensions. To determine confirmatory factor
analytic fit for the promotion-oriented
psychological ownership scale, each item was
loaded on the four respective latent factors (self-
efficacy, self-identity, belongingness and
accountability) that represent promotion-oriented
psychological ownership. This model yielded a
non-significant Satorra-Bentler chi-squareof
60.763based on 48df(p d” .05), CFl of .970,
RMSEA of .036 with a 90% confidence interval
of (.000, .061) and SRMR of .037; thereforethe
fitwasgood. All itemssignificantly loaded on their
respective dimensions greater than .70 (p < .01).
The CFA for the single-order factor of
territorialityrepresenting the prevention-oriented
psychological ownership scale indicated by the
four items also had an excellent fit. This model
yielded a non-significant Satorra-Bentler chi-
square statistic of 1.672 based upon 2 df(p d”
.05), CFl of 1.00, RMSEA of .00 with a 90%
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confidence interval of (.000, .013) and SRMR of
.014. All itemsloaded .70 or greater. Based on the
results, the POQ model achieved a good fit.
Model 3: Relationship between
employment equity and psychological
owner ship

The causal model depicted in Figure 2 shows
all possible path coefficients, from the five latent
psychological ownership variables measuring

psychological ownership to the single latent
variable employment equity (EE) construct
presented by 14 observed variables. Results
revealed a non-significant Satorra-Bentler chi-
square of 746.654 based on 390dfwith a
probability of .000. The mode achieved a CFl of
.906, which indicated an acceptable fit. The
RMSEA value was .067 with a 90% confidence
interval of (.055, .070), which indicatedagood fit.
The SRMR of .058 illustrated a fairly good fit.

Figure 2: Causal model depicting therelationship between the five psychological
owner ship variablesand the employment equity construct
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Note: Coefficient estimateswere excluded for the
sake of simplifying the path diagram.
F1 = Territoriality, F2 = Self-efficacy, F3 =
Accountability, F4 = Belongingness, F5 = Sdlf-
identity, F6 = Employment Equity.
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thelatent POQ variablesand thesinglelatent EEQ
variable in the structural part of the model
(providedin Table 2) wasaso considered. All path
coefficients were significant. Table 2 shows that
employment equity exerted the largest effect on
the POS belongingness variable (? = .513). The
negativerelationship (? = -.320) observed between
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the EE construct and the POSterritoriality variable
suggested that the higher the prevention-oriented
POS, thelower or the more negative the perception
of employment equity.This negative path
coefficient clearly indicated the existence of two
distinctive dimensionsof POS, namely promotion-
oriented and prevention-oriented POS.

The squared multiple correlation (R?) values

indicate the reliability of the measure; the
promotion-orientated psychological ownership

belongingness variable (.263) and prevention-
orientated psychological ownership territoriality
variable (.103) have the highest and lowest
reliability, respectively. This means that
employment equity accounts for 26.3% of the
variancein the promotion-orientated psychol ogical
ownership belongingness variable and 10.3% of
the variance in the prevention-orientated
psychological ownership territoriality variable,
respectively.

Table 2: Standar disedpath coefficients (psychological owner ship five-factor model
and single employment equity construct)

? SE R2

EE <«— Teritoriaity (F1) -.320* 073 .103

EE <«— Sef-efficacy (F2) 439* .063 193

EE <— Accountability (F3) 377* 072 142

EE <— Belongingness(F4) b513* .056 .263

EE <— Sdf-identity (F5) 454* .064 .206
standardised residualsis provided in Table 3. The
standardised residuals indicate the discrepancy | ® 00 - 01 203 43.66
between the sample polychoric correlations and 7 01-00 145 3118
those estimated from the factor model. Ideally, the 8 02-01 43 9.25
distribution of the standardised residuals should | 9 93 - 0.2 22 473
be symmetric with residua valuesclustered around A 04-03 18 3.87
the zero point (Byrne, 2006). According to the B 05-04 ! 151
results presented in Table 3, the bulk of these | & _** - 05 0 00
residualsfall into thiscategory, with valuesranging Total 465 100.00
from-.1 to 1.0 (74.84%). Misfit is indicated with

DI SCUSSION

5.81% of residual valuesranging from-.1to-.2and
9.25% ranging from .1 to .3
Table 3: Distribution of the
standar dised residuals

Range Frequency Percentage
T— 05 0 00
2 04 --05 0 .00
3 03--04 0 .00
4 -02--03 0 .00
5 01--02 27 581
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The main objective of this study was to
determine the relationship between participants
perceptions of employment equity and their
psychological ownership.To achievethisabjective,
the analysis of the data was conducted in two
phases. During thefirst phase an exploratory factor
analysis of the 25 items of the employment equity
guestionnaire was conducted, and this resulted in
a one-factor model comprising 16 items. A
Cronbach apha coefficient of .92 was obtained.
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Confirmatory factor analysis was conducted to
confirm the specified structural model of the EEQ
(Model 1) and the POQ (Modée 2). The EEQ model
(Model 1) achieved a moderate fit and the POQ
(Model 2) achieved agood fit.

During the second phase the relationship
between the constructs of employment equity and
psychologica ownership was determined. Overall,
thestructural equation modeling analysis suggested
a significant causal relationship between the
variables. Therefore the research hypothesis was
accepted.

The significant relationship between the EE
construct and the POS belongingness variable
suggested that participants’ perception of
employment equity in the workplace would
strongly influencetheir feelings about whether they
belonged in the organisation.Legidation,such as
the Employment Equity Act (1998), forces
organisations to increase their appointment of
people from designated groups. This creates a
boundary as regards the natural migration of
employees in an organisation and their climbing
of the hierarchical ladder. In first world countries
an employee and will progress in a
hierarchi cal structure based on performance, skills
and competence for aperiod worked. Inthe South
African context this natural progression is not
available to specific race groups since
organisationsare constantly filling new vacancies
with people from designated groups.

A positive relationship was also found
between the EE construct and the POS self-efficacy
variable.According to Bandura (1995:5), “a host
of factors, including personal, social, and
situational ones, affect how efficacy-relevant
experiences are interpreted”. Therefore, people’s
presumptions about their abilities; the alleged
complexity of their tasks; the amount of effort they
put in; their physical and emotional state at the

time; the amount of outer support they receive;
and the situational conditions under which they
perform will influence the extent to which
performance accomplishments will change
perceived efficacy. This confirms the impact that
employment equity has on the POS self-efficacy
variable.

The significant relationship found between
the EE construct and the POS belongingness
variable suggested that participants’ perception of
employment equity in the workplace would have
aninfluence on their accountability. According to
Avey et al. (2009), if individuals experience
psychological ownership in an organisation they
might be more likely to challenge the leadership
of the organisation to justify their decisions
regarding the management of the
organisationbecause they feel they havethe ‘right
to know’ what is happening with their object of
ownership. In the South African organisational
environment, because employeesarefast trackedup
the hierarchical ladder they do not have sufficient
time to get to grips with the complexities of
different jobs. Consequently, many employeesin
supervisory or managerial positions do not
understand the underlying functionalitiesthat they
have to manage. Subordinates are quick to realise
when supervisors do not have the required
comprehension, and upward delegation starts to
manifest itself. Thishasavery negativeimpact on
the output of the departments involved, and the
unfortunate supervisor ultimately takesthe blame.
Therefore, it is critical that sufficient training
programmes are put in place to equip such fast-
tracked candidates with sufficient skills and
competence.

Dittmar (1992) is of the opinion that
possessions may giveindividuals a sense of
security. The preservation ofthese possessions
allowsindividual sto maintain asense of continuity

GIABR Journal of Business| January - March 2014 |



ISSN No.2324-5832

through these objects that have become symbolic
extensions of their selves. In contrast, if these
possessions are taken away or lost, individuals
might experience an erosion of the sense of self
(James 1963). One's importance in a community
isoften judged based on one'sjab, therefore, people
sometimes become possessive of their jobs and
their jobsbecome part of their self-identity. Asthey
progressin anorganisationtheir significanceintheir
communitiesgrowsand withthat their level of self-
identity. Employment equity impacts the
progression of certain employeesbecause possible
promotion positionsare constantly being filled by
peoplefrom designated groups. Thishasanegative
impact on employees self-identity, and eventua ly
they lose confidence in their ability to progress
within their organisation.

A negativerelationship was observed between
the EE construct and the POS territoriality
variable, which suggested that the higher the
prevention-oriented POS, the lower or more
negative the perception of employment equity. All
employees have a vision of their progression
through theirorganisation, and they see
themselvesclimbing up the hierarchical ladder
whether they are competent or not. Employees
become possessive of their envisaged progression
and show territorial behaviourto protect their
planned progression. This behaviourmanifests
itself in glaring at others, expressing irritation or
writing negative reportsabout work done by fellow
workerswho areasoinlinefor thenext jobinthe
hierarchy (Brown et a. 2005).Natural progression
ensuresthat the best person for thejob isemployed;
however, employment equity does not heed this
natural state of affairs and forces anorganisation
to employ people from outside its territorial
boundary. This has a negative impact on
employees’ confidence in their territorial
environment and on their sense of belongingness
to their organisation.
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Conclusions

South African organi sationsmust enforce the
Employment Equity Act, and because of that they
are challengedto integrate and manage a very
diverse workforce (Vorster, Olckers, Buys and
Schaap 2005).This necessitatesorganisational
change. To ensure the productivity and
effectiveness of organisations, “it is necessary to
get from a heterogeneous workforce the same
productivity, commitment, quaity and profit which
the organisation received from the old
homogeneous work force without artificial
programmes, standards, or barriers’ (Roosevelt
1990:109). Dirks et al. (1996), in their
psychological theory of change, argue that
psychological ownership could provideinsight into
the reasons why and the conditions under which
individuals either promote or resist change. It is
important to take note that the state of
psychological ownership, while potentially latent
within each individual, isnot equally strongin all
individuals, or even as regards targets and
situations, since it is determined by a complex
interaction of many intra-individual, object-related
and contextual factors(Pierce et a. 2003). The
implementation of the Employment Equity Actis
acasein point.

Limitations and Recommendations

This study has little nomothetic value, as it
was limited to a single organisation. Further
research needs to be conducted across different
organisations in similar contexts to establish the
external validity of thefindings. Thefindingshave
some theoretical value as the perceptions of
employment equity have beenincluded for thefirst
time as a contextual factor that influences
psychological ownership. A cross-sectional design
was used and therefore it was not possible to
control for confounding variables.Another
limitation was the exclusive employment of self-
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report measures, a strategy often associated with
common method bias.

Future studies should focus on the
relationship between perceptions of employment
equity and psychological ownership in a
longitudinal design. Such studiesshould investigate
the effects of employment equity and psychological
ownership on staff turnover, performance and
effectiveness. Further studiesshould test if different
biographical variables such as race, age, tenure,
job and educational level will have an influence
on the employment equity/psychologica ownership
relationship. In addition, it issuggested that further
research be done on the improvement of the
employment equity questionnaire. Careful scrutiny
of theitems used in the questionnaire is essential,
as this will ultimately impact the quality of the
data generated.
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Abstract

This study examines the importance items of internet financial reporting indexes by
users of corporate annual report in Malaysia. Using a postal questionnaire survey, the study
focus on (i) the importance items use in content dimension, and (ii) the importance items use
in presentation dimension. The results indicate that income statement of current year, cash
flow statement of current year, balance sheet of current year, annual report of current year
(full text), and auditor report of current year as the five most important item in content dimension
(in that order). In addition, annual report in PDF, format loading time of the website below 10
seconds, link to homepage, hyperlinks inside the annual report, and link to table of contents
is perceived to be the five most important items in presentation dimension. The result of this
study also revealed that the only 14 items are significant difference at five percent, and 15
items are significant difference at one percent for content dimension. On the other hand, the
result of Kruskal-Wallis test revealed that the only nine items are significant difference at five
percent which is importance, and 11 items are significant difference at one percent for
presentation dimension. Also, the findings may be useful to the policy makers in preparing
regulations on internet financial reporting as well as to provide opportunities for more research

on the subject.

Keyword(s):

Introduction

The preparers’ perception of Internet
Financial Reporting (IFR) has been researched
extensively (Al-Htaybat et al., 2011). The Internet
has become a powerful tool for corporate
communicationin recent timeand providesauseful
communication for corporate organisations
(Oyelere & Kuruppu, 2012). Then, the emergence
of the Internet, as a new medium of
communication, has open up information exchange
on aglobal scale, offering major opportunitiesfor
last and cheap information transfer (Al-Htaybat,
2011). Companies websites haveturned out to be

Content, internet financial reporting, presentation, Malaysia, users.

an important medium for corporate reporting
(Trabelsi, Labelle & Laurin, 2004; Ismail &
Sobhy, 2009), companies have utilized websites
to disseminate corporate information to investors
all over the world (Abdelsalam & Street, 2007)
and to promote corporate identity (Poon, Li & Yu,
2003; Topalian, 2003). Company’swebsiteisalso
used for the purpose of disseminating information
about the organizations activities (Chan &
Wickramasinghe, 2006; Sriram & Laksmana,
2006) and financia information to stockholders,
investors and other important parties (Hodge &
Pronk, 2006; Abdelsalam & El-Masry, 2008).
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World Wide Web technology (WWW) or global
networking is used extensively and it comes side
by side with the increasing number of companies
having their own corporate websites (Celik, Ecer
& Karabacak, 2006). WWW isone salient part of
an internet and its popularity live up sincethe last
two decades because it is viewed as a cheap,
dynamic and expanding medium of communication
(Ettredge, Richardson & Scholz, 2001). In the
context of accounting, website is an alternative
medium which is very important for corporate
information dissemination that includes annual
report (Khan 2006; Chan & Wickramasinghe,
2006; Sriram & Laksamana, 2006). However, the
use of standard technology for IFR practice is
found to be different from one country to another
(Oyelere, Laswad & Fisher, 2003).

Any changes in the communication system
will give agreat impact not only to the company
and regulator but also to the accountant. One of
the important challenges in producing quality
information in corporate websiteistheregulator’'s
failure to produce guidelines in the presentation
(Seetharaman & Subramaniam, 2006).
Seetharaman and Subramaniam (2006) claimsthat
so far there is no specific guidelines and standard
set with regards to information dissemination
through any professional bodies or government
agencieswebsites. Thissituation leadsto difference
in IFR’s content and presentation dimensions. To
this day, IFR is still characterized as being
voluntarily without any legislations or guideline
to control and explain the comprehensive
information conveyed (Ashbaugh, Johnstone &
Warfield, 1999; Bonson & Escobar, 2002;
Marston & Polei, 2004; Hanifa & Ab. Rashid,
2005; Momany & Shorman, 2006; Kelton & Yang,
2008; Ismail & Sobhy, 2009).

Most of the studiesdoneon IFR in Maaysia
are in descriptive form which covers issues like
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types on information reported (Ismail & Tayib,
2000), classification of web establishment on
financial disclosure (Keliwon & Aziz, 2005),
different IFR practices between Malaysia and
Singapore (Khadaroo, 20053q), |FR practices and
its effect on auditing (Khadaroo, 2005b),
information on the relationship with investors
(Abdul Hamid, 2005), the importance of Internet
usage for Malaysia and Singapore investors
(Abdul Hamid, Md Sdlleh & Mohamad, 2006),
previous websites’ content and graphic
applications (Mohamad, Saad, Ismail & Abdul
Rahman, 2006), level of IFR (Ali Khan & Ismail,
2011), indexes of IFR (Ali Khan & lsmail, 2012)
and benefits of IFR (Ali Khan, Ismail & Zakuan,
2013). A few explanatory studies also took place,
for exampl e determinant factorsthat influence IFR
(Hassan, Jaaffar, Johl & Mat Zain, 1999; Abdul
Hamid & Md Salleh, 2005; Hanifa& Ab. Rashid,
2005; Ali Khan, 2010) and determinant factors
for Bursa Maaysia listed companies financial
reporting and Internet environment of (Al Arussi,
Selamat & Mohd Hanefah, 2009).

Even though various IFR studies had been
carried out, there are still IFR issues that need
further research. Among the issues that surfaceis
what are applicable items for measuring the level
of IFRinMalaysia. So far, issuesrelated to items
inIFR index disclosureisvery limited. Therefore
the initiative of this paper is to study disclosure
index inamore comprehensive, holistic and global
way to ascertain IFR level. Thus, this study will
try to fill in the loopholes existed with regard to
IFR. Theimportance of this study is based on the
fact that awideliterature review done by researcher
has proven that not even one study had touched on
the important IFR items through the view of
reporting users. It isimportant to look through the
users’ perspectives wanted highly detailed
disclosures (Hay & Antonio, 1990). The research
providences evidence on users’ view of the
importance items of IFR.
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Although the literature addressing the concept of
IFR has been subject to increasing amounts of
research over last decade and isconsideredto bea
user-oriented development, little is known about
theusers’ perceptionsregarding theroleof IFRin
practices (Al-Htyatbat et al., 2011). Therefore, the
objective of this study is to obtain empirical
evidence from Malaysian users about the extent
of index disclosure that can be used to describe
the level of IFR among Bursa Malaysia listed
companies. The impact of this study will show
empirical evidencethat isableto contributeto the
body of knowledge related to IFR research.

The rest of this paper is organized as follow:
Section 2 briefly outlines a number of related
studies, Section 3 deals with research design.
Section 4 presentstheimportant research findings,
and the final section provides the conclusion and
suggestions for future research.

2. Literature Review

Prior studies on the IFR by academics and
professional bodieshave provided evidenceonthe
evolution of IFR research. Consistent to the
development of Internet technology which started
intheearly 1990's, the same happened to research
on account disclosure which also covers IFR.
However, the earlier researchers on IFR are
descriptive in its characteristic (Allan & Lymer,
2003). The main focus of the researches evolves
on the existence of websitesamong stock exchange
listed compani es and whether the companieshave
provide specific information on the companies
websites (Petravick & Gillett, 1996; Louwers,
Pasewark & Typpo, 1996; Lymer, 1997; Flynn &
Gowthorpe, 1997; Gray & Debreceny, 1997;
Petravick & Gillett, 1998). Besidesresearchesby
academicians IFR issues also gain interest from
Accounts professional bodies like Institute of
Chartered Accountants in England and Wales
(ICAEW, 1998, 2004), International Accounting

Standards Committee (IASC, 1999), Canadian
Ingtitute of Chartered Accountants (CICA, 1999)
and Financial Accounting StandardsBoard (FASB,
2000, 2001). Furthermore, the practices of IFR
have been researched extensively focusing on the
preparers perceptions since the late 1990s (Al-
Htaybat et a., 2011).

Research on two decades of IFR related studies
show that only a few focused that little on the
construction of reporting index to explainthe IFR
phenomena clearly. Moreover, it is found that
methodology used differs from one researcher to
another. With regard to that, acomprehensive study
isneeded to find away in constructing an accurate
method for financial reporting. The magnitude of
importance is due to the fact that reporting index
is used for IFR comparative purposes between
companies, industries and countries. Most
researches related to IFR are carried out in
developed countries like United States (Petravick
& Gillett, 1996; Ashbaugh et al., 1999; Ettredge
et al., 2001; Kelton & Yang, 2008), United
Kingdom (Lymer, 1997; Marston & Leow, 1998;
Craven & Marston, 1999; Abdelsalam, Bryant &
Street, 2007), Jepun (Marston, 2003), New
Zedland (McDonald & Lont, 2001; Oyelereetal.,
2003) and Ireland (Brennan & Hourigan, 1998;
Abdelsalam & El-Masry, 2008). Nevertheless, a
lot of researches on the usage of Internet are
focused to European countries or United States
compared to Asian countries (Tan & Teo, 1998).
Some | FR researchesare carried out in developing
countries (Davey & Homkajohn, 2004; Khadaroo,
2005a; Celik et al., 2006; Barako, Rusmin &
Tower, 2008; Al Aruss et a., 2009; Ali Khan,
2010; Aly, Simon & Hussainey, 2010; Ali Khan
& Ismail, 2012). Besides, researches on IFR’s
disclosurelevel and determining factorsneed more
detail assessment and analysis (Hanifa & Ab.
Rashid, 2005). A little number of researches was
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carried out to study factors that influence
companies to practice IFR (Chan &
Wickramasinghe, 2006). Accordingto Celik et al.
(2006), researches that study the relationship
between IFR and specific character is limited
compared to financial reporting or business using
hard disc. In the context of developing countries
like Malaysiaacademic researchinvolving IFR is
till at theinitial stage (Hassan et al., 1999; Ismail
& Tayib, 2000; Khadaroo, 2005a; Al Arussi et
al., 2009). Therefore it is a necessity to carry out
this study IFR here, in Malaysia.

Issuesrelated to index construction approach used
to evaluate IFR standard received two different
viewswhich are (1) the weighted approach or (2)
non weighted approach or no weightage. Based
on the investigation of previous literature,
researcher findsthat very little effort has been put
among researchersin using the weighted approach
toinvestigate | FR standard especially through the
view of annual report preparer. Another point that
should be taken into consideration is that IFR
assessment items or dimensions used among
researchers are inconsistent (Ali Khan & lsmail,
2009). This opens a space for debate with regard
to the scales used in measuring |FR dimensions.
However, Ali Khan and Ismail (2009) proposed
utilizing content dimension and presentation
dimension to ascertain IFR level for Bursa
Malaysialisted companies. According to Ali Khan
and Ismail (2009), content dimensionwill provide
information on the types of information reported
through the company’ swebsite. On the other hand,
presentation dimension will provide information
on latest display features in disseminating
corporate information and a company’s web
design.

3. Research Design

Two main techniques are used to ascertain
the level of IFR namely non weighted scoring
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system (Ashbaugh et al., 1999; Bonson &
Escobar, 2002; Debreceny et al., 2002; Allam &
Lymer, 2003; Oyelere et al., 2003; Bonson &
Escobar, 2006; Celik et al., 2006; Chan &
Wickramasinghe, 2006; Abdelsalam et a., 2007,
Keton & Yang, 2008; Al Arussi et ., 2009; Mohd
Hanafi et a., 2009; Ali Khan, 2010; Aly et 4.,
2010; Ali Khan & Ismail, 2012) and weighted
scoring system (Davey & Homkajohn, 2004;
Marston & Polei, 2004; Mohd Hanéfi et a., 2009).
Non-weighted scoring technique is the most
popular technique used to ascertain the level of
IFR among companies. When the study wastaking
place, the researcher found that there are very
limited studies done by using weighted scoring
system to ascertain the level of IFR. Weighted
scoring system allows each percentage of index
itemsevaluated (Inchausti, 1997). Thisstudy uses
questionnaire to survey the importance of IFR’s
index in view of corporate annual report user.

3.1 Sample of Sudy

Viewsfrom annual report users(share broker,
remisier, business owner, graduates, academicians
and other public users) are exposed to accounting
information and have essentia knowledge on how
to use information contained in the annual report
(Mohd Isa, 2006). Academics, students, bank
officers and managers represented the various
users. Although other group have been identified,
the four groups selected are likely to be the most
relevant for the purposes of this study. Academics
were chosen asaproxy group for corporate annual
report users in this study because they were
considered to be responsible for accounting
education geared towards meeting the country’s
need for professional accountants (Mishekary &
Saudagaran, 2005). Students are believed to be
corporate annual report usersbecause of the nature
of their academic specialization (Mohd I sa, 2006).
Bank officer as being representative of a market
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economy (Mirshekary & Saudagaran, 2005).
Manager were also chosen as a proxy group for
corporateannual report usersin thisstudy because
they were considered to be responsible for make
daily decisionsaffecting business process (Barsky
& Catanach, 2011).

3.21tem Building

Previousresearch related to | FR determinants
had constructed disclosure index to study
company’sspecific relationship (Debreceny et al.,
2002; Oyelere et al., 2003; Xiao et a., 2004;
Bonson & Escobar, 2006; Abdelsalam et a., 2007;
Barako et a., 2008; Al Aruss et a., 2009; Ali
Khan, 2010; Aly et al., 2010). However, the
researchers did not take into account the annual
report preparers views on the importance or
functionsof index itemsin constructing disclosure
index. Thus, this study has taken the views of
annual report usersin constructing itemsfor index
disclosure.

Financial disclosure is an abstract concept that
could not be measured directly. A suitable proxy
like reporting index could be used to determine
information reported by a company (Cooke &
Wallace, 1989). Therefore, one of the important
functions of this study involves selecting items
reported in Bursa Malaysia Listed Companies to
determinetheir level of IFR. Thus, the broad-based
approach (see Haniffa, 1999) is used in selecting
items for the checklist. According to Sekaran
(2003), broad problem area refers to overall
situation that shows a possible need for research
to find solutions. There are three procedures for
constructing disclosureindex (Curuk, 2008). The
procedures involve opening spreadsheet for
disclosure score, cal cul ation score, disclosureitem
score and disclosure index score. Based on the
ground that there is no genera theory that could
be used in relation to the number and sel ections of
items that need to be listed in the disclosure

(Wallace, 1988; Wallace et al., 1994; Haniffa,
1999), previous study related to IFR index will be
taken as guidelines whereby the number of items
will start at the eleventh items (Abdelsalam &
Street, 2007; Ezat & El-Masry, 2008) until 205
items (Mohd Hanafi et al., 2009). The step is
similar asthe IFR checklist items constructed by
Haniffa (1999), Ali Khan (2010) and Ali Khan
and Ismail (2010).

3.3 Data Collection

Data from questionnaires were collected through
post. Every respondent received a code
questionnaire (for the purpose of checking and
tracking) together with a letter stating that the
information is private and confidential. Each
questionnaire was enclosed with a stamped
envelope addressed to the researcher. As some of
the 155 items are likely to be perceived as being
moreimportant than others, importance weighting
are attach to each. The weightings were obtained
by sending alist of the 155 items to respondents
and asking them to grade the importance of each
itemonalto5 scae where5 meant theitem was
very important, 4 meant theitem wasimportant, 3
related to moderately important, 2 meant slightly
important, and 1 related to unimportant. Themean
scorewas used astheweighting for each individual
item of disclosure.

Each respondent received amarked questionnaire
(for tracking purposes) together with a letter
outlining the objective of the research, respondent
confidentiality, and availability of survey result
upon request, as well as a stamped addressed
envelope. We sent questionnaire to solicit their
opinion on the importance items of IFR
dimensions. In order to determine the importance
of item in IFR a perception survey of four user-
groups in Malaysia was conducted. 268
questionnairesout 390 sent were secured back with
therespond rate of 68.72% percent, whichishigher
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than theampleresponserate (i.e. 15to 20 percent)
for aquestionnaire survey (Standen, 1998). Frazer
and Lawley (2000) claimed that the results of most
studiesusing survey method obtained the response
rate of 10% or lesser. The response rate is
considered as sufficient based on the fact that the
response rate for survey method through post in
Malaysia is around 10 to 16 percent
(PricewaterhouseCoopers, 2002). This study
respond rate is quite sufficient as compare with
other previous studies which were 14 percent (Ku
Ismail & Chandler, 2005), 13.29 percent (Mohd
Isa, 2006), 15.10 percent (Gibbins, McCracken
& Salterio, 2007), 10.30 percent (Leng, Lazar &
Othman, 2007), and 15.11 percent (Ali Khan,
2010). Various efforts had been taken to improve
theresponserateincluding sending first and second
reminders. The questionnaire consists of two parts.
Part one relates to the general aspects, which are
the background of the respondent such as gender,
age, education level and mgjoring. Part two,
consists of respondent perceptions toward the
importance items toward IFR dimension.

4, Finding and Discussion
Respondents Background

ISSN No0.2324-5832
As shown in Table 1, the respondents were
predominantly low participation of male 44.4%
and indicating 55.6% of female during this
research. Most of the respondents had a diploma
and degree or professional also few amount in
master and Phd. The respondents’ most common
major in college were accounting which is the
higher ranking 61.9%. half of respondents were
equipped with significant in finance, accounting
and finance, investment, economic and business
administration which is shoe the percentage less
than 15 percent. According to position in
organi zation most of respondent are manager 39.6
percent, folowed by students 27.6 percent, bank
manager 20.1 percent and academic members 12.7
percent. Approximately from observation most of
respondentsworked in current organi zation mostly
around less than five years 29.1 percent and
quartely infiveto ten yearsisaround 21.6 percent
and low participation the around 11 to 20 years
lessthan 15 percent. Continously, the respondents
experience in an organization which is less than
12 percent around 21.3 percent, and second highers
fivetotenaround 19 percent and the balance shows
less than 20 years in organization.

Table 1. Profile of Respondent (Users, n = 268)

Demographic Item Frequency | Percentage
(%)
Gender Male 119 44.4
Female 149 55.6
Age < 30 years 147 54.9
31— 40 years 75 28.0
41- 50 years 34 12.7
51 — 60 years 12 4.5
Academic qualification Diploma 135 50.4
Degree / Professional 76 28.4
Master 43 17.9
PhD 9 3.4
Majoring Accounting 166 61.9
Finance 33 12.3
Accounting & Finance 20 7.5
Investment 4 15
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Demographic [tem Frequency | Percentage
(%)

Economic 9 3.4
Business Adminigtration 36 134

Position in organization Academic Members 34 12.7
University Students 74 27.6
Manager 106 39.6
Bank Officer 54 20.1

Number of years working in

organization now <5 years 78 29.1
5-10years 58 21.6
11 -15years 30 11.2
16 — 20 years 10 3.7
>20 years 18 6.7

Number of years working until now <5 years 57 21.3
5—-10years 51 19.0
11 - 15 years 38 14.2
16 — 20 years 19 7.1
>20 years 29 10.8

Majoring Accounting 25 46.3
Finance 15 27.8
Accounting & Finance 4 7.4
Economic 3 55
Business Adminigtration 7 13.0

Number of years working in organization| <5 years 24 44.4
5-10years 21 38.9
11 - 15 years 4 7.4
16 — 20 years 2 3.7
>20 years 3 5.6

To determine the importance of content
dimension, respondents were required to provide
feedback on 97 items. Respondents’ views were
measured by using five likert scales whereby 1
represent the least important and 5 represents the
most important. Table 2 shows item importance
based on the value of mean in content dimension.
The finding showed that 87 items listed under
content dimension were categorized as important
item (the mean exceeded 3.50) and this showed
the importance of IFR content dimension (Ho &
Wong, 2001; Ali Khan & Ismail, 2008; Ali Khan,
2010; Ali Khan & Ismail, 2010: Ali Khan & Ismail,
2012). From all 67 items, 38 of them were
categorized as very important items (the mean

exceeded 4.00). This questionnaire was divided
into two dimensions, each dimension aredifference
with other dimension and respondentswere asked
to indicate about their perception either they are
agree or disagree when IFR in each dimension
provided. Each dimension in Table 2 and Table 3
provides and be calculate of the average mean
perceived importance of each itemsin difference
dimension of the IFR to the overall users group,
the standard deviations and the significance
differencein the mean.

Based on theresult from Table 2 there are 97
items was asked to respondents about the
perception of importance items for content
dimension, theimportant itemwith thefive highest
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are income statement of current year, cash flow
statement of current year, balance sheet of current
year, annua report of current year (full text) and
auditor report of current year which is the result
showsasgreat importance when mean exceed 4.00.
Thus, thisprobably impliesthat those overall user-
group needsthe statement which isvery important
to them in order to get the information. Basically,
this information is very useful to them to get the
information about the performance of the company
to look at their financial flow.

Liketheresultinthisdimensionit aso shows
itemsin moderateimportancewhichisexceed 3.00
are summary of financial data over a period of at
least five years, current share prices, CEO
signature in the report, sales of key products and
recent monthly financial data. This means that
user- group may need that information also even
though it not necessary like items in great
importancebut it still relevancefor their references
toknow thelevel of the company. Thus, thelowest
most importance for this content dimension was
past year resolutions of shareholders meeting,
glossaries, charter of others committees and text
of speeches and presentation but those items are
not relevance because the mean show below than
3.50.

Although this section was ranked at the
highest to the lowest of theitemsligt, it was rated
as being great importance and followed moderate

importance. The result of Kruskal-Wallis test
revealed that the only 14 items are significant
difference at five percent, and 15 items are
significant difference at one percent for content
dimension. Thus, fromtheresultit can be conclude
that user-group has significant differences
regarding its degree of importance.

The results of this examination reveal that
respondents rated 26 items as being great
importance (with a mean of 4.00 —4.39), and 71
itemsasbeing of moderateimportance (with mean
of 3.31—3.97). Theresult shows that the top five
IFR disclosure items for content dimension are
income statement of current year, cash flow
statement of current year, balance sheet of current
year, annual report of current year (full text), and
auditor report of current year. On the other hand
thelowest fiveitemsto determinelevel of content
dimension include past year resolutions of the
Supervisory Board, past year resolutions of
shareholders' meeting, glossaries, charters of
others committees, and text of speeches and
presentations.

After getting the feedback from corporate
annual report users, 93 items out of 97 items gave
the level score for importance of 3.50 (similar to
study of Ho & Wong, 2001; Ali Khan & Ismail,
2008; Ali Khan, 2010; Ali Khan & Ismail, 2010;
Ali Khan & Ismail, 2012) were used as the base
to measure content dimension of IFR index.

Table 2. Overall Perception on the | mpor tance of

I tem of Disclosurefor Content Dimension

Disclosure Item Average | Std. Rank Kruskal Wallis test
Mean Dev. +2 Sig.
Great Importance
Income statement of current year 4.39 .697 1 16.272 .001"
Cash flow statement of current year 4.36 713 2 18.656 .000"
Balance sheet of current year 4.34 754 3 15.993 .001"
Annual report of current year (full text) 4.32 736 4 21.306 .000”
Auditor report of current year 4.29 .763 5 6.555 .088
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Disclosure Item Average [ Std. Rank Kruskal Wallis test

Mean Dev. +2 Sig.

Notes to financial statements of current year 4.24 .706 6 8.660 034
Income statement of past years 4.24 .736 7 10.591 014
Cash flow statement of past years 4.22 723 8 7.380 .061
Annual report of past years (full text) 4.22 773 9 14.694 .002"
Balance sheet of past years 4.18 763 10 12.052 .007"
Auditor signature of current year 4.15 .839 11 1.203 752
Statement of changes in shareholders’ equity 4.13 778 12 14.811 .002”
Auditor report of past years 4.13 819 13 6.008 A1
Dividend information 4.12 732 14 10.687 014
Accounting policy 4.12 .808 15 5.034 .169
Management report/analysis in current year 4.12 815 16 9.599 022
English version of annual report 411 .807 17 20.382 .000"
Analyses of main business risks 4.09 .802 18 8.665 034
Financial Reporting Standard (FRS)

basis in the current year 4.08 770 19 14.076 .003"
Web page in English 4.05 .828 20 8.875 031
Changes in stockholders’ equity in

the current year 4.04 702 21 8.080 044
Users quickly find the financial information 4.04 71 22 18.613 .000”
Supplement/amendment to current

year annual report 4.04 T71 23 9.817 .020°
Notes to financial statements of past years 4.04 811 24 5.514 138
Auditor signature in past years report 4.01 872 25 1.701 637
Current year information can be distinguished

from last year's information 4.00 .832 26 5.590 133
Moderate importance

Summary of financial data over a period

of at least five years 3.97 841 27 15.348 .002"
Current share prices 3.96 811 28 10.535 .015°
CEO signature in the report 3.95 .989 29 10.075 018
Sales of key products 3.94 .808 30 13.649 .003"
Recent monthly financial data 3.94 817 31 7.116 .068
Summary of annual report of current year 3.93 .766 32 6.693 .082
Financial ratios 3.91 .825 33 4.266 234
Summary of key ratios over a period of

at least five years 391 .830 34 5.124 163
Link to Bursa Malaysia websites 3.90 794 35 5.218 157
Segmental reporting by line of business in 3.90 794 36 8.506 037
current year Number of share traded 3.90 814 37 10.079 018
Share price performance in relation to stock

market index 3.89 734 38 7.409 .060
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Disclosure Item Average | Std. Rank Kruskal Wallis test
Mean Dev. +2 Sig.
Information regarding a dividend reinvestment plar]  3.88 .806 39 3.108 375
Directors shareholding information 3.88 .840 40 2.495 AT6
Indicator for finding current information directly 3.87 791 41 4.284 232
Company address 3.87 .816 42 7.264 .064
Half-year report of current year 3.86 .804 43 2.640 451
Top 10 stockholders in current year 3.86 874 44 12.939 .005"
Corporate information 3.83 .826 45 .697 874
Annual report of current year (excerpt) 3.83 .853 46 3.086 379
Information on corporate strategy 3.82 792 47 1.250 741
Share quote 3.82 .809 48 8.376 039
Annual general meetings information 3.82 876 49 7.208 .066
Share price graphs 3.81 .849 50 10.197 017
Segmental reporting by region in current year 3.79 .862 51 1.125 771
Information on the date of latest websites update 3.79 .980 52 14.325 .002"
Classes of shares 3.78 813 53 6.481 .090
Charters for the audit committee 3.77 814 54 5.211 157
Specific update time for the stock/share price datd ~ 3.77 .855 55 1.981 576
Frequently Asked Question (FAQ) 3.76 791 56 3.678 .298
Members of the Board of Directors 3.76 .846 57 6.920 074
Current year resolutions of shareholders’ meeting 3.76 912 58 4711 194
Current year resolutions of the Board of Directors 3.75 .808 59 3.521 318
Segmental reporting by line of business in past years 3.75 841 60 5.308 151
Chairman’s report 3.75 .887 61 761 .859
Monthly share prices 3.74 .856 62 11.321 .010”
Company’s charter in the current year 3.74 861 63 5.948 114
Quarterly report of current year 3.74 .899 64 536 o1
Annual report of past years (excerpt) 3.73 872 65 5.314 150
Shareholder information 3.73 .897 66 538 g1
Other than English web page (such as Malay) 3.72 923 67 5.537 136
Postal address to investor relations 371 881 68 .026 999
Projected information 371 .885 69 490 921
Calendar of future financial activities 3.70 .836 70 1.332 122
Disclaimer 3.69 .786 71 1.336 721
Indication of audited and unaudited information
(half yearly and quarterly) 3.69 823 72 A27 .935
Segmental reporting by region in past years 3.69 873 73 720 .868
Half-year report of past years 3.68 876 74 1.926 .588
Corporate social responsibility report 3.68 817 75 3.131 372
Current year resolutions of the Supervisory Board 3.67 .838 76 2.658 A47
Information on intellectual capital 3.67 .855 77 1.259 739
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Disclosure Item Average | Std. Rank Kruskal Wallis test
Mean Dev. +2 Sig.
Information about managers, at least the
identity and curriculum vitae of executives 3.67 931 78 1.508 .681
Phone number to investor relations 3.66 .865 79 .753 .861
Historical share prices 3.65 842 80 2.733 435
Information of third party opinion about company 3.65 .905 81 .042 .998
Employee shareholding information 3.65 910 82 539 910
Code of conduct and ethics for directors,
officers and employee 3.64 932 83 6.043 110
Option provided to register for future email alerts
regarding press releases, newsletters, etc. 3.63 813 84 5.811 121
E-mail to investor relations 3.63 .862 85 532 912
Current press releases or news 3.62 819 86 .887 .828
Calendar of events of interests to investors 3.61 .869 87 2.815 421
Monthly or weekly sale or operating data 3.60 874 88 4.927 177
Listing of analysts following the firm 3.59 .809 89 3.091 .378
Corporate governance principles/guidelines 3.58 .860 90 2.746 432
Quarterly report of past years 3.56 .936 91 3.022 .388
Past year resolutions of the Board of Directors 3.53 841 92 1.410 .703
Past year resolutions of the Supervisory Board 3.50 .868 93 3.993 .262
Past year resolutions of shareholders’ meeting 3.48 .809 94 1.739 .628
Glossaries 3.47 .841 95 1.219 748
Charters of others committees 3.40 891 96 2.378 498
Text of speeches and presentations 331 931 97 11.019 012

Their views were measured using 5 points
likert scale and just like the former, 1 represented
the least important while 5 represented the most
important. Table 3 shows items importance in
presentation dimension based on mean vaue. Table
3 provides a list of criteria needed based on the
overall user perception during loading annual
report through Internet.it also reports the
significants differences between the overall user
groups regarding their views on the list criteria
that they needed in presentation dimension.
Continously, some criteriasuch asmoving picture
such as JAVA applications (mean 3.24), flashes
(mean 3.43), notice book (mean 3.42), video files

(mean3.38), chat room (mean 3.34) and soundfiles
(mean 3.28) is the least choices regarding the
criteria provided through Internet. Thus, these
itemsare not relevent becausethemeanislessthan
3.50. Beside, annual report in PCF format (mean
(4.18), loading time of the website below 10
seconds (mean 4.10), link to homepage (mean 4.08)
and hyperlinksinsidethe annual report (mean 4.06)
are most criteria that user needed during analyze
annual report. The annual report in PDF format
wasrated the most highly for theimportanceitems
for presentation dimension. Thisis not surpricing
because mostly based on the observation generally
by use PDFformat to disclose annual report easier
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to make sure dl the itemsin annual report cannot
be edited its mean user only can read the
information without change the item in the page.
Continously, users prefer to access annual report
through Internet if loading time of the website
below ten seconds. Usually most of usersavoid to
aceess the Internet if they have take long time to
access the page, this situasion may lose user
patienceand may lead themtoleavethe page. Thus,
if thetimetaketo accessthe annual report through
the Internet faster it can save user’s time and
information needed can get easier without to
waliting.

The result of the Kruskal-Wallis test reveal that
although user groups’ views regarding their
perception in presentation dimens on about annual
report in PDF format, |oading time of the website
below ten seconds, hyperlinks inside the annual
report, hyperlink to financial analysts, direct e-
mail contacts (feedback) available, ability to
download reports, financia information can be
viewed in more than one currency (UKE & US$),
help information/site, table of content/sitemap and
function to recommend the pagewere significantly
different, they shared similar views on their
perception on presentation dimension of format of
report suitable for calculations, users can
download the full annual report in sections, email
aert, annual report in multiple file format, there
are investment calculation available, service to
change data in the Share register online, external
links to related content and menu pull- down.
Although this section was ranked at the highest to
the lowest of the items list, it was rated as being
great importance and followed moderate
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importance. The result of Kruskal-Wallis test
revealed that the only nine items are significant
differenceat five percent which isimportance, and
11 items are significant difference at one percent
for presentation dimension. Thus, from the result
it can be conclude that user-group has significant
differences regarding its degree of importance.

Thefindings show that 52 itemsthat exceeded the
mean value of 3.50. Out of 52 items, nine items
were categorized as very important (mean
exceeding 4.00) to illustrate the level of IFR
presentation dimension. The balance of 43 items
were categorized as unimportant (mean lesser than
3.50). The results of this examination reveal that
respondents rated nine items as being great
importance (with a mean of 4.00 - 4.18), and 49
itemsasbeing of moderateimportance (with mean
of 3.28 - 3.98). The result shows that the top five
IFR disclosure items for presentation dimension
are annual report in PDF, format loading time of
the website below 10 seconds, link to homepage,
hyperlinksinsidetheannual report, andlink totable
of contents. The five least important items to
determine presentation dimension | FR disclosure
level are flashes, notice book, video sound, chat
room, and sound files.

After getting feedbacks from corporate annual
report users, a number of 52 out of 58 items with
the importance score at the minimum of 3.50
(similar to the study of Ho & Wong, 2001; Ali
Khan & Ismail, 2008; Ali Khan, 2010; Ali Khan
& lsmail, 2010; Ali Khan & Ismail, 2012) were
used asthe basis for measuring the dimensions of
IFR index disclosure for presentation dimension.
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Table 3. Overall Perception on the | mportance of |tems of
Disclosurefor Presentation Dimension

Disclosure Item Average | Std. Rank Kruskal Wallis test
Mean Dev. +2 Sig.
Great importance
Annual report in PDF format 418 .768 1 10.706 013+
Loading time of the website below 10 seconds 410 .855 2 23.791 .000%
Link to homepage 408 755 3 6.096 107
Hyperlinks inside the annual report 4.06 835 4 14.331 002
Link to table of contents 4.04 .785 5 2.814 421
Hyperlinks to financial analysts 404 795 6 13.367 .004%
Direct e-mail contacts (feedback) available 4.02 .809 7 16.086 .001**
Ability to download reports 4.02 848 8 18.551 .000*
Link to top homepage 4.00 767 9 2.426 489
Moderate importance
Financial data in processable format (such as Excel) 3.98 .859 10 3.695 296
Use of multimedia technology (in general) 3.96 .829 1 6.885 076
Clear boundaries for annual reports 3.90 789 12 3.002 391
Change to printing friendly format possible 3.90 814 13 .304 .959
Financial information can be viewed in more
than one currency (UKE & US$) 3.89 880 14 12.019 .007*
Format of reports suitable for calculations 3.89 834 15 8.220 042+
Users can download the full annual reports in sections 3.89 .858 16 7.867 .049*
Next/previous bottoms to navigate sequentially 3.87 .785 17 5.928 115
Users can download the financial information in more
than one type of format 3.87 804 18 6.072 108
Internal search engine 3.85 839 19 2.195 533
Direct e-mail hyperlinks to investor relations 384 811 20 6.332 .097
Annual report in HTML format 3.82 823 21 1.032 194
Users can compare and analyse comparative
stock or other performance on the same screen 3.82 842 22 3871 276
E-mail alerts 381 870 23 10.164 017*
Online feedback 3.79 832 24 2.367 .500
Annual report in multiple file format 379 .896 25 9.260 .026*
Online investor information order service 378 827 26 4381 223
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Disclosure Item Average | Std. Rank Kruskal Wallis test
Mean Dev. +2 Sig.
One click to get to investors relations information 3.78 844 27 1.286 733
Annual meeting 3.78 .856 28 18.821 .000%
There are investment calculators available 377 .869 29 7.907 .048*
One click to get to press releases or news 3.76 801 30 836 841
User can subscribe to public announcement via e-mail 3.76 .864 il 2.253 522
Hyperlinks texts 375 876 32 2290 514
Content can be viewed in different browsers
(Internet Explorer and Netscape) 375 .883 33 4.652 199
Hyperlinks to data on a third-party's website 375 .904 34 .850 837
Service to change data in the Share register online 3.74 816 35 10.791 013*
Help information/site 3.74 834 36 15,514 001+
Users have a choice of download (black and
white or full colour) 374 962 37 3.175 .365
Download plug-in on spot 373 842 38 4013 .260
Online shareholder services available (e.g.
change address, dividend paid directly into account) 373 922 39 2.504 AT75
External links to related content 3.72 817 40 10.446 .015*
There is information concerning technical devices
(formats, size of downloads) 372 .853 41 3579 31
Menu click over 37 .854 42 3625 .305
Technical hints for the user (browsers,
screen resolution) 371 .861 43 4.360 225
Use of presentation slides 371 .868 44 1536 674
Function to recommend the page 3.68 913 45 11.567 .009*
Menu pull-down 3.67 .864 46 7.666 .053*
Mail listings 3.65 .897 47 3634 .304
Table of content/sitemap 3.64 816 48 12.064 007*
Contact to the webmaster 3.60 .896 49 5.254 154
Graphic images 3.60 925 50 1.637 651
Conferences 3.56 857 51 6.437 092
Use of frames 354 813 52 1.716 633
Moving picture such as JAVA applications 349 981 53 4571 .206
Flashes 343 .955 54 3942 .268
Notice book 342 815 55 4.964 174
Video files 3.38 974 56 2111 550
Chat room 334 967 57 3.884 274
Sound files 3.28 .994 58 261 456
*significant at 5% level (9) **significant at 1% level (11) (1 = not important at al; 5= very
importance)
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As the conclusion, based on users' views and
feedbacks, a number or 93 out of 97 items were
identified asthe basisfor |FR index measurement
for content dimension. On the other hand 52 out
of 58 items were identified as the basis for IFR
index measurement for presentation dimension. On
the whole a total of 145 items out of 155 items
were identified as the basic measurement to
evaluatethelevel of IFR for BursaMadaysialisted
companies. The study used the importance score
minimum of 3.50 (smilar to Ho & Wong, 2001,
Ali Khan & lsmail, 2008; Ali Khan, 2010; Ali
Khan & Ismail, 2010; Ali Khan & lsmail, 2012)
using the cut-off point to measure |FR index.

5. Conclusion

The aim of this study has been provide empirical
evidence on the importance items of IFR by
adapting the views of Malaysian corporate annual
report users. Consequently, four user groupswere
surveyed: academics, students, bank officers and
manager. In addition, the selections of items
disclosure are seen as a potential yardstick in
measuring the level of IFR by listed companies.
Thefindings show that five most important items
disclosure for content dimensions are income
statement of current year, cash flow statement of
current year, balance sheet of current year, annual
report of current year (full text), and auditor report
of current year. Meanwhile, thefive most important
index disclosure items for the for presentation
dimension areannual report in PDF, format loading
time of the website below 10 seconds, link to
homepage, hyperlinksinsde the annud report, and
link to table of contents.

The result of thisstudy providesvauableinputin
developing the IFR index disclosure checklist. The
study also developed aninstrument to measure |IFR
content and presentation dimensions. The
instrument was developed by taking into account
all relevant items in the content dimension,

timeliness, technology and user support
constructed by previous researchers. Index
disclosure constructed through this instrument is
expected to be a more inclusive and integrated
measurement tool. Based on theliterature review,
there are very limited efforts done by previous
researchers to obtain the views of annual report
users in constructing IFR items disclosure
checklist. Thus, the formation of IFR index
disclosure based on annual report user is
conducted to measure Bursa Malaysia listed
companies IFR index disclosure. The IFR index
disclosure checklist was tested during the pre and
pilot study. Local and international academics
reviewswere obtained when congtructing IFR item
index disclosure checklist. Then, the checklist had
been reviewed by accounting practitioners. Thus,
the results of this study are important because it
seeks to contribute empirical evidence in the
literature of IFR index disclosure item checklist.

Theresult of thisstudy also reveal ed that the only
14 itemsare significant difference at five percent,
and 15 items are significant difference at one
percent for content dimension. On the other hand,
the result of Kruskal-Wallistest reveaed that the
only nine items are significant difference at five
percent which is importance, and 11 items are
significant difference at one percent for
presentation dimension.

The results of this study should be considered
seriously astherewere somelimitations. Thefirst
oneisthis study usesweighted scoring system to
determine | FR item content for both content and
presentation in IFR practice. Future study could
be carried out by combining the two techniquesin
determining the level of IFR. Secondly, the result
of this study isbased on feedback from corporate
annual report users. In future a study could be
carried out by taking into consideration a
comparison between group users view of the
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corporate annua report . Thirdly, because only
the opinion of users group in one country was
sought, an inherent limitation of this study is that
its findings may not be generalisable beyond that
sample. The present study could be classified asa
preliminary study, which should serve as a basis
for further research regarding theimportanceitems
of IFR to select other users of corporate annual
reports in other countries. Thus, in order to
determine the validity and generalisability future
research needsto include other user groupsin other
countries.

Next, the scores given by each of the respondents
and statistical test is conducted to compare the
views of both groups. Such study is expected to
provide asignificant contribution to acompany’s
management about the importance of IFR items
disclosure in the company’s website for those
interested in investing in BursaMalaysiato make
amore comprehensive decision-making.

With the researcher’s limited knowledge, thisis
among the earliest study using annual report users
view on the importance of IFR disclosure items.
Thefindingsare expected to |ead to another further
IFR related research not only in Malaysiabut also
inother countries, particularly intermsof empirical
evidence. The researcher also expect the impact
of this study to raise public awareness of
knowledge community (such as providers,
consumers, practitioners, industry, policy makers,
accounting standards developers, regulators,
researchers and professional bodies) to IFR
practice. Even though the level of disclosure is
measured by the number of IFR index, these
indicators should also be qualitativein order to be
informative. However, our findingswould be more
robust if a more in-depth study of qualitative
features was undertaken.

On the whole, the results show that some 145 out
of 155itemsidentified could be used to determine
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the level of IFR among Bursa Malaysia listed
companies. Thereisapossibility for comparative
study onthelevel of IFR between two countriesin
future. The study should also examine the views
of other corporate annual report users and that is
expected to provide auseful input in constructing
IFR index disclosure checklist. Such studies are
expected to contribute to various parties and give
added value to those interested in investment to
obtain fast and accurate information relating to
listed companies by referring to the company’s
websites, doing so will assist them in making
rational and more meaningful investment decisions.
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Abstract

Innovation in any engineering or commercial system comprises of many components
of inputs at various stages of the production process from the point of conception to the
arrival of the final product, its degree of market acceptability, customer feedbacks that allow
for improvements providing for a degree of sustainability in product development, replication,
modification and survival. Such an integrated system that provides for its constituents and
interactions is captured by graph theory and matrix algebra elements.

An innovation management system is first modeled with the help of graph theory,
then by a variable adjacency matrix and then a multi-nomial known as the permanent function.
The permanent function provides an opportunity to carry out an analysis of the market
sustainable innovation system model in terms of the various attributes identified correlating
them to the system. A physical meaning can be associated with each term of the permanent
function depending upon the nature of the business or innovation output recurrently received.
Different attributes of the innovation management system are identified to develop a graph

Keyword(s):

I ntroduction

The capacity to innovate, introduce and
develop new technologies in the foreground of
research and development has become the key to
the competitivenessof firmsand nations. Therefore
technological innovation hasbecomealife-linefor
firmsinthe 21<t century. Whileinnovation issought
to be measured and captured through analytics of
data sets and more thorough econometric testing,
a comprehensive, scientific approach to multi
attribute identification, analysis and making it
ready for program or research implementation has
not been done in research design analysis and
testing.

theoretic model, a matrix model, and a multinomial permanent model of the system.

Graph theoretic design, Innovation management, multi attribute testing, permanent
function, variable adjacency matrix.

The papers accessed and studied reveal that
innovation technol ogy and management has been
the buzz words in corporate level technology
innovation research in their R &Ds and
collaborations with universities and research
organizations were piecemeal in character and
conceptually limited.

This paper thus sought out an approach that can
integrate various aspects of business product
development, analysis and design for
implementation from laboratory to the market.

The literature review undertaken kept in mind
nature of business studies and their institutional
technologies along with any possible
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comprehensive methodological approaches to
comprehend various aspects of the product design,
development, transfer processes. Graph theoretic
approach was found suitable as a technique for
thinking along with it aConcurrent design structure
for Multi attribute Decision Making (MADM)
structure that could take care of decision cum
implementation processes.

Literature Review

J JChanaron and T Grange(2007), identify that
theimplementation of technological innovationin
the corporate strategy has become very important.
Innovation can be seen as a change produced by
technology in an organization towards the
satisfaction of its economic goals by providing a
definite competitive advantage.

Marcus Wagner (2007),proposes that the rapid
nature of innovation makes innovation
management difficult. Therefore innovation
networks and innovation co-operation are
becoming meansof developing radical innovations.
Also acquisition of innovative start-up firms by
means of takeovers foster radical innovation.
Wagner from research, proposed that, M& As and
innovation networks are both sustainable models
for implementing radical innovation. He used
multivariate analysis and ordinal Logit modelsto
support his hypothesis.

Marcus Wagner, alsodiscusses in his paper the
point that whether acquisitions substitute own
R& D or not. Datawas coll ected from the databases
and modeling was done using random and fixed
effects models. These models were determined
using Hausman and Hausman-like tests. The
results obtained showed that patenting and R&D
intensities of firms are only rarely associated
significantly with firms' acquisition activitiesi.e.
acquisitions of innovations is not a substitute for
own R&D.

GIABR Journal of Business| January - March 2014 |

WimVanhaverbeke and Gerent Duysters (1997),
contrasts two alternative modes of external
sourcing of technologies namely strategic
technology alliances (SAs) and M& As. Thisstudy
has put forth a point that firmswill be engaged in
M&A activities when both firms have similar
innovating capabilitiesand SAsotherwise. Another
important outcome of their research isthat size of
thefirm hasno impact on the choice between SAs
and M&As.

Silviya Draganinska and Rudiger Wink (2005),
discusstherole of ingtitutionsin helping freeflow
of knowledge. They explaininnovation asthe part
of new knowledge produced by individualsin a
firmwhich can be brought to the market place due
to a common understanding of the use of this
knowledge by the suppliers and consumers. The
lack of required resources is the foremost barrier
to technology flows in SMEs. Institutional
arrangements serve to reduce the uncertainties on
the behavior of others viaformal contracts of
cooperation, formal or informal networksandjoint
associations.

Elena Revilla and Juan Acosta(2004), tries to
determineif differencesin knowledge management
are dependent on the locus of the Research Joint
Ventures (RJVs) which refers to the stage of
technical development at whichthe RJV operates.
Using databases and questionnaires, the required
data was collected and probability and statistical
modeling was used to analyzethe datato obtain a
result - RJVs that develop basic research, whose
output tend to be more explicit, generic and
autonomous knowledge, will manage their R&D
activitiesaccording to atechno-structura approach
than a behavioral approach.

Jens Frgslev Christensen (1998), discuss the
genericforcesthat drivetheevolution of diversified
corporations and their implications for the
corporate technology base and the changing role
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of R&D in the context of these forces. It also
focuses on the role of management of technology
in promoting dynamic coherence in diversified
corporations. Four different tendencies in the
growth of multi-divisional corporation have been
identified - diversification, increasing division of
|abor, decentralization and internationalization.
Tahvanainen, Antti-Jussi and Hermans Raine
(2008), identify the importance of value creation
and technology transfer from the academic world
to the commercial world by a structure called
Technology Transfer Offices(TTOs). These TTOs
convert academic knowledge provided by inventors
into a language appropriable by the industry and
vice-versa. The relevance of academic linkage to
the industry was discussed.

Shujiro Urataand Yuhong Wel (2006),analysethe
pattern of intra-firm transfer of management
technology from Japanese multinational
corporations (MNCs) to their overseas affiliates
by using firm-level micro data and discern the
determinants of the extent of technology transfer
achieved. A study of thedeterminants of technology
transfer revealed that the length of operation of
the affiliates, and the quality of labor in the host
countries have significantly positive impacts for
the affiliatesin Asia

G NagaBagiKiranand V PAgarwal (2008), use
a concurrent approach for designing a computer
network. The authors used the Multi Attribute
Decision Making approach to identify the best
possible designing solution. Initially the design
flow and design goals were identified after which
thetechnological and infrastructure considerations
were taken into consideration. The attributes for
the x-abilities were identified and the relevant
computer network elements were selected using
thelshikawadiagram. Then therelativeimportance
to the combined specification of the x-abilitiesand

concurrent engineering approach was given and
the alternatives were ranked according to the
MADM (TOPSIS) approach using matrix models.

DuraiPrabhakaran, Babu and Agarwal (2006),
attempted to devel op anintegrated systems model
for the structure of acomposite product systemin
terms of its constituents and interactions between
them using graph theory and matrix algebra. The
system is first modeled with the help of graph
theory, then by a variable adjacency matrix and
then by a multinomial called the permanent
function. Different structural attributes of the
composite product were identified to develop a
graph-theoretic model, matrix model and the
permanent function. A thorough understanding of
the modeling can be obtained from this paper.

Though there have been several papersinthearea
of innovation management, al the papersdedt with
the different aspects of innovation management
separately. This paper tries to fill that void by
treating all the aspects of innovation management
asawhole using asystemsapproach. The systems
approach uses the graph theory, matrix agebra,
MADM and permanent functions to develop the
dtributesand andyzethem using theabove mentioned
modéds.

Objectives of the Sudy:

1- To develop a systems model using Graph
theoretic and matrix approach to encapsul ate
the various stages of product development
and incorporate implicitly the flow charts of
the organization

2- To provide a computer friendly design
sructurethat can quicken thecomprehensive
and decision implementation process.

3- A system variable characteristic matrix and
a permanent function to provide for a
mathematical specification for model testing.
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Developing a SystemsM odel using Graph
Theoretic and Matrix approach
Graph Theoretic Representation

Any systeminthe universe can be considered asa
collection of a number of basic structural
congtituents. These constituentsare connected with
each other through different kinds of bonding and
interactions. The constituents and interactions
forming a system can be shown with the help of a
schematic diagram. The blocks show the
constituents and the lines show the connectivity

and arrows show directional bonding. However,
schematic diagram is a good representation of a
system for a better understanding of its structure
but it is not a mathematical entity and therefore
no mathematical operation can be carried out.

A system can be considered to be a system (C, 1)
of its constituent set {C} = {C,C,.....C_} and
interactions or connectivity set {I} = {I I....I1 }
where Crepresents ith constituent while |,
represents the jth interaction between two
corresponding constituents of the system.

Innovation Management System

Collaborations Product Market

Basic Historical Firm's Own
Information R&D
| Organization | || Firm'sown
Structure R&D
University
Departments .
1 ithefir — Industry Linkages
. IPR
— R&DHistory | — structure
: Concurrent
Previous
™ Products — R&D Projects
Immediate
Sales History | [ |skill set of People
Re-engineering
—1 of Competitors
products
| R&D Cost
involved
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Firm’sown R&D (P,)
Basic Historical Information (P,)

For the systemsrepresentation of the system,
graph theoretic approach can be used and for the
mathematical representation, matrix algebra can
be agood option. A graph G isaset if vertex and
edge [V, E] wherevertex set {V} = {V,, V,....V }
and edge set {E} = {E ,E,....E } are its subsets.
To represent the system mathematically, the
congtituents of the system are represented as the
vertex set {V} of the graph and the connectivity or
interactions between different constituents is
represented as the edge set {E}. Any directional
property existing in the connectivity isrepresented
by adirected edge instead of an undirected edge.

Firms Own R&D
(Ps)

Basic Historical
Information (P,)

- >
-«

><

Product Market
(P.)

Collaborations
(P2)

Figure 2 Schematic representation of the
structure of the system

To develop an algorithm let us assume that there
are four sub-systems or constituents as shown in
Figure.2 and these are represented by the four
vertices{vl, v2, v3, v4}. The connectivity or the
interactions between Ciand Cj is represented by
an edge €ij. If we assume that all the constituents
are interacting with each other and have genera
directional characteritics, the system hasagraph
theoretic representation with eij? gji. The €j? gi
means that the influence of the ith vertex on jth
vertex isnot equal to theinfluence of jth vertex on
ith vertex. The schematic diagram of the system
shown in Figure.2 which is a non-mathematical

entity isnow represented by amathematical entity
called a System Digraph as shown in Figure.3.

—(")
-«

Figure 3 System Digraph

In many systems some of the constituentsare
not connected or interacting with each other. In
such case, no edge will exist between thosevertices.
In some systems it is just sufficient to consider
non-directiona interactions i.e. e= e which is
called an undirected graph. Such a graph is
represented in Figure.4. Theundirected graph gives
information only about the interactions between
the constituents of the system but does not provide
any information about the interactions
quantitatively. In other words, two way interactions
and the degree of influence are not considered in
an undirected graph because ;= e,.
Matrix Representation
Since adigraph isavisual representation, it helps
in the visual analysis to a limited extent. To
establish acomputer-friendly representation of the
system, the digraph is represented in matrix form.
This representation permits to carry out storage,
retrieval and analysis of the systems.

Ov@

()——)

Figure4: Undirected graph representation
of the structure of the system
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Let usrepresent adigraph of ‘n’ sub-systems
leading to an n™-order symmetric (0, 1) matrix A
= [Pij]. The rows and columns in the matrix
represent the sub-systems’ attributes, i.e. P”.
representstheinteraction of theith sub-systemwith
the jthsub-system.

. _{1, if sub-systemi isinteracting with sub-system j}

0,if sub-systemiis not connected to sub - system |
Since we had considered that the interactions are
directiona and the sub-system does not interact
with itself, i.e. B P, and P, = 0, the System
Matrix is square and non symmetric. The System
Matrix(SM) representing the digraph in Figure.3
iswritten as

1 2 3 4 Vertex

011 1)1
A=l101 12 (1)
110 1|3
111 0)4

Off-diagonal elementswith value 0 or 1 represent
theinterdependency and connectivity between sub-
systems, P, i =1, 2, 3, 4 of the system. The
diagonal elements are zero as there is no
interdependency on any system with itself. To
characterize the system, a Characteristic Matrix
isdefined.

System Characteristic Matrix (CM)

Thesystem matrix which was obtained above gives
information only regarding the interactions or
connectivity between the various sub-systems of
the system. To bring all the sub-systems into
consideration, the system characteristic matrix is
developed. Let us consider an identity matrix, I,
and P asthe variable representing the system. The
system characteristic matrix B, for the digraph in
considerationisexpressed as[PI - A], where A is
the system matrix in equation (1)

GIABR Journal of Business| January - March 2014 |

1 2 3 4 \Vertex
P -1 -1 -1)\1
1 P -1 -1f2
1 -1 P -1|3 - (2)
1 -1 -1 PJ4

B=

In the above matrix B, the value of all
diagonal elements is the same, i.e. all the sub-
systems are assumed to be identical which may
not betruein practice, since different sub-systems
inasystem havedifferent characteristicsdepending
on the parameters affecting them.
Interdependencies between systems have been
assigned values of 0 or 1 depending on whether it
is there or not. This does not represent varying
degree of influence of one sub-system over the
other sub-system. To consider this, another matrix
called the System Variable Characteristic Matrix
is proposed.

System Variable Characteristic Matrix
(VCM)

The system variable characteristic matrix takes
into consideration, the effect of different sub-
systems and their varying degrees of interactions.
Thedigraphin Figure.3isconsidered for defining
the VCM. Let Ps and P;s represent nodes and
edges respectively, in the digraph. Consider a
matrix C with off-diagonal elements P,
representing varying interactions between the sub-
systems (instead of 1 asin system matrix). Another
matrix D istaken with diagonal elementsP,i =1,
2, 3, 4 where P, represents four different sub-
systems which are considered for the system. As
thesub-systemsaredifferent in their structure due
to varying attributes, the value of the Ps differs
from each other. From the matrices C and D the
VCM can be obtained.
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1 2 3 4 \Vertex

Pl - Plz - I:)13 - P14 1

E= Py R, -P, Py 2""(3)
- Rsl - P32 Ps - P34 3
_P41 _P42 _P43 P4 4

The above matrix E represents complete
information about all the four sub-systemsand the
interactions amongst them. The matrix providesa
tool through its determinant, called the Variable
Characteristic Multinomia. Thisisacharacteristic
of the system and representsthe complete system,
considering the effect of the sub-systemsand their
interactions.

The determinant of the matrix E, i.e. the variable
characteristic multinomial, carries positive and
negative signs with some of its terms. The
multinomial in the symbolic terms contains
completeinformation about the system, but when
replaced with numerical vaues, information can
belost. Hence, completeinformation in the system
cannot be obtained as sometermswill be cancelled
due to the addition and subtraction of numerical
values of the diagonal and off-diagonal elements.
Thus the multinomial of the matrix, E, does not
provide complete information concerning the
system in all possible conditions. To avoid this
loss of information another matrix F, called the
System Variable Permanent Matrix (VPM) is
introduced.

System Variable Permanent Matrix (VPM)

To devel op aunique and comprehensive model of
the system represented by a schematic diagram
(figure.2) and a digraph (figure.3), another entity
called the permanent and permanent matrix is
proposed. TheVPM corresponding to thefour sub-
systems represented in the digraph is given by

1 2 3 4 \Vertex
P R, Ry Bl
F_ P21 F’2 I:)22 P23 2 (4)
|Pp P, B Ry, 3 "
P Po Ps B )4

The diagonal elements P, P, P, and P4represent
the contribution of the four critical sub-systems
of the entire system and the off-diagonal elements
represent theinterdependencies of the sub-systems
inthematrix. Thismodel permitstherepresentation
of the contribution of each sub-system and
interaction qualitatively and quantitatively without
any loss of information in multinomial
representation.

Permanent Function Representation

Although the digraph and matrix representations
cater to the visual analysis and mathematical
representations of the system respectively, they are
not unique as these models change by changing
the labeling of the nodes. To develop a unique
representation of the system, independent of
labeling, a permanent function of the matrix
Variable Permanent Matrix is proposed. The
permanent function is obtained from a matrix
similar asitsdeterminant. A negative sign appears
in the expansion of the determinant while in the
permanent, positivesignsreplacethe positivesigns.
These computations result in a multinomial
equation in which every term has a physical
significancerelated to the system. Thismultinomia
representation includes all the information
regarding various constituents as sub-systems,
attributes of sub-systems and the interactions
amongst them.

The permanent function for the system under
consideration (matrix in equation 4) when
expanded is given by
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per (F) = (PL P2 P3 P4) + (P1 P2 P34 P43 + P1
P3 P24 P42 + P1 P4 P23 P32 + P2 P3 P14 P41 +
P2P4P13 P31+ P3P4 P12P21) + (P1 P23 P34
P42 + P1 P24 P43 P32 + P2 P13 P34 P41 + P2
P14 P43 P31 + P3 P14 P42 P23 + P3 P12P24
P41+ P4 P12 P23 P31+ P4 P13 P32 P21) + (P12
P23 P34 P41 + P13 P32 P24 P41 + P14 P43 P32
P21 + P12 P24 P43 P31 + P13 P34 P42 P21 +
P14 P42 P23 P31 + P12 P21 P34 P43 + P13 P31
P24 P42 + P14 P41 P32 P23) (5)

The above equation uniquely represents the
system represented in the schematic diagram and
thedigraph. Every term of thisequation represents
asubset of the system. It is possible to write these
equations by thevisual inspection of the system of
Fig 3. In order to achieve this objective, the
permanent function (per (F)), is written in a
standard form as N+1 groups. All these distinct
combinations of sub-systemsand interactionsof the
macro system are shown graphicaly in Figure 5.
The permanent function when writtenin (N + 1)
groups, present an exhaustive way of analysis of
asystem at different levels. It helpsin identifying
different constituents, process parameters, design
attributes and the interactions among the various
sub-systems of the system.

Groupl (1 Term)

F1: Fu
I3

Group 4 (48 terms)

23

Group 1 contains only one term of four isolated
vertices Pis i.e., the four sub-systems are
considered asindependent entities.

Group 2 has no terms as a particular sub-system
does not interact with itself.

Group 3 has six terms; each term is a set of one
dyad, Pij2 or a two-subsystem loop; and two
independent sub-systems.

Group 4 has eight terms, each term has a set of
onethree-subsystem |oop and oneindependent sub-
system. The sub-system loop is to be considered
as one entity.

Group 5 has two sub-groups. Group 5a has three
terms; each termisaset of two independent dyads
or 2 two-subsystem loops. Group 5b has six four-
subsystem loops.

In all, agenera 4-subsystem permanent function
will have 4!, i.e., 24 terms arranged in (N+1)
groups. Figure 5 givesgraphical interpretation for
visual understanding, analysis, and improvement
of asystem. Itistherefore possiblefor the decision
maker to carry out a SWOT analysis of the
complete system and take strategic decisions to
their advantage as per the policy.

Py

Group 3 (+6 terms)

Group 5a (43 terms)

Pls . P_“

Fu

Group 5 (+H terms)
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Physical Meaning of Different Terms of the
Permanent Function

Evaluation of P

The diagonal elements of the matrix in equation
(4) correspond to the four sub-systems that
congtitute the system. Thevalues of these diagonal
elements P, P, P, and P4are calculated as

P, = per (FP); P, = per (FP,);

P, = per (FP,); P, =per (FP);

where FP,, FP,, FP, and FP, are the variable
permanent matrices for the four sub-systems of
the system. The procedure for calculating P, P,
P, and P, is similar to the calculation of per (F).
For this purpose, the sub-systems are considered
and the procedure is given below.

1. The schematics of these sub-systems are
drawn separately by considering their various
sub-sub-systems.

2. ldentifying the degree of interactions,
interconnections, dependencies, connectivity,
etc. between different sub-sub-systems.

Digraph representations of the four sub-systems
are drawn first separately to obtain their matrix
equations, i.e. FP.sand their permanent functions
P, P, P, and P,. The off-diagonal elements P, (i,
j =1, 2,3, 4) of the VPM gives the connections
between the various sub-systems. Depending upon
the type of analysis Pij can be represented as
multinomial, graph or matrix or by some other
analytical model.

System Analysis
Themethodol ogy described inthe previoussections

for the complete analysis of the system is
summarized below:

1. Consider the desired system. Study the

complete system and its subsystemsand also
their componentd/attributes.

2. Develop a block diagram of the system,
considering its subsystems and interactions
along with the assumptions if there are any.

3. Developasystemsdigraph of the systemwith
subsystems as nodes and the interactions as
edges or connections between the nodes.

4. Develop the matrix and multinomial
representations of the system.

5. Evauate the functions/values of diagonal
elements from the permanent functions of
distinct subsystems of the system and repeat
steps 2-4 for each subsystem.

6. Ildentify thefunctions/values of off-diagonal
elements/interactions at different levels of
hierarchy of the systems, subsystems, sub-

subsystems, etc.
The values of interactions P, (i,j = 1, 2...... N)
between different subsystems P, P,....... P, can

bewritten asamultinomial or amatrix depending
upon the type of interaction/reaction between the
two subsystems. The subsystems can again be
treated as systems, as every subsystemisasystem
in itself. Following the above procedure, these
subsystems can be broken down into subsystems
and different graph, matrix and permanent
representations can be obtained. Depending upon
the depth of analysis required, the process could
be taken to the constraint level and further. In
certain cases, it may be possible to evaluate P's
experimentally or using available mathematical
models. With the help of this data, complete
multinomial for the system can be eval uated.

Usefulness of the proposed M ethodol ogy

The proposed methodology is a powerful tool for
the decision makers of any firm which is into
innovation activities. Using this morphological
tree/chart, the policy maker can take decisions
which are suitable for particular Research and
Deve opment problems. Similarly thismethod can
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be exploited to improve the quality and reduce cost
and time-to-market. This methodology gives a
comprehensive knowledge about innovation
management system and hel psin selecting theright
strategy to follow at the right time depending on
the research problem a hand.
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Introduction

Abstract

Employee attrition is giving sleepless nights to human resource managers in many
countries. A widely-held belief in these countries is that employees have developed bad
attitudes due to labour shortage. Unfortunately, despite employee attrition being such a
serious problem in India, there is dearth of studies investigating it. The hotel industry is
typically a service industry and the service object is "human;" therefore, service quality is
based on "human" qualities. Thus, the human element is a key resource for the hotel industry.
The employee attrition rate of hotel industry is on the high side which causes higher personnel
expenditures and training costs as probability of losing excellent employees increases. The
primary objective of the study is to find out main reasons of attrition in hospitality industry in
India.In line with this view, this paper investigates the relationship between job satisfaction
(JS) and attrition intentions (Al) among hotel employees. The sample comprised 254
employees from seven hotels (five stars) in Delhi, India. Job satisfaction (JS) was measured
based on the two-dimensional measures of financial conditions (FC) and non-financial
conditions (NFC). Attrition intentions were measured using a fouritem scale. It was
hypothesized that satisfaction from financial conditions (FC) and non-financial conditions
(NFC) were negatively related to attrition intentions. Results from the regression analyses
revealed that financial conditions and non-financial conditions have a significant negative
effect on employees' attrition intentions.

Keyword(s):

Employee attrition,financial conditions,hospitality industry, non-financial conditions, retention

Cell No: +919548409715

important resource for the hotel industry. Every

Hotel Industry in India has witnessed
tremendous boom inrecent years. It isinextricably
linked to tourism industry. Growth in the Indian
tourism industry has fuelled the growth of Indian
hotel industry. Thethriving economy and increased
business opportunitiesin Indiahave acted asaboon
for this typically service industry whose service
object is "human." In addition, service quality is
determined by humans, so human is a very

task and servicein the hotel isplanned, organised,
executed and harmonized by "humans' Maher
(1995).

The increasing alertness of employees
atrition in the hotel industry has become aglobal
phenomenon. Empirical studieshave consistently
shown that an extreme employee attrition rate of
about two percent annually is acknowledged to
be one of the most challenging issues and
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particularly unfavourable to the global hotel
industry, which ranged about 60 per cent annually
(Birdir, 2002; Carbery et al., 2003; Ghiselli,
Lalopa, &Bai, 2001; Hinkin& Tracy, 2000). In
a similar trend, despite remarkable devel opment
of hotelsin Delhi (India), the problemsof employee
attrition is a prevailing one.

In India,the hotel industry is facing a number of
problems such as low occupancy rate, increasing
competition, high taxes, increasing cost, fuel
shortage, low profitability and so forth. But
nowadays, high employee attrition is a serious
problem for human resource management (Tanke,
2001). At ISHC Conference (2006), top tenissues
for the year 2007 were highlighted. The foremost
issuehandledinit was"labour and skillsshortage”.
Thehotel industry isthe very industry that mainly
offersservice; therefore, it needsto expend agreat
deal of human resources to offer service
(Goldsmith, A., Nickson, D., Sloan, D. & Wood,
R. C., 1997). Further, high employee attrition rate
influencesthe service quaity which causesthe cost
of personnel, recruitment and training to increase
as well as causes great loss (Huang, 1996).

Therefore, ahigh attrition rate will induce absolute
influence on the hotel's service quality. High
employee attrition is costly to both the individual
organisation and the national economy. Globally,
the attrition rate in the hotel industry is estimated
to range from 60 percent to 300 percent annually,
which is far higher than the 34.7 percent annual
atrition ratereported inthe manufacturing industry
(Walker & Miller, 2010). Nevertheless, this high
attrition rateisnot only confined to the operational
employeesalone. It hasbeen discovered that ahigh
attrition rate also existed among managerial
employeeswithin the hotel industry.

The hotel industry isthe very industry that offers

customer service. It mainly adopts a shift-work
system; the service offered to the customer

GIABR Journal of Business| January - March 2014 |

emphasi zesthe harmony and cooperation between
each department to achieve the service target
(Lashley, C., 2001).Numerous problems in the
hotel industry have caused high employeeattrition
rate, making it hard for the enterprise to maintain
talent. These problems include: (1) the salary of
first-line employees are generaly low and their
work day is long; (2) they typically work on
national holidays, Saturdaysand Mondays; (3) the
hotel system and welfare are not complete; (4) the
ability to be promoted is minimal; and (4) hotels
attachimportanceto service experience. Moreover,
employee attrition increases the possibility of
losing excellent employees (Nagar, N., 2005).

Objectives of the Sudy

The purpose of this study is to undertake an
empirical approach to investigate the high rate of
employee attrition in five star hotelsat Delhi. The
primary objectiveswere defined as following:

1. Toinvestigate the causes for high employee
attrition rate in selected five star hotels at
Delhi.

2. To highlight the consequences of high
employee attrition rate in selected five star
hotels at Delhi.

3. To suggest ways of reducing attrition and
increasing employeeretentionin selected five
star hotels at Delhi.

Literature Review

Employeeattritionisdefined in severa ways
owing to diverse definitions but sharesacommon
term in the scholarly literature and refers to an
individual's perceived probability of staying or
leaving an employing organization (Cotton and
Tuttle, 1986). Srikant, P, & Ramamertham, L.,
(2008) defined attrition as a gradual, natural
reduction in membership or personnel through
retirement, resignation or death. It aso refers to
untimely exit of an employeefrom an organization
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due to dissatisfaction with the pay, working
conditions, lack of substantial benefits,career
progression option and other factors.In other
words, attrition means reduction in the number of
employees through resignation or separation at
employees will. Employee leaving due to end of
contract will not be considered asattrition. Attrition
rate isthe rate of shrinkagein size or number ina
particular organization or an institution (Kotecha,
B. M. and Bhattacharya, n.d.).

A special forum called CiteHR human
resources management community and knowledge
base courtesy (website:citehr.com/bpo-attrition-
causes-suggestion-and-a-model -vt34379.html) has
made a study on employee attrition. According to
this site, attrition is a consequence of avariety of
factorsthat can be classified broadly into two. The
first can be coined as Drive Attrition (internal
factors which are caused due to the service
provider) and the second one can betermed as Drag
Attrition (external factors which are caused due
to employee or industry-level/macro-level). The
DriveAttritionis caused mainly dueto the policy,
practice and treatment of the employer in the
industry. TheDrag Attrition istheresult of anumber
of uncertainties faced by the employee in his
working environment.

Brady, JM., and Leese, J. (2010) clearly write
that attrition leadsto dual lossfor an organization.
Firstly, company loses talent and thus costs
incurred onthem areawaste. Secondly, it employs
a new employee and thus further needs to incur
costs on them. Every company takes measures to
hold the talented workforce by means of perks,
increments, bonus and extra facilities. No one
wantsto lose good brainsto their competitors.High
attrition can be a serious obstacle to productivity,
quality, and profitability at firms of al sizes. For
the smallest of companies, ahigh attrition rate can
mean that simply having enough staff to fulfill daily

functionsisachallenge, even beyond the issue of
how well the work isdone when staff isavailable.
(Johnson, C., n.d.).

Attrition in Hotel Industry

The increasing awareness of employees attrition
in the hotel industry has become a global
phenomenon across the world. Empirical studies
have consistently showed that an excessive
employee attrition rate is acknowledged to be one
of the most problematic issues and particularly
detrimental to the globa hotel industry, which
ranged about 60 per cent annua ly (Hinkin& Tracy,
2000). In a similar fashion, despite tremendous
development of hotels in India, the problems of
employeeattritionisaprevailing one and remains
high in the industry

Thiswasfurther exacerbated by many hotel human
resource managers that attrition generally occurs
among fresh hospitality graduates, managerial as
well asthe operational employees. Thetraditional
constraints such aslong working hours, antisocial
working hours, low pay, unstable, seasonal
employment, low job status make employment
within the hotel industry unattractive. In other
words, Indian hotel industry clearly has more
volatilelabour movement and high labour mobility.
These problems have also arisen and become
rampant in many other Asian countries (Lashley,
C., 2001). However another article by 'Express
Hospitality' (2007) states that the attrition rate in
the hospitality industry in Indiais set to doubleto
nearly 50 percent by 2010, up from the earlier 25
percent.

Hom and Griffeth (1995) referred attrition
intentions asaconscious and deliberate wilfulness
of an individual towards voluntary permanent
withdrawal from the organization. Empirical
studies on attrition have shown that attrition
intentionsarethe bestimmediate predictor of actual
attrition behaviour.
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This relationship is further supported by the
attitude-behavior theory, which holds that an
individual'sintention to perform aspecific behavior
istheimmediate determinant of the actual behavior
(Ajzen& Fishbein, 1980). Empirical studies on
attrition have shown that attrition intentions are
the best immediate predictor of actual attrition
behaviour. Indeed, thereisastrong and significant
positive relationship between attrition intentions
and the actual attrition(Griffeth& Hom, 2001).

Inthereview of antecedentsto attrition, Mor Barak
et al. (2001) argued that many studies have used
attrition intentions rather than actual attrition as
the work outcomes because: 1) Employees
typically make conscious decision before actually
quitting their jobs and 2) It is more practical to
inquirefrom employeestheir intentionto quitina
cross sectional study rather than actually tracking
them down viaalongitudinal study to seeif they
haveleft their organization. For these reasonsand
consistent with previous researchers (Lambert et
al., 2001; Mor Barak et a., 2001; Hemdi, 2006;
Samad, 2006), attrition intentions is the criterion
variable in this study since it has been
recommended as a proxy in measuring actual
attrition (Price, 2001). Thus, following
Hom& Griffeth's (1995) definition, attrition
intentions is clearly a defined as the hotel
employees behavioral intentions to leave or quit
their particular organization.

Employee attrition in hotels has received
substantial attention from both academicians and
managers. Much of thisattention has been focused
on understanding its causes. The research points
out that there are some problems in the hotels in
recent years on employeeattrition; generally
speaking, employees leave the hotels for some
COMMON reasons.
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The study aims to identify the dominant causes
that influence Delhi five star hotels' staff's job
satisfaction that leads to attrition in this industry.
Therefore, this study was conducted in order to
establish some ways and means that result in
reducing attrition among workersin star hotels at
Delhi. For this purpose, the following hypotheses
wereformulated:

H1: There is a negative relationship between job
satisfaction and attrition intentions among hotel
employeesin selected five star hotels at Delhi.

Hla There is a negative relationship between
satisfaction from financia conditionsand attrition
intentionsamong hotel employeesin selected five
star hotels at Delhi.

H1b: There is a negative relationship between
satisfaction from non-financial conditions and
attrition intentions among hotel employees in
selected five star hotels at Delhi.

M ethod

The present study is based on primary and
secondary sourcesboth. Secondary datahave been
collected from relevant articlessppearing in leading
national/business dailies of India. Journals and
periodicalshave been thoroughly scanned to collect
relevant literature in the Indian scenario. Various
websites, souvenirsand conference proceedingson
thesubject of employeewel fare, employeebehavior
and human resourcesin the I ndian backdrop have
lent substanceto thiswork. Primary data, collected
through personal observation, discussions and
interviewswithworkersin star hotelsof Delhi gave
new dimensionsto the study. The study is further
based on the structured questionnaire served to
hotel employeesin selected five star hotelsat Delhi.
The employees of the following hotels were
contacted:
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1) LditHotel, Delhi

2) Imperia Hotel, Delhi

3) ITC Maurya Sheraton, Delhi
4) Metropolitan Hotel, Delhi

5) Ashok Hotel, Delhi

6) Lodhi Hotel, Delhi

7) Crowne Plaza, Okhla, Delhi

The data presented here are obtained from
responses to questionnaire received from
254employees in selected fivestar hotels at Delhi
especialy designed to investigate the dominant
reasons that affect their level of satisfaction with
financial and non-financial incentives provided to
them by the organisation. Though it wasextremely
challenging to get responses from alarge sample
from so many hotels but personal contacts with
different managers of various hotels and
continuous liaison with the hospitality industry
personnel by the researchers proved fruitful. The
questionnaireswere distributed to workersthrough
their departmental heads and they were asked to
return thefilled questionnairesin the same manner.
Out of 300 questionnaires distributed,261 were
returned. 7 wererejected on the basis of inadequate
information,254 were used for evaluation.

Theoretical Framewor k
Conceptualization of Sudy Variables

The criterion variable of interest in this study is
“attrition intentions" and the predictor variableis
the "job satisfaction dimensions’ (FC and NFC).

Thetheoretical framework isillustrated in Figure

1

Independent Variable Dependent Variable

H1: Job Satisfaction
Employee
H1a: Financial Conditions A
Attribution
H1b: Non-financial Conditions

Figure 1: Thetheoretical framework of
workersin selected five star hotels at Delhi.

M easur ements

Thepredictor variable of job satisfaction (JS)
was measured using a 25-item instrument. The
satisfaction scale consisted of two dimensions
measuring satisfaction from financial condition
(FC) and satisfaction from non-financial condition
(NFC) using 12 and 13-items respectively. The
criterion variable, attritionintentions (Al) was
measured via4-items scal e adapted from Homand
Griffeth (1995).Responsesto all itemswere made
on a 5-point likert scale format ranging from (1)
“Strongly agree” to (5) “Strongly disagree”.
Data Analysis and Results

The research hypotheses were subsequently
tested using hierarchical multiple regression
analysis. The five main demographic variables
such as age, gender, marital status, skills level,
and organizational tenure were found in previous
researches to affect attrition intentions (Hemd,
2006; Lambert et al., 2001; Price, 2001). Given
the potential impact of these demographic factors
on the dependent variable, these persona variables
were controlled in all regression analyses
conducted.The sample profile for this study is
shownin Table 1.
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Table 1: Sampleprofile

Demographicvariable | Categories Frequencies Per centage (%)
Age below 40 years 50 42.7
above 40 years 67 57.3
Gender Mae 175 68.9
Femde 79 311
Marital status single 108 425
Married 132 52.0
widower/widow 1 04
divorced 13 51
Skills Skilled 50 42.7
Semi-skilled 50 42.7
Unskilled 17 14.6
Organization Tenure Lessthan 6 month 04 16
6 month - 1 year 17 6.7
2-3 years 84 33.1
4- 5 years 59 23.2
More than 5 years 20 35.4

From Table 1, total of 175 (68.9%)
respondents were males while 79 (31.1%) were
females. The majority of the respondents were
above 40 years (57.3%) while others were below
40 years (42.7%). Themagjority of the respondents
were married (52.0%) while others were single
(42.5%), widower/widow (0.4%), and divorced
(5.1%). Intermsof skills, most of the respondents
were skilled 50 (42.7%) and semi-skilled 50
(42.7%), remaining respondents were unskilled
employees 17 (14.6%).As for organizational
tenure, 4 (1.6%) respondents had less than 6

monthsworking experiencein their current hotel,
17 (6.7%) respondents signified they had worked
between 6 months to 1 year, 84 (33.1%) have
worked between 2 to 3 years, while 59 (23.2%)
respondents have worked between 4 to 5 years,
and the remaining 90 (35.4%) respondents
signified they had worked in their current hotel
for more than 5 years.

Descriptive Statistics

The descriptive stati stics and the correl ation among
the study variables (predictor and criterion
variable) are shown in Table 2.

Table 2: Mean Scores, Sandard Deviations and

Pear son CorrelationsMatrix for Study Variables

Variables Mean  Standard Deviation 1 2 3 4
M) (D)
1-Financial Conditions 5.23 1.05 -
2-Non- Financia Conditions 539 .89 .68** -
3-Attrition Intentions 285 164 -.58** -A46%* - A3F*-

Note: N =254, *p < 0.05; **p < 0.01, All items used a 5-point Likert scale with (1 = strongly agreeto

5 = gtrongly disagree)
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As shown in Table 2, the respondents’
perceptions of job satisfaction were found to be
relatively high; financial conditions (M=5.23,
SD=1.05) and non-financial conditions (M=5.39,
SD=.89). These mean scores were obtained by
averaging the scores for the 12 and 13 items
identified under the financial conditions and non-
financia conditions dimensionsrespectively. The
level of attrition intentions experienced by the
respondents were relatively low (M=2.85,
SD=1.64). This mean value was gauged by
averaging the scoresfor the4 itemsassociated with
one'sintention to leave.

All study variables were significantly
intercorrelated. Correlations among job
satisfaction dimensions were significantly large,
ranging from r = .68 (p < 0.01). Accordingly, the
correlations between financial conditionsand non-
financial conditions(r = .68, p < 0.01), were
considered large. The correlations between job
satisfaction dimensions and attrition intentions
were negative and significant ranging fromr = -
43 (p<0.01) tor =-58, (p <0.01). Financial

conditions had a much stronger correlation with
attrition intentions compared to non-financial
conditions. Fromtheintercorre ation results, it also
can be said that no serious multi-co linearity exists
among the study variables as the strength of the
correlationswas al below .90 (Hair et al., 2006).

Hypotheses Testing

To test the formulated hypotheses, a
hierarchical multiple regression analysis was
undertaken. Specifically, a two-step hierarchical
regression was conducted to test the relationship
between job satisfaction and attrition intentions.
From the hypothesis, two-sub hypotheses were
developed comprising the two dimensional
measures of job satisfaction (financial condition
(FC) and non-financial condition (NFC)). The
criterion variablerelatesto attritionintentions. The
five main demographic variables (age, gender,
marital status, skills level, and organizational
tenure) were statistically controlled and entered
into the first step of the regression equation. For
the second step, al two model variablesconcerning
dimensions of job satisfaction were entered. Table
3 summarizes the regression results.

Table 3: Results of Hierarchical Regression of job satisfaction on attrition intentions

Predictors Mode 1 Mode 2
Std. B Std. B

Step 1. Control variables

Age -11 -12

Gender .19 .05

Marital -.02 .03

Skillslevel -.10 11

organization tenure 21 A2

Step 2: model variables

Job satisfaction:

Financia conditions -.56**

Non-financial conditions -.26%*

Re .07 .45

Adj. R? .05 43

Re change .07 .38

F-change 3.49*%* 55.01**

Note: *p < 0.05, **p < 0.01; Dummy Coded, male = 1, femae = 0; unmarried = 0, married = 1.
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Ascan beobserved from Table 7, the control
variablesmanaged to explain 7.0 % of thevariance
in attrition intentions (R2= .07, F-Change = 3.49,
p < 0.01). Of the five control variables, only
respondents gender ( = .19, p < 0.01) and

organizational tenure (B = .21, p < 0.01) were

significantly related to attrition intentions. Adding
thetwo model variablesrelating to job satisfaction,
the R2 increased to .45. This indicated that job
satisfaction was ableto explain an additional 38%
(R2 Change = .38, p < 0.01) of the observed
variations on attrition intentions and above the
effects of demographic variables. Of the two job
satisfaction dimensions, both dimensions namely
financial conditions and non-financial conditions
were significant and negatively predict attrition
intentions. Indeed, financial conditions had the
most impact on the prediction of attrition intentions

(B =-.56, p < 0.01) followed by non-financia

conditions (B =-.26, p < 0.01). In other words,
financial conditions were found to be more
influential in explaining the variation in attrition
intentions. In sum, these findings support Hlaand
H1b. Thus, the hypothesisis fully supported.

Discussions

The results of this study showed that, of the
two job satisfaction dimensions, both financial
conditions and non-financial conditions were
significant and negatively related to attrition
intentions in five star hotels at Delhi.

Satisfaction from financial conditions has a
significant negativeinfluenceon attrition intentions
as hypothesized. It could be said that if the
employees feel contented in what they receive
compared to those of areferent other, they aremore
likely to be productive and remain with the
organization. Indeed, employeeswho percelved far
prospects of different work outcomes particularly
with regards to pay satisfaction, alowances and
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perquisitesmay view their current organization as
favorable and might not see outside aternatives
as attractive. Thus, the result implied that hotel
employeeswho perceiveahigher level of financial
facilities are less likely to have the intention to
leave their current organization. Similarly,
satisfaction from non-financial conditions
appeared to besignificantly and negatively predicts
on attrition intentions as hypothesized. Thisfinding
isinincongruence with the recent work of Hubbell
and Chory-Assad (2005), who found that if
employees’ perceived fairness and agood quality
of communication received in their organization,
they werelesslikely to leavethe organization. One
possible explanation for this unexpected finding
isthat employeesin this sample may perceive the
interpersonal treatment they receive to be unfair
(e.g. they are treated with dishonesty and
disrespect) and, in turn, they progressively seek
optionsof better job positionsthrough the external
labour market. Specifically, asthe external labour
market becomes more attractive, employees' tend
to engage morein job-search behaviors, reflecting
increased intentions to leave the organization.
Another explanation isthat there may be alack of
an interpersonal relationship between the
employees and the top management. Hotel
employees in this study may not have a close
interaction with the top management since
according to their job descriptions they perform
more operational tasks which require high
customer contact and less supervision from the
management (Dittmer, 2002). In addition, the
“culture’ or the “nature” of high job mobility
among employeesin the hotel industry asreported
by Iverson and Deery (1997) also could be one of
the conditionsemployeesin thissample continually
seek for better job promotions and job security.

The overall findings support the relationship
between job satisfaction (financial conditionsand
non-financial conditions) and attrition intentions.
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Consistent with thisnotion, the result impliesthat
five star hotels'employees at Delhi, who have
higher satisfaction of fairness of the financial
conditions and fairness of the interpersonal
treatment and other non-financial condition, would
be less likely to have the intention to leave their
organization. Most five star hotel employees at
Delhi only consider better pay or rewards, to be
necessary regardless of fairness in their
organization’s procedures. |n simplest terms, even
if employees are guaranteed fair procedural
treatment, they are more likely to leave the
organization.

Conclusions

Based on the aforementioned discussion, it
islogical to predict that when star hotel employees
perceive that they are treated fairly in terms of
outcome and procedures; they tend to stay in their
current organi zation and do not have theintention
of seeking a fairer alternative. Even though it is
not hypothesized, the results highlighted that the
satisfaction from financial conditions are found
to have a strong impact on attrition intentions
compared to satisfaction from non-financial
conditions. Thisisin accordance with Roberts et
al. (1999) who reported that satisfaction from
financial conditions was a more important
predictor of employees behavioral intentions
(attrition intentions) than satisfaction from non-
financia conditions. On demographic factors, only
employees’ gender and organizational tenure had
asignificant relationship with attrition intentions.
It was observed that, most male employees who
have high or low perceptions of job satisfaction
may have the intention of leaving their
organization. Additionally, the longer the
employees' stayed intheir particular organization,
the higher their attrition intentions.

From the managerial point of view, the findings

suggest that therelevant hotel authorities concerned
with reducing attrition intentions among their
employees should be consistent and focus their
attention on providing adequate fairness in terms
of reward allocation, formal procedures and
interpersonal treatment that fosters a positive
employee-organization relationship. Itishoped that
theresearch findings may offer someinsightsinto
hotel organization in Delhi, India to better
understand how they can retain their valuable
employees and reduce attrition intentions. It is
worth mentioning that job satisfaction (financial
conditions and non-financia conditions) played a
vital role in predicting employees' attrition
intentions such as, perceptions of organizational
fairness, inturn, will reduce employees' likelihood
of quitting the organization. Further researches
may be based on particular categories of employees
like operational, managerial or skill levelsmay be
taken into consideration.
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Abstract

Of late, there have been significant market expansion activities within the Islamic
economic systems. Islamic pawn broking activities are no exception. In Malaysia, apart from
being an important source of short term micro credit to the small business operators and
households who cannot get access to formal lending institutions, there is an increasing trend
of utilising the Islamic pawnbroking facilities for gold leverage trading. The significant economic
contribution of the pawn broking system should not go unnoticeable. This study aims to
identify the motivational aspects of Islamic pawn broking preference so as to understand the
perception towards the system itself. Factor analysis on the dataset obtained from an
exploratory survey of 200 randomly selected respondents in Kuala Lumpur capital city of
Malaysia, reveal among the salient factors are distinctive features of Islamic pawn broking in
comparison to its conventional counterpart, specifically the former's more competitive fee
and more transparent business dealings. Further analysis through clustering reveals a
segment of respondents advocating the knowledge dissemination of Islamic pawn broking to
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Keyword(s):

I ntroduction

Pawn broking is an exchange system where
people can get fast money by trading some
property. Within acertain period of time, they have
to pay back the amount of money i.e. what has
been given plusinterest to get their property back.
If they fail to do so, the pawnbroker has the right
to sell their property as the method of payment.
Ininformal financia institutions, pawnshops play
important role in providing some funds and fast
cash to society who hasthedifficultiesin obtaining
money from financial institutions. InMalaysia, the
pawn broking system has been established since
the era of 15th century. It was the Chinese people
who introduced this system that arrived in the

country through diplomatic relationship
@ GIABR Journal of Business| January - March 2014 |

increase public awareness of this relatively new system.

Islamic finance,market segmentation,pawn broking

(Shanmugan 1991). In 1972, Malaysiahas passed
Pawnbroker Act that governed thissystem operates
within the society. With increased awareness and
needs for financial products that abide to the
Islamic teachings, or termed as Syariah
compliance, among the Muslim community, the
role of the Islamic financial systems within the
Malaysian financial industry has aso increased.
Therapidly growing economies hasincreased the
demand for liquid cash as suchthe alternative
source of cash and short term debt facility made
available under the Islamic pawn broking system
isvery much welcomed by the Muslim society.

The Islamic pawn broking system is less
stringent and more transparent in comparison to
the conventional pawn system.Due to its own
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conception on interest and lower storage fee, the

cost of borrowing under Ar-rahnu schemeisproven

to bethelowest compared to itscounterparts (Bhatt

& Sinnakkannu, 2008). The other interesting

nature of Ar-rahnu operation is that the

operatorswould send reminders on the due date
before surrendering the pledged items. Should the
customer does not claim back the item, it would
be sold by Ar-rahnu and any excess from the
amount owed to the pawnbrokers would be

returned back to the customer (Rugayah, 1986).

Islam is a religion that encourages people to do

businessby increasing their size of capital through

trade but without lending based on interest because
there is no opportunity cost of lending money in

Islam. As such, the Islamic pawn broking system,

or known asAr-Rahnu, €liminatesthe conceptsthat

are based under the element of interest rate and
uncertainty. Instead, Ar-Rahnuadhere to the

Islamic principles which followthe four concepts

(Al-Zuhayli,1996):

I. Interest-free (Qard Al-Hassan): the borrower
hasto pay back the same amount of value of
what they borrow.

I1. Specia service charge (Ujrah)Ar-Rahnu are
eligible to collect service charges from the
borrower to cover for the operational cost
and act as service cost for the keeping and
maintenance fees.

[11. Trust (Wadiahyad-amanah): thisconcept act
as an instrument that allows the borrower to
leave their properties to the loaner until the
repayment can be made.

IV. Guaranteestorage (Wadiah-yad-dhamanah):
theloaner iseligiblereplacing any itemsthat
are missing or stolen during their period
safeguarding the property of the borrower.

The first three concepts listed above clearly
demarcatethe Islamic pawn broking from
conventional pawnshops(Mohammed et d., 2005).

Not insignificant number of studies has been
carried out on Islamic pawn broking systems. The
studies include both qualitative and quantitative
studies from which several psychographic
variables have been studied (Rugayah 1996;;
Appannan& Doris, 2011). Many have also
examined the level acceptance, perception,
awareness and satisfaction on Ar-rahnuscheme
(Azizah et a.,2012;; Bhatt & Sinnakkannu, 2008;
Hanudin et al., 2007).While many of these studies
focus on the customers or users of the pawn
broking scheme, none has studied the perception
and attitude of the non-users towardsAr-rahnu
scheme. Thisparticular study delved into the public
atitude towardsthe Idamic pawn broking scheme,
Ar-rahnu, which includes both users and the non-
users of the scheme.

Significance of Sudy

Despite contributing to thelacunaof Islamic pawn
broking study, thisresearch further underlinesthree
main objectives asfollow.

1) Motivational aspects.

Theresultsfrom the study are expected to provide
additional information on thefactorsthat motivate
the society to pursue the Islamic pawn broking,
Ar-Rahnu. Indirectly, thisstudy exploresthe extent
of public acceptance of Islamic financial products
by identifying the number of those who have
experience usingAr-rahnuproducts and services.

2) Market Segmentation

The output of this study also identifies
segmentations of the Ar-rahnumarket based items
or important attributes used to measure the attitude
and perception ontheAr-rahnu systemsitself. The
segmentation would assist in delivering the
marketing ‘messages so that the products and
servicescan be customi zed for each segment, hence
better position the Ar-rahnuscheme in the
marketplace.
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3) Target market.

By utilizing the motivational factors and market
segmentations some target marketscan be
ascertained to further assist the management of
existing and future Islamic pawn broking
operators, increase the level of confidence on the
product and subsequently further penetrate the
pawn broking market.

M ethodology

A sample survey study is conducted to gather the
data on attitude towards Islamic pawn broking
systemsfrom the Malaysian populacein the capital
city of Kuala Lumpur. A sample of 200
respondents from various groups of races aged
above 18 years old have participated in this study
where the datais gathered through questionnaires
administered by meeting the participants
individually in several areasin the Kuala L umpur
city center as well as through questionnaires
distributed online. The earlier method of data
collection hasincreased theresponserate effectively
whereas the latter has helped reducing the time
andfinancia constraintsin datagathering process.

Thequestionnaire consistsof close-ended questions
and is divided into two sections. Section 1 seeks
information on demographic background of the
respondents.Section 2 seeksrespondents’ opinion
with regardsto their knowledge and awareness on
the existence of Ar-Rahnu in Malaysia andthe
opinion of respondents on the qualities, features
and benefits provided by Ar-Rahnu.The second
sectioniscrucial indevel oping marketing strategies
for Ar-rahnu products and servicesthat suitstarget
population. In al measures a Likert-type scaleis
employed. Likert scaling format representsamore
systematic and refined means for constructing
indices. For example, with five response categories,
scoresof 1to 5isassigned to each category, taking
thedirection of theitemsinto account (e.g. assign
ascoreof 5to“strongly agree” for positive attitude
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towards the measured items and assign 1 to
“strongly disagree” for negative attitude towards
the measured items). Each respondent would then
have an overall score representing the summation
of the score to the many items that seem to reflect
thevariable being studied. The overall mean scores
are used for purpose of an item analysis resulting
inthe selection of the best items. Dummy variables
are also used as artificial variables created to
represent attributes with two or more distinct
categories.

Thedatacollected isanalyzed usinglBM Statistical
Package for Socia Sciences (SPSS) version 20.
Both univariate analysisand multivariate analysis
are carried out to analyze the data. Univariate
analysis like descriptive statistics is used to
examine the characteristics of the target
population. Meanwhile multivariate analysis is
used to examine the rel ationship between variables.
Cross-tabulations are used to examine the
relationship between categorical and scale data.
Factor Analysis is performed for data reduction
and summarization of information from many
variablesinto areduced set of variablesformed as
linear combinations of measured variables.
RESULTS AND DATA ANALYSIS
Demogr aphic profile

Of the 200 respondents, the femal es outnumbered
male respondents (56%:44%) and the majority
ethnic groupisMalay (76%) who have participated
in the survey. In Malaysia, the Malays are
synonymous to Muslim community as such
presumably composing the largest Islamic pawn
broking customers. Among the survey respondents,
the Chinese comprises 9%,Indian respondents
8.5%; followed by Other races; 6%.The total
number of respondents by marital status is 132
singles, 63 married and 5 divorced and by
education level are: 20 O-level-equivalent, 31
Diploma, 120 Bachelor and 29 Postgraduate study.
Table 1 provides further information on
respondents’ demographic profile.
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Table 1. General background infor mation of respondents

Demogr aphic background TOTAL User Non-user
Age (p = 0.004)
18to 23 86 23.3% 76.7%
241029 66 49.2% 50.8%
30to 40 35 45.7% 54.3%
41 and above 13 50.0% 50.0%
Race (p = 0.004)
Malay 151 32.5% 67.5%
Chinese 19 52.6% 47.4%
Indian 18 72.2% 27.8%
Others 12 25.0% 75.0%
Individual Monthly Income (p = 0.005)
Less than and equal to RM 1,000 76 25.0% 75.0%
RM1,001 to RM3,000 62 38.7% 61.3%
RM3.001 to RM5,000 29 62.1% 37.9%
More than RM5,000 33 42.4% 57.6%
Marital Status (p = 0.013)
Single 132 30.3% 69.7%
Married 63 50.8% 49.2%
Divorced 5 60.0% 40.0%
Employment Background (p = 0.016)
Housewife 3 33.3% 66.7%
Student 103 27.0% 76.0%
Entrepreneur/Self-employed 9 66.7% 33.3%
Public sector employee 31 41.9% 58.1%
Private sector employee 47 51.1% 48.9%
Others 7 57.4% 42.6%

Table 1 exhibits majority of therespondentsarein
the age group 18 to 23 years old (86/200). The
biggest composition in the Employment category
is Student, and the respondents earning monthly

income of RM1,000 and below constitutes the
largest income group i.e. 76/200.An
additionalprofile crucia for thisstudy isAr-rahnu
user/non-user composition. One of the measured
items. You have already used Ar-rahnu before; is
recoded into a dummy variable comprising two
groups (non-user: score less than 3; user: score
equals to 3 and above is used to identify the
composition of the Islamic pawn broking user
among the respondents. Large composition of
respondents in the aforementioned demographic
profile, however, will not result in biased results
for this study. This is because mgjority of them

are not users of the Islamic pawn broking. From
Table 1, notably, the percentage users of Ar-rahnu
in each profilegroups mentioned earlier are smaller
than the percentage of non-users: age group 18 to
23 years 0ld:26%; Malay: 32.5%,Singles. 30%;
and Students: 27%. Table 1 also depictsthat of the
total of 200 respondents, only 37.5% who have
actually used Ar-rahnu services whereas 62.5% of
them are the non-users. The p-values of the
respective demographic variables as shown in the
table indicate significant associations between the
demographic variables and the User/Non user
category variable.

Findings and Discussion

Results of the Exploratory Factor Analysis (EFA)

employed are analyzed to explain the attitude of
survey respondents towards the Islamic pawn
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broking systems, hence identify the motivational
aspects of the systems. Significant Bartlett's test
of sphericity and Kaiser-Meyer-Olkin measure of
sampling adequacy value of 0.829 indicate the
appropriateness of factor analysis technique for
this study. In all cases, principal component
approach with variamax rotation is employed to
extract theinformation from 21 measured variables
into areduced set of 17 variableswith high loadings
(larger than 0.5). Table 2 summarizes5 factor

components with eigenval ue greater than 1 which
explain 60.43% cumulative percentage of Total
Variance. The reduced number of factors would
enhance the interpretability of the motivational
factors. The five motivational factor components
identified are listed in Table 2. The five
motivational factor components are Nature of
product, Service quality, Advertisement promotion,
Knowledge dissemination, and Source of
information.

Table 2: Results of Principle Component Analysisfor Measured Items

Bartlett's Test of Sphericity
Approximate Chi-square = 1448.99

df = 231

significance = 0.000

Kaiser-Meyer-Olkin measure of sampling adequacy = 0.829

Factor Interpretation Measured item (variable) Loading Areas of Future
(% variance explained) Marketing Strategy
Factor 1 Ar-Rahnu system is able to compete 0.763
Nature of product others pawn broking system in the market
(28.43%) Ar-Rahnu customer services are better 0.668 Product- based
than other pawn system. research
There is difference between Ar-Rahnu system 0.595
and the conventional pawn system.
Ar-Rahnu offers the lowest operational fees 0.573
compared to other pawn broking system.
Factor 2 You have an enough understanding on
Service quality Ar-Rahnu service. 0.692
(8.36%) If you have used Ar-Rahnu services, you 0.644
will use the service again in future due to
the qualities that has been provided. Customer
Ar-Rahnu services accommodate latest 0.569 satisfaction/
system when dealing with customers Customer Study
Ar-Rahnu service is available to reach 0.531
nearby in your area.
Factor 3 You had come across any banner or 0.827
Advertisement advertisement that promote on Ar-Rahnu
(6.89%) You have heard or see the Ar-Rahnu 0.816 Promotion
advertisement in radio and television. channel
You have trust on Ar-Rahnu through 0.519
the advertisement.
Factor 4 Ar-Rahnu should be exposed to us
Knowledge since our secondary school day 0.761 Promotion
Dissemination (6.21%) Having knowledge on Ar-Rahnu is 0.695 channel
essential for us.
You will promote Ar-Rahnu to others to use it. 0.547
Factor 5 If you have used Ar-Rahnu, you will to influence 0.793
Source of Information and persuade others to use the services
(5.48) due to the quality services that have
been provided
Ar-Rahnu services provide enough information 0.711 Promotion
through the pamphlet and booklet. channel
Post office is the best place to open 0.682
Ar-Rahnu counter.
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From Table 2, the salient factor can be identified
as the Nature of product. This factor is major
aspect that motivates one to purse Ar-rahnu
scheme. Service quality isthe motivational factor
that constitutes the secondlargest percentage of
variation explained. The finding on the positive
attitude towards service quality of Ar-rahnu
actually supportsthestudy by Azizah et a. (2012).
While Advertisement as promotion channel aso
hasbeen revealed in aprevious study (Appannan&
Doris, 2011), the importance of dissemination of
information on Ar-rahnu has been emphasized in
a study by Bhatt and Sinnakkannu (2008).Each
motivational factor can further assist future
marketing strategy for Ar-rahnu by identifying the
potential marketing aspects. Table 2 outlines the
potentia aspects of marketing strategy relevant to
each factor. To further study the underlying
characteristics of each motivational factor, amean
score of all measured items comprising each factor
is computed to represent each factor variable and
utilized for further anaysis.

Cluster analysis is employed next to identify the
market segmentations of Ar-rahnu existing and
potential customers based on the reduced number
of measured item. The underlying characteristics
of each homogeneous cluster further be utilized to
help planning the future effective marketing
strategy for Ar-rahnu. By using Ward's
hierarchical approach and Agglomeration
schedule, four clusters are identified. The four

clusters are Non-users, Product-oriented,
Information seeker and Information provider.The
type of cluster identified is based on the mean
scoresfor each measured items of the respondents.
The first cluster, Non-user segments the
respondentsinto thosewho are and are not involved
with the Ar-rahnu operation. The second cluster is
the ‘Product oriented’ respondents whose main
concern is the nature of pawn broking product
offered by Ar-rahnu which is different from the
conventional system. The third cluster identifies
the respondents who would normally seek for the
information on Ar-rahnu operation. Finaly, the
fourth cluster comprised of those respondentswho
arewillingly provide theinformation on Ar-rahnu
to other people. Cross tabulation of the cluster
variable and the User/Non-user variable shows
significant associations (p = 0.000) between the
two variableswhere 240f 25 respondentsin Cluster
1 (Notinvolved) fallsunder the Non-user category.

To study the mativational factor of each cluster,
ANOVA on clusters for each motivational factor
isperformed and the mean score of each cluster is
analyzed. The results of ANOVA indicate thatthe
mean scores across clusters in all factors are
significantly different(p < 0.005). In short, al
factor components have significant effect on the
clusters. The mean score of each cluster for each
factor shed light onthe attitude of respondentsfrom
different clusterstowardsthefactors. Table 3 below
summarizes the results.

Table 3: The mean scoresof cluster s across each motivational factor

Factor Component Not involved | Product|Information|nformation
oriented| seeker provider
Nature of product 2.568 4.381 3.444 4.444
Service Quality 2.901 3.538 3.243 4.334
Advertisement/ promotion 2111 3.908 3.428 4.692
Knowledge Dissemination 3.035 3.928 3.402 4.490
Source of Information 2.896 3.914 3.365 3.996
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Table 3 obvioudy showsthat respondentsbel onging
to the Information-provider cluster are highly
motivated by all factors. Both Product-
orientedrespondents and Information seeker are
motivated by the nature of Ar-rahnu products. The
resultsal so depictthe Product-oriented respondents
have positive attitude towards Ar-rahnu service
quality, its advertisement and other sources of
information on the product. It isalso interesting to
note that those who are not involved with Ar-rahnu
operation equally agree upondisseminating the
knowledge on Ar-rahnu operation.

Toexamineif thereisany effect of usersand cluster
type on each motivating factor, ANOVA using
GLM approach is performed on the factors with
cluster and user/non-user asthefixed factors. The
summary resultsof ANOVA in Table4 only include
the mean scores of factorswhich show significant
differencebetween users and non-users for

particular clusters. For instance, thereissignificant
difference on the effect of Nature of Ar-rahnu
products between user/non-user respondents for
the following clusters: Not involved, Information
seeker and Information provider. Nonethel ess, the
perception of both user and non-user from Product
oriented cluster on the Nature of Product is
indifferent as such the results are not included in
Table 4. Apparently, the results indicate that the
Nature of Ar-rahnu products does appeal to both
user and non-users of Product oriented cluster.
Whiletheusersnormally score higher than the non-
usersfor most factors, notably, the non-usersfrom
Information seeker group score higher on
Advertisement and K nowledge dissemination. Of
the same, the results depict thateven the non-users
advocatethe promotion through Advertisement and
disseminatingthe knowledge and information on
Ar-rahnu scheme.

Table 4: Results of ANOVA with GLM on Motivational factorswith User/Non-user
and Cluster type asfixed factors.

Motivational Factor

Mean score of User/Non-user within each Cluster

Nature of Product

Not Involved: User (2.00); Non-user (3.14)
Information Seeker: User (3.76); Non-user (3.30)
Information Provider: User (4.65); Non-user (4.42)

Service Quality

Product Oriented: User (3.82); Non-user (3.38)
Information Seeker: User (3.57); Non-user (3.00)
Information Provider: User (4.61); Non-user (4.14)

Advertisement/ promotion

Information Seeker: User (3.44); Non-user (3.55)

Knowledge Dissemination

Information Seeker: User (3.24); Non-user (3.57)

Source of Information

Product Oriented: User (4.18); Non-user (3.76)
Information Seeker: User (3.64); Non-user (3.21)

Conclusions

The moativational aspects and perception on the
Islamic pawn broking scheme, Ar-rahnu is
examined in this study. The analysisin this study
also utilizes an additional variable derived from
the data set, i.e. users and non-users of Ar-rahnu.
Five motivational factors of Ar-rahnuhave been
identified, here, in this study. The factors are
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interpreted as Nature of product, Service Quality,
Advertisement promotion, Knowledge
dissemination and Source of information. Among
the factors, Nature of product has been identified
as the salient factor. This is the most appealing
factor,not only to those who have already usedAr-
rahnu scheme, but more importantly, to the non-
users.The study a so segment the respondentsinto
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four different clusters namely, Product oriented,
Information seeker, Information provider and Not-
involved respondents. Both user and non-user
respondents in the Product oriented cluster show
positive attitude on the Nature of Ar-rahnu scheme.
As revealed in a previous study, Ar-rahnu offers
the cheapest cost of short term loan, and deemed
to practice more transparent business dealings. It
is the nature of Ar-rahnu scheme that constitute
themost important motivational aspect toinfluence
the decision to pursuethe scheme. In similar vein,
positive attitude towards Ar-rahnu service quality,
recommendations on promotion through
advertisement and knowledge dissemination of Ar-
Rahnu scheme has been shown both by the users
and non-users of the scheme. The importance of
disseminating knowledge and information has been
highlighted in previous study, but in this study, it
hasbeen emphasi zed particularly by the non-users.
The Islamic pawn broking scheme, Ar-rahnu
already hasits own market niche. By offering the
best pawn broking practice, Ar-rahnu is the best
option for fast cash and short term micro credit.
The number of Ar-rahnu operators must be
increased. Thiswill help to reduce the number of

people to be involved in the unfair recovery
practices of the illegal money lenders with
exorbitant interest rate charges.
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Abstract

Low fertility rates, longer life expectancy and improvement in health are some of
the main causes of demographic changes in the world. As the proportion of aging population
increases, the emerging of grey market creates more demand in understanding the
consumption of older consumer especially for segmenting them. As lifestyles of people are
different than the previous generation, continuous research is very much needed. The paper
identifies the market segmentation for old people by observing the consumption expenditure
patterns of household headed by elderly aged 55 and older. Based on a survey administered
in Peninsular Malaysia, two-way cluster analysissuggests multiple consumption patterns exist
betweenhead of household aged 55 to 64, 65 to 74 and 75 and older. Elderly aged 55 to 64
could be grouped into five segments, three and twosegments for the other age groups,
respectively.Each market segments were differentiable by proportion of amount spendwith
respect to total consumption expenditure on goods and services grouped by twelve types of
consumption.This verifies thatgrey market should not be treated as a homogenous market.
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1. Introduction

Since 1950's, statistics have shown that the
world populationissowly shifting from expansive
to congtrictive population pyramid. United Nations
(2010) predicted that in 2015, there will be more
people aged 65 and above than children under age
five. The number of people aged 65 and older
would aso grow from 524 millionin 2010 to nearly
1.5billionin2050. Driven by falling fertility rates
and remarkableincreasesin life expectancy, World
Health Organization (2011) predicted that aging
population will continue to increase at an
accelerating rate. With increasing proportion of
aging population, older consumers should not be
neglected market sesgmentation.

As the boost in number of elderly creates

more opportunity in grey market, the importance
of studying this market group is worthy of
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attention, understanding and effort (Burt and
Gabbott 1995). Consumption studies are one of
the common approaches used among marketersand
retailers for market segmentation. Since lives of
peopleover 50 aresignificantly different thantheir
parents or grandparents, Szmigin and Carrigan
(2001) stressed the need on continuous research
on old people.Nonetheless, despite numerous
works had been donein the area, older consumers
remain under-research (Kohlbacher and Cheron
2012). Motivated by it, the paper firstly examines
the consumption expenditure patternsfor the grey
market and then uses it to identify its market
segmentation.

Literature Review

Investigating consumption pattern requires
strict definition on goods and services observed,
mode and type of measurement. Food
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consumptions pattern are commonly used in health
related studies. The sameitemswerealsousedin
previous study as a proxy of total consumption.
Previous studies on consumption quantified the
amount consumed for specified time interval,
frequency or mode of consumption and amount
spend on it. Measuring quantity of food taken per
day is commonly used in nutritional and health
related studies such asin Yang et a. (2011). The
guantity consumed could also be converted into
monetary units to represent consumption. Due to
the difficulties in measuring the exact quantity of
consumption, many studiesweredoneby observing
the mode of consumption such asin Randall et a.
(1992), Huet a. (2000), Corredl eiteet al. (2003),
and Sylvetsky et a. (2012) or amount spendfor
household such asin Millican (1962), Daviset al.
(1983), Mok et al.(1995),Abdel-Ghany and Sharpe
(1997), and Ong and Phillips (2007). Fisher et a
(2008) argued that more comprehensive
consumption data should be applied instead of
food. They also raise the issue of accuracy of
consumption measurement. Many recent studies
use census datawhich gathered the amount spend
on a list of goods and services classified in
Individual Consumption Expenditure of
Households, COICOP introduced by United
Nation or primary data collected through surveys.
The classification of goods and services in those
surveysusually adopted from COICOP with some
modifications.

The early study on elderly consumption
pattern such asby Millican (1962) assumed elderly
to be homogenous group. Later studies (Harrison
1986; Dychtwald 1997; Silvers 1997) had found
the significant differencein consumption patterns
exists not only between older and younger
consumer but also among the older population
themselves. Defining ageisacritical measure for
analysing this focus group. Therange variesfrom
studies to studies but mostly the starting age is
around the statutory retirement agefor the country.

As the statutory retirement age for Malaysiawas
55 at the point when the data were collected, the
paper defines grey market as elderly aged 55 and
above. Many studies also split the elderly into
several age groups. Abdel-Ghany and Sharpe
(1997)classified the elderly between 65-74 and 75
and above. The study concludes elderly aged
between 65-74 had higher tendency to spend on
food at home, food away from home, acohol and
tobacco, transportation, entertainment, and
personal insurance; contradict with housing,
apparel and apparel services, healthcare, and
persona care. Study by Ong and Philips (2007)
showstherewere significant differences on amount
spent on food; grossrent, fuel and power; transport
and communication; medical care and health
expenses, recreation, entertainment, education and
cultural services; clothing and footwear between
elderly aged 55-64, 65-74 and 75 and above.
Following the same approach by previousstudies,
the analysis in this paper also divides the elderly
into three age groups, namely 55-64, 65-74 and
75 and above. For each age group, the number of
market segmentswould beidentified based onthe
underlying pattern observed from household
consumption expenditure.

Resear ch M ethodology
Sour ce of Data and Data Collection

The analysis was done using primary data
collected through face to face interview
administrated in 2011. It involved 1500
respondents from 12 states in Peninsular of
Ma aysiafrom randomly selected urban and rural
community weighted by three main ethnic groups
in the country. Multiple stratification sampling
technique based on el derly popul ation distribution
aged 55and above by states, gender and ethnicity
was used. To validate the questionnaire, a pilot
survey was conducted in December 2010 involving
30 respondents prior to actual survey. Respondents
were asked to give estimated amount spent for a
list of goods and services listed under COICOP
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(UN, 2009) which consist of fourteen categories
of expenses measuring consumption expenditure
for a household. They aso need to declare the
frequency of spending as per year.

Based on the response from the pilot survey,
twelve categories were listed in the actual survey
namely, (1)TC1l: Food and non-alcoholic
beverages, (2)TC2: Alcoholic beverages, tobacco
and narcotics, (3)TC3: Clothing and Footwear,
(4)TC4: Housing, Water, Electricity, Gas and
Other Fuels, (5)TC5: Furnishings Household
Equipment and Routine Household Maintenance,
(6)TC6: Health, (7)TC7: Transport, (8) TCS:
Communication, (9)TC9: Recreation and Culture,
(10)TC10: Education, (11) TC11: Restaurantsand
Hotels, and (12)TC12: Personal Care. All
responses from the interviews were recorded in
questionnaire formmanually and then
processedwith SPSS 20.0. After data cleaning,
only 1335 questionnaireswere usablefor analysis.
Questions on social-demographic background and
financial information areasoincluded intheform.

Measures and Statistical Analysis

Two-stage clustering technique was used for
identifying consumption expenditure pattern. The
techniqueisshown to be suitablein handling large
data setswith both numerical and categorical data
simultaneously (Chiu et a, 2001). The procedure
combines both hierarchical and non-hierarchical
algorithm. The first stage of analysis involves a
procedure similar to k-means algorithm. Based
on the result of the first algorithm, homogenous
cluster feature tree with “leaves’ representing
distinct objects in the dataset is generated. It is
known as modified hierarchical agglomerative
clustering procedure. This technique alows the
number of clustersto fixed, maximized to acertain
value or automatically decided based on severa
statistical evaluation criteria such as Akaike's
Information Criterion (AIC) and Bayes
Information Criterion (BIC). Assessment of the
validity and stability of the output could be done
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by comparing the output runs with two other
techniques. Silhouette measure of cohesion and
separation isthe overall-good-of -fit for two-stage
clustering solution. The values range between -1
and 1 where 0.20 indicatesapoor solution quality,
between 0.20 and 0.49 as fair solution and 0.5
and above as good solution. Each variables or
referred as predictor in the final output is given a
scoreranged between O and 1. Thehigher the score,
themoreimportant the predictor isto theanalysis.
A good model should have most of its predictors
with score approaching 1. Low score is an
indicator that the number of predictors should be
reduced. Highly correlated variables, too many
variables and variables with low important score
should be avoided. Mooi and Starstedt(2011)
observes that researchers frequently handle this
issue by applying cluster analysis to the
observations' factor scores derived from a
previoudly carried out exploratory factor analysis.
This paper would use the output of exploratory
factor analysisasindicator on reducing the number
of variablesto increase the overall-good-of -fit for
two-stage clustering solution. This is done by
creating anew variable which isthe sum of initial
variables belong to the same factor. Twelve
variables were used in both multivariate analyses
are proportions of amount spend for each type of
consumption with respect to the total amount
spends per year.

Characteristics of the Sample

At the point when the survey was conducted,
the interviewed head of households were aged
between 55 and 98 years old. The sample is
represented by 60% who lives in urban area and
40% livesin rural area. Mgority of them retired
from private sector, followed by non-formal sectors
and public sector. Lessthan 20% of the respondent
never receives formal education. Comparison of
proportion of respondent by age groups showsthe
sample is a fair representative of the elderly
population as of 2010. As shown in Table 1, the
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sample contains 71% of age 55-64 which is 3%
less than population, 22% of age 65-74 which is
4% more than population and 7% of age 75 and
older whichis1% lessthan population. Thesample
was dominated by male. Although the elderly
population, as of 2010, in the country is
represented by equal proportion of male and
females, the biased in gender is expected as the
target group of the survey isthe head of household.
Indians are slightly over sampled to ensure
sufficiency of sample size for ethic group
comparisonsin future analysis. The proportion of

elderly population in Malaysia based on 2010
Census by ethnicity is 51% for Malay, 40% for
Chinese and 8% for Indian. Respondents in the
sample comefrom middle classand lower income
group with mean current monthlyincome of
RM2,250.40 for age group 55-64, RM1,303.01
for age group 65-74 and RM1,035.98 for age
group 74 and above.However, the distribution of
income at pre-retirement and current income was
not concentrated at its mean. All the distribution
isskewed to theright indicating its medianisless
than mean.

Table 1:Frequency and Percentage of Respondent in the Sample by Social-
Demogr aphic Characteristics.

Variable Age Group

55-64 65-74 75+
Samplesize 945(71%) 299(22%) 91(7%)
Gender
Male 605(64%) 203(68%) 58(64%)
Femae 340(36%) 96(32%) 33(36%)
Ethnicity
Malay 595(63%) 148(49%) 39(43%)
Chinese 191(20%) 117(39%) 44(48%)
Indian 159(17%) 34(11%) 8(9%)
Education level
No formal education 137(15%) 75(25%) 46(51%)
Primary 199(21%) 93(31%) 26(29%)
Secondary 370(40%) 90(30%) 17(19%)
Tertiary 229(24%) 38(13%) 2(2%)
Location
Rural 590(62%) 170(57%) 45(49%)
Urban 355(38%) 129(43%) 46(51%)
Pre-retirement Employment Status
Paid worker
Private Sector 243(26%) 99(33%) 22(24%)
Public Sector 446(47%) 109(36%) 30(33%)
Self-employed 256(27%) 91(30%) 39(43%)

Source: From the survey data.
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Consumption Expenditure Patterns

On average, respondents age group 55-64 spent
RM18,352.28 per year. For respondents age group
65-74 and age group 75 and above, their average
spending was RM 12,558.54 and RM 8,674.62 per
year, respectively. Out of 945 respondents age
55-64 , dmost al had spent on TC1 and more
than 70% of them purchased goods and/or services
under TC4, TC7 and TC8.Less than 30% of the
respondent spendson TC2, TC5, TC10and TC12.
The mean amount spend for each types of
consumptionisshown in Table 2 under column'Y.
Based on the mean, the highest expenditure were
on goods and/or services under TC10, TC7 and
TC1. On average less than RM 1,000 were spend
per year on TC3 and TC12. The distribution of
amount spends for each types of consumption are
not normally distributed and skewed to the right.

Observation on proportion of amount spend by
type of consumption with respect to the total
amount spend are also not normally distributed
and skewed to theright. As shown in column Z of
Table 2, theaverage of proportion spend on goods
and/or servicesunder TC1, TC4 and TC7 isalmost
70% of their total expenditure.

The same pattern can be observed as when
the comparison on the proportion of respondent
spending on each types of consumption was made
between the three age groups. TC1 remains the
most purchased goods and/or services made across
al age group followed by TC4 and TC7.However
the percentageisgetting smaller asage decreased.
In contrast, TC6 showed anincreasing trend. Table
2 also shows that the average amount spend for
each typesof consumptionishigher for theyounger

age group.

Table 2: Descriptive statistics on Household Consumption Expenditure per Year.

Age Group,
Variablg 55-64 65-74 75+
X Y Z X Y Z X Y Z

TC1 94% | 5,106.27 | 37.25% | 85% | 4,853.12 | 38.62% | 80% | 3,636.16 | 35.49%
TC2 27% | 2,246.86 | 3.39% | 22% | 1,908.36 | 4.16% 19% | 1,281.18 | 3.31%
TC3 38% | 962.13 | 1.85% | 29% | 981.94 | 1.74% | 44% | 598.00 | 2.90%
TC4 76% | 3,282.65 | 14.09% | 73% | 2,352.67 | 13.94% | 75% | 2,111.84 | 16.91%
TC5 26% | 2,271.06 | 2.18% | 23% | 1,950.18 | 1.97% | 32% [ 686.90 | 2.11%
TC6 37% | 1,595.68 | 2.60% | 47% | 2,061.19 | 6.43% 55% | 1,619.52 | 10.34%
TC7 71% | 6,300.24 | 17.89% | 63% | 3,048.16 | 11.58% | 56% | 1,592.94 [ 9.10%
TC8 72% | 1,480.48 | 5.69% | 58% | 939.70 4.82% 57% | 776.08 | 4.68%
TC9 54% | 1,536.21 | 3.60% | 49% | 1,131.97 | 3.99% | 36% | 1,045.82 | 3.53%
TC10 ([25% | 6,161.63 | 5.47% | 9% | 5,499.86 | 2.11% 7% | 2,560.00 | 0.65%
TC11 ([41% | 1,957.53 | 5.00% | 52% | 1,854.66 | 10.04% | 44% | 1,593.60 | 9.96%
TC12 |28% | 555.00 | 0.98% | 29% | 217.70 | 0.59% | 26% | 300.50 [ 1.00%

Source: From the survey data.
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Note: valuesin Ringgit Malaysia

is combination of sum of proportion spends on

X = Percentage of respondent spending,

Y = Meanof W, W=amount spend by each respondent,

Z = Meanof V, V=proportion of W with respect to total amount spend.
Findings

At the initial stage of the multivariate analysis,
two-stage cluster analysisfor each age group was
conducted with proportion of amount spend with
respect to the total amount spend for 12 types of
consumption denoted by V intable 2 aspredictors.
Asshownin Table 3, thisinitial clustering models
generated wereagood model. Out of 12 predictors,
the number of cluster generated by the analysesis
3 clusters for age group 55-64 and 2 clusters for
the other age groups. The silhouette measure of
cohesion and separation for all three age groupsis
less than 0.5. Only few of the predictors are
important in the models. This indicates that the
clustering models generated from 12 types of
consumption are not a good model. Then,
exploratory factor analyses were done to reduce
the number of predictors. The rotated component
matrix generated from exploratory factor analysis
asshownin Table4 suggeststhe datato be reduced
from 12 predictorsinto 6 predictors. However each
age group had different set of combinations for
each predictor. For age group 55-64, its first
predictor isnow combination of sum of proportion
spends on TC1, TC7 and TC8 with respect to the
total amount spends per year. The second predictor
represented by sum of proportionsspendson TC3,
T6 and TC12. In some of the modified predictors
such as the fourth and fifth predictor's for age
group 55-64, it is represented by single type of
consumptions which is TC4 and TC10,
respectively. For age group 65-74, itsfirst predictor

TC1, TC7 and TC9 with respect to the total
amount spends per year. The second predictor
represented by sum of proportionsspendson TC11
and TC12. For age group 75 and older, its first
predictor is combination of sum of proportion
spends on TC4 and TC8. The second predictor
represented by sum of proportionsspendson TC1,
TC7 and TC11. Thisis an early indicator that
segmentation for elderly isnot homogenous across
age group. While some types of consumption
standing alone as a predictor, exploratory factor
analysis suggests other types of consumptions
portray similar behavior. Based on output from
exploratory factor analyses, another two-way
cluster analyses is conducted. These modified
models are still not satisfactory. Based on the
predictor importance score, factorswith scoreless
than 50% are combined. In specific, F6 and F2
are combined for age group 55-64; F3, F1, F5
and F6 are combined for age group 65-74; and
F4, F1 and F2 are combined for age group 75 and
older in the final models. The cluster analyses
resulting from the redefined predictorsisfound to
be a much better models with more than 0.5
Silhouette measure of cohesion and separation.
Based on the fina model of the two-way cluster
analysis, the grey market could be segmented into
five segmentsfor age group 55-64, three segments
for age group 65-74 and two segments for age
group 75 and above.
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C3 (476, 50.4%)

Indicator Age Group
55-64 65-74 75+
Initial model
Initial number of predictor 12 12 12
Number of cluster generated 3 2 2
Silhouette measure of cohesion and separation 0.2 0.2 0.3
Clusters (size, %) C1 (347, 36.7%) C1(251, 83.9%) C1 (68, 74.7%)
C2 (122, 12.9%) C2 (48, 16.1%) C2 (23, 25.3%)

C2(298, 31.5%
C3(132, 14.0%
C4(264, 27.9%
C5(127, 13.4%

222

Predictor importance score TC1=1, TC7=0.59, TC6=1, TC1=1, TC11=0.76,
TC5=0.48,TC8=0.24, TC10=0.86, TC9=0.57, TC2=0.43,
TC10=0.21,TC12=0.19, TC1=0.45, TC12=0.35,
TC4:0.17, TC3=0.17, TCS=0.42, TC4:0.28, TC5=0.23,
TC6=0.16, TC2=0.12 _ TC10=0.22
; TC3=0.27, vues,
TC8=0.19, TC6=0.15, TC7=0.14
TC11=0.14,
TC12=0.13,
TC7=0.09,
TC2=0.07
Modified model
Initial number of predictor 6 6 6
Number of cluster generated 5 2 2
Silhouette measure of cohesion and separation 0.4 0.3 0.3
Clusters (size, %) C1(124,13.1%) C1(62, 20.7 %) C1(21, 23.1%)

C2(237, 79.3%)

C2(70, 76.9%)

Predictor importance score F1=1, F4=1, F3=1,
F4=0.99, F2=0.79, F5=0.97,
F3=0.82, F3=0.41, F6=0.53,
F5=0.82, F1=0.33, F4=0.22,
F6=0.38, F5=0.33 F1=0.1,
F2=0.36 F6=0.31 F2=0.02

Final model

Initial number of predictor 5 3 3

Number of cluster generated 5 3 2

Silhouette measure of cohesion and separation 0.5 0.6 0.8

Clusters (size, %)

C1(288, 30.5%)
C2(118, 12.5%)
C3(305, 32.3%)
C4(127, 13.4%)
C5(107, 11.3%)

C1(104, 34.8%)
C2(143, 47.8%)
C3(52, 17.4%)

C1(74, 81.3%)
C2(17, 18.7%)

Predictor importance score

P1=1(F1), P2=0.95(F4),

P3=0.82(F3), P4=0.81(F2+F6),

P5=0.77(F5)

P1=1(F4),
P2=0.99(F2),
P3=0.85(F1+F3+F5+F6)

P1=1(F2+ F4+F6),
P2=0.43(F5),
P3=0.41(F3)

Source: From the survey data.

Note: Analysesweredonewith BIC asclustering criterion, Likelihood as distance measure and automated

number of cluster.
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Table 4: The Rotated Component Matrix from Exploratory Factor Analysis.

Types of Consumption

Age group | Factors

TC1 TC2 | TC3 | TC4 | TC5

TC6 | TC7 | TC8 [ TC9 [ TC10 TC11 T1C12

55-64 F1 0.82

0.86 | 0.44

F2 0.72

0.69 0.40

F3 0.73

0.66

F4 0.90

F5

0.81

F6

0.71 0.65

65-74 F1 0.75

0.67 0.57

F2

0.72 0.68

F3 0.65

0.45 0.64

F4 0.83

F5 0.59

0.78

F6

0.94

75+ F1 0.77

0.70

F2 0.62

0.73 0.71

F3 0.43

0.74 0.77

F4

0.91

F5 0.65

0.53

F6

0.90

Source From the survey data.
Note: Values shown are the absolute value.

Rotation converged in the analysis for age group 55-64 in 14 iterations, age group 64-74 in 13 iterations, age

group 75+ in 9 iterations.
Extraction Method: Principal Component Analysis.

Rotation Method: Varimax with Kaiser Normalization.

TheMarket Segmentation

Out of five market segments generated for age
group 55-64, mgjority of the respondents were
classified under market segment C3 and C1. For
age group 65-74, more than 47% of the
respondentswere classified under market segment
C2. Over 80% of respondents from age group 75
and above were classified under market segment
C1. To understand each of the market segments
better, the distribution of proportion spend with
respect to total spending were observed for each
segment. The mean of the distributions is shown
in Table 5. Among respondents age 55-64 whofalls
under market segment C1, about three-fourths of
their annual spending wereallocated for goodsand
services listed under TC1 and TC4. Similar
observation could be seen for segment C5.
However respondents in segment C1 spend more
on TC1 while respondents in segment C5 spend

moreon TC4. Segment C2isformed by households
who dedicated 80% of its total spending on TC1,
TC2, TC7 and TC11 and segment C3 spend 79%
ongoodsand serviceslisted under TC1, TC4, TC7
and TC10.Respondentsin segment C4 showsmore
variation of goods and services. They alocated
one-fifth of their expenditure on TC1 and 45% of
iton TC4, TC5, TC6 and TC7. For age group 65-
74, itsfirst market segment portrayssimilar pattern
asfirst market segment for age group 55-64. The
second market segment, C2, consists of
respondents who spend 67% of total expenditure
on TC1, TC4, TC6 and TC7. For segment C3,
majority spend on TC1, TC7 and TC11. The two
market segments for age group 75 and above can
beeasily differentiate by their consumption pattern.
For segment C2, 70% of total expenditure was
alocated for TC1, TC4 and TC6 whereas segment
Clspend 71%onTC1, TC2, TC4, TC9and TC11.
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Table 5 also shows small amount were spend for
TC2, TC3, TC5, TC11 and TC12 in most market
segments. Only Market segment C2 (age group
55-64) and segment C1 (age group 75 and above)
allocate higher proportion on TC2 and segment
C1 (age group 75 and above) for TC9. For T10,

market segments C3 spend more on it ascompared
with other market segment within same age group
and across other age groups. For T11, two market
segments spend more on it are segment C2 (age
group 55-64) and segment C3 (age group 65-74).

Table5: Mean proportions of amount spend by types of
consumption over total expenditure per year.

Variable
55-64

Age Group

65-74 75+

Cl C2 C3 C4 C5

Cl C2 C3 Cl C2

TC1
TC2
TC3
TC4
TC5
TC6
TC7
TC8
TC9
TC10
TC11
TC12

70.7%
1.4%
1.1%
9.6%
0.5%
1.0%
5.5%
3.8%
2.4%
1.5%
2.2%
0.4%

22.71%
14.2%
1.5%
7.7%
0.3%
1.5%
17.0%
5.3%
3.8%
1.2%
24.0%
0.8%

19.8%
2.4%
1.6%
10.6%
1.4%
2.0%
35.7%
7.1%
3.8%
13.0%
1.9%
0.6%

25.0%
1.2%
5.7%
11.5%
10.9%
10.2%
12.6%
7.6%
4.2%
4.0%
2.9%
4.3%

27.6%
2.3%
0.3%
46.0%
0.8%
0.8%
7.7%
4.8%
5.5%
1.3%
2.8%
0.2%

70.8%
1.0%
1.0%
11.3%
0.7%
3.5%
3.6%
2.2%
2.4%
0.5%
2.4%

21.3%
5.5%
2.8%
18.6%
3.4%
10.4%
16.7%
7.3%
5.3%
4.0%
4.3%

21.2%
6.7%
0.3%
6.1%
0.7%
1.2%
13.4%
3.0%
3.4%
0.0%
42.8%

16.6%
15.3%
1.7%
12.3%
0.8%
8.6%
8.0%
4.2%
12.6%
3.3%
13.7%

40.3%
0.6%
3.2%
18.2%
2.5%
10.9%
9.5%
4.9%
1.5%
0.0%
7.9%

0.5% 0.4% 1.3% 2.7% 0.6%

Source From the survey data.
Summary and Conclusion

Used to be aniche and neglected market, the
emerging grey market attractsresearchersto study
this focus group. Assumed to be represented by a
single market segment, evidence from previous
empirical studies had shown that the elderly from
different age groupsbehavesdifferently. Extending
from that, this paper exploresthe possibilities of
multiple market segments within the grey market
by three age groups.

Based on asample of head of householdsaged
between 55to 98 who livesin Peninsular Malaysia,
the amount spend was higher among the younger
age groups. Each age group allocated most of their
total expenditure on different set of goods and
services. For the three age groups, approximately
two-third was spent on (a)Food and non-alcoholic
beverages, (b) Housing, Water, Electricity, Gasand
Other Fuels and (c)Transport. Eventhough Food
and non-al coholic beveragesisthe most purchased
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goods and services for al three age groups, their
expenditure all ocation decreases as age increases.
Allocation on goods and services under Health
showed an increasing trend. Retired as middle or
lower income group earners, all age group
allocated less than 10% for (a)Clothing and
Footwear, (b)Furnishings Household Equipment
and Routine Household Maintenance, (c)Education
and (d)Personal Care.

The multivariate analyses suggest the grey
market to be segmented into five market segments
for age group 55-64, three segments for age group
65-74 and two for age group 75 and above. Each
market segments portray different consumption
expenditure patterns. Market ssgment C1 for age
group 55-64 and segment C5 allocate most of their
total expenditure on (&) Food and non-acoholic
beverages and (b)Housing, Water, Electricity, Gas
and Other Fuels. The difference between the two
market segment is segment C1 spend less on Food
and non-a cohalic beverages. Segment C2 had spent
on more variation of goods and services under (a)
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Food and non-alcohalic beverages, (b) Alcoholic
beverages, tobacco and narcotics, (€) Trangport and
(d) Restaurants and Hotels and segment C3 spend
most on (8) Food and non-alcoholic beverages, b)
Housing, Water, Electricity, Gas and Other Fuels,
(¢) Trangport and (d) Education. Segment C4 shows
more money was spend on various types of
consumption.Market segment C1 for age group 65-
74 showssimilar consumption pattern asin segment
C1 of age group 55-64. Two-third of amount spend
was alocated for (a) Food and non-alcoholic
beverages, (b) Housing, Water, Electricity, Gas and
Other Fuels, (c) Housing, Water, Electricity, Gas
and Other Fuels and (d) Trangport for segment C2.
The third segment, C3 spend most on (a) Food and
non-alcoholic beverages, (b) Transport and (c)
Restaurantsand Hotels. For agegroup 75 and above,
the two market segments are differentiable on their
spending alocation on (a) Health, (b) Alcoholic
beverages, tobacco and narcotics, (€) Restaurantsand
Hotels and (d) Recreation and Culture.

As discovered by previous studies, the
analysis reconfirms the facts that grey market is
not a homogenous group. Each age group can be
dividedinto severa segments. Comparison among
each of the segments displayed different
consumption patterns. Hence the next question
should be asked iswhat variables would best
discriminate each market segments for more
practical application of the discovery.

References

1. Abde-Ghany, M. and Sharpe, D. L. 1997. Consumption patterns
among the young-old and old-old. The Journal of Consumer
Affairs. 31, pp. 90-112.

2. Burt, S. and Gabbott, M. 1995. The elderly consumer and non-
food purchase behavior. European Journal of Marketing. 29(2),
pp. 43-57.

3. Correaleite, M.L., Nicolosi, A., Cristing, S., Hauser, W.A. and
Nappi, G. 2011. Nutrition and cognitive deficit in the elderly: a
population study. European Journal of Clinical Nutrition. 55(12),
pp. 1053-1058.

4. Davis,C.G,Moussie M., Dinning, J.S. and Christakis, GJ. 1983.
Socioeconomic Determinantsof Food Expenditure Patternsamong
Racially Different Low-Income Households: An Empirical
Analysis. Western Journal of Agricultural Economics. 8(2), pp.
183-196.

10.

11

12.

13.

14.

15.

16.

17.

18.

19.

Dychtwald, M. 1997. Marketplace2000: Ridingthewaveof population
change. Journa of Consumer Marketing. 14(4), pp. 271-275.

Fisher, J.D., Johnson, D.S., Marchand, J., Smeeding, T.M. and
Torrey, B.B. 2008. The retirement consumption conundrum:
Evidencefrom aconsumption survey. Economics L etters. 99, pp.
482-485

Harrison, B. 1986. Spending Patternsof Older PersonsRevedledin
Expenditure Survey. Monthly Labor Review. 109(10), pp. 15-17.
Hu, F.B., Rimm, E.B., Stampfer, M.J., Ascherio, A., Spiegelman,
D. and Willett, W.C. 2000. Prospective study of major dietary
patterns and risk of coronary heart disease in men. American
Journd of Clinical Nutrition. 72, pp. 912-21

Kohlbacher, F. and Cheron, E. 2012. Understanding 'silver'
consumers through cognitive age, health condition, financial
status, and personal values: Empirical evidencefromtheworld's
most mature market Japan. Journal of Consumer Behaviour.
11(3): 179-188. Available from: doi: 10.1002/ch.382 [ Accessed
10 January 2013]

Li,Y. Li,D.,Ma C.M.,Liu, C.Y.,Hui, D., Wen, Z.M., and Peng,
L.P. 2011. Consumption and factorsinfluencing consumption of
fruit and vegetables among elderly Chinese people, Nutrition.
Available from: doi:10.1016/j.nut.2011.07.023 [Accessed 10
February 2012]

Millican, R.D.1962. Expenditures analysisof retired persons. The
Gerontologist.2(2), pp. 71-73

Mok, C.F.J., Wang, H. and Hanna,S.D. 1994. Are Consumption
Patterns of Elderly Households Consistent With A Life-Cycle
Model? In Joseph, A. Cote and Siew Meng Leong. eds. Asia
Pecific Advancesin Consumer Research Volume 1: Association
for Consumer Research, pp. 237-245.

Ong, F.S. and Phillips, D. R. 2007. Older ConsumersinMaaysia.
International Journal of Ageing and Later Life. 2(1): 85-117

Randall, E., Marshall, JR., Brasure, J., & Graham, S. 1992.
Dietary patternsand colon cancer in western New York. Nutrition
and Cancer. 18, pp. 265-276.

Silvers, C. 199). Smashing old stereotype of 50-plus America.
Journal of Consumer Marketing. 14(4), pp. 303-309.

Sylvetsky, A.C., Welsh, JA., Brown,R.J. and Vos, M.B. (2012).
Low-calorie sweetener consumption isincreasing in the United
States. The American Journal of Clinical Nutrition. 96(3), pp.
640-646. Available from: doi: 10.3945/ajcn.112.034751
[Accessed 18 September 2012]

Szmigin, |. & Carrigan, M. 2001. Learning to love the older
consumer. Journal of Consumer Behaviour. 1(1), pp. 22-34.
Availablefrom: doi: 10.1002/cb.51 [Accessed 2 October 2012]
United Nation Statistics Division. 2009. Classification of
Individua Consumption According to Purpose (COICOP). United
Nation. New York.

United Nations. 2010. World Population Prospects: The 2010
Revision. United Nation: New York.

GIABR Journal of Business| January - March 2014 |



Foreign Direct Investment-Economic Growth Link in Malaysia and

Singapore: Complimentary or Competing?
NurFareza Mustapha?, ZarinahYusof?

Faculty of Economics and Administration, University Malaya, Malaysia.
e-mail: farezamustapha@gmail.com

2Faculty of Economics and Administration, University Malaya, Malaysia. zarinahy@um.edu.my

Abstract

This study examines the causal link between FDI and economic growth for Malaysia
and Singapore. It uses a standard vector error correction model (VECM) framework to
determine the evidence of a long-run cointegrating relationship between FDI and economic
growth of the host country, Malaysia and its neighbour, Singapore. FDI remains an imperative
feature of the Malaysian economy, both as a driver of economic growth and a source of
capital for domestic industries. However, current trends in FDI flows suggest that Malaysia
has fallen behind her neighbours in attracting foreign investment. While the Southeast Asian
region has continued to receive a sizeable chunk of the global FDI (a total of 7.64 percent in
2011), Malaysia's share in the world FDI pie has shrunk significantly from a peak of 3.1
percent in 1992 to approximately 0.78 percent in 2011. Given increasing integration across
the region, both through bilateral trade and development partnerships, it is imperative to find
out whether growth and progress in Singapore cease to benefit or detriment Malaysia's own
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growth prospects.

Keyword(s):

I ntroduction

Since the early 1970s, foreign direct
investment (FDI) hasplayed avita roleintherapid
growth and structural transformation of the
Malaysian economy.The surge in FDI inflowsin
the late 1980s has transformed Malaysia from an
agricultural economy into an
industrialisedeconomy. During these "boom' years,
giant electrical and electronics multinational
enterprises (MNEs) dominated inwards FDI, most
of which relocated their manufacturing plants or
factories to Malaysia to benefit from the cheap
labour, various government incentives andstable
political environment. Thisuptrend in FDI inflow
was sustained until the late 1990s when the Asian
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Financia Crisisof 1997 stripped Malaysia off its
supply of foreign investors. At present time,
multinational enterprises (MNESs) anditsaffiliated
companies continueto produce alarge percentage
of manufacturing output as well as exportsin the
country, accounting for almost 60 percent of
output and 65 percent of total exports in 2010
(Athukorala and Waglé, 2011). It is clear then
that FDI remains an imperative feature of the
Malaysian economy, both asadriver of economic
growth and a source of capital for domestic
industries.

More importantly however, current trendsin FDI
flows suggest that Malaysiahasfallen behind her
neighboursin attracting foreigninvestment. While
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devel oping economies have consistently accounted
for a growing portion of total FDI inflows,
Malaysia's FDI growth has remained stagnant
sincethe 2000s. Among its Southeast Asian peers,
Malaysia has fallen behind in the competition for
foreign direct investment. Taking a look at the
recent UNCTAD data in its World Investment
Report 2012, Maaysiaceased to betheglobal FDI
destination it once in the 1980-90s. While the
Southeast Asian region has continued to receive a
sizeable chunk of the global FDI (atota of 7.64
percent in 2011), Malaysids share in the world
FDI pie has shrunk significantly from a peak of
3.1 percent in 1992 to approximately 0.78 percent
in 2011.

When compared to theregional leader, Singapore,
itis clear that Malaysia has failed to capture the
growing trends in foreign investment that has
benefited other nations in the region. Further to
this, Maaysia has also lagged behind Singapore
intermsof trandating gainsin foreign investment
into robust economic growth. Malaysia grew at
an average 6.45% annually from 1965 to 2010, a
remarkable feat by any means. GNI per capitain
Maaysia also grew tremendously, from USD300
in 1961 to USD7760 in 2010. In the same vein,
Singapore also experienced tremendous growth
over the period 1965-2010. Real GDP grew at an
average of 8.16% annually and negative growth
was only registered on four occasions, in 1985,
1998, 2001 and 2009. Within the sametimeframe,
Singapore has successfully transformed itself to
become ahigh income economy, going fromaGNI
per capita of USD450 in 1961 to USD40,070 in
2010, a level which is comparable to those in
advanced western nations.

While both Malaysia and Singapore recorded
excellent gainsintermsof development, itisclear
that Malaysiahas continuously lagged Singapore.
Inview of this, itisof academicinterest to examine

empiricallythe nature of this relationship and
provide some evidence to the claim. Given
increasing integration across the region, both
through bilateral trade and development
partnerships, it is imperative to find out whether
growth and progressin neighbouring nations cease
to benefit or detriment Malaysia's own growth
prospects. This study examines the causal link
between FDI and economic growth for Maaysia
and Singapore. It uses a standard vector error
correction model (VECM) framework to analyze
therelationship. A causality analysisiscarried out
toidentify the FDI-growth nexusin both countries.

The rest of the paper is organized as follows.
Section 2 discussesliterature review related to the
issue. Section 3 presents the methodology of the
study. Section4 reports the results and analysis of
the tested system. Lastly, section 5presents the
concluding remarks.

2. Literature Review

The influx of foreign investment into a less
developed host economy is believed to exert both
positive and negative externalities to economic
growth. Proponents of foreign direct investment
claims that the creation of multinational firmi.e
through FDI isultimately welfareenhancing. While
Basu et a. (2007)argues that for countries with
open trade regimes, FDI affects economic growth
positively via knowledge transfers and capital
accumulation. Akinlo(2004) concludes that FDI
would affect the growth prospects positively when
the host country keepsahigh savingsrate, practices
an open trade regime and acquires high
technology.Moregenerally, however, itisbelieved
that the advent of FDI would create access to
advanced inputs as well as promote technology
spillovers for the local market which would
enhance total factor productivity for the host
country (Srinivasan et al., 2010). This, as argued,
would accelerate the host country's prospects for
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growth as compared to merely depending on local
sources of capital and skills.

Criticsof foreign direct investment arguethat FDI
creates adverse long-term effects to economic
growthinthehost nation. Hanson (2001)highlights
the impact of FDI on domestic firms in that,
multinationals, which are usually larger, pay
workers higher and are more intensive in capital,
skilled labour and intellectual property may have
theupper hand ontheir domestic counterparts. This
would ultimately cause some domestic rivals to
lose out, crowding out domesticinvestorsand thus,
lower overall domestic investment. Limited local
participationintherea economy of thehost nation
will lead to the underdevel opment of local stakes
and an overdependence on foreign capital for
investment. This condition of overdependenceis
cited by Srinivasan et al. (2010)who presents
arguments by the dependency hypothesis which
confers that when foreign investments from
developed countries exploit local resources in a
less developed host country, the host county is
generally inadequately compensated and thus
would result in intervening mechanism which
createsdistortionsand negative externalitiesin the
long run. In particular, when foreign investment
in the host economy leads to a lack of linkages
within the domestic sphere as well as
decapitalization of domestic firms, the long term
prospect for growth diminishes.

On the other hand, economic theory generally
ascertains that economic growth has a positive
effect on foreign investment inflows. A high rate
of growth signals a larger potential market for
firms to enter and sell their products. This is
especially important for market seekersaswell as
firms which can only profitably operate on large
economiesof scale. Secondly, robust and sustained
economic growth generally signals political
stability, good governance and above al, aviable
domestic environment for productive capacity be
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it through efficiency in the labour markets or an
opennessto trade activities, making these countries
an attractive and conducive destination for foreign
investment. Many studieshaveidentified the effects
of the size of the host market and its growth rate
on FDI inflows (Wang and Swain, 1995,
Chakrabarti, 2001; Pradhan, 2008). For Malaysia
especially, Ismail and Yussof (2003) found
evidence that market size is a significant
determinant of FDI inflows to the country. These
claims have so far been further substantiated by
more recent works by Ang (2008), Choong and
Lam (2010),Aamir (2011)and Lean and Tan
(2011).

Chantasasawat et al. (2004)uses the term
"investment diversion effect" to describe the
condition whereby multinational schooseto invest
inadifferent country given more desirablefactors
of production compared to an initial investment
destination. For example, when comparing FDI
destinations between Southeast Asian countries, a
foreign investor may opt to direct hisinvestments
into Singapore versus Maaysia after comparing
amyriad of factors, including but not limited to
wage rates, political stability, liberal investment
environment and tax concessions offered. This
decision will then cause FDI into Malaysiato be
reduced, hence investment to Malaysia has been
diverted.On the other side, referring to the
"investment-creation effect”, they arguethat given
the increased integration and linkages in global
supply chains, some investment into similar FDI
destinations could prove to be complementary.
That is, an increase in FDI in one nation could
promote or create additional foreigninvestmentin
acounterpart. In manufacturing especially, foreign
firmsmight build production networksin multiple
locations to optimize the productive capacity of
country. Where stages of production are staggered
across neighbouring economies, economic growth,
FDI and trade activities could ultimately benefit
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from this agglomeration of production. Also, they
highlight the importance of the growth in market
size of a nearby country. Given that a larger
economy ultimately hasalarger appetitefor goods,
foreigninvestorsmight decidetoinvest in achesper
locality close to a growing economy to serve its
interests in the targeted market. Hence, increased
FDI in one country could provide positive
spilloversfor neighbouring nations.

3. Methodology

This study usesthe cointegration analysis and the
vector error correction model to analyze the
relationship between foreign direct investment and
economic growthin Malaysiaand Singapore over
the period 1970 to 2011. The techniquesallowthe
relationship to betested formally. Specifically, the
short-run and the long-run causdlity the variable
of interest will be evaluated. It isimportant to note
that most of the time series variables are
nonstationary and regression involving non-
stationary time series is meaningless although the
good-of-fit of the model isvery high. However, if
the non-stationary series are cointegrated the
estimates are not spurious. Cointegration implies
that there always exists a linear combination of
these variables that is stationary. Therefore, it is
important to examinefirst thetime seriesproperties
of the data and only when each of the series is

integrated the same order, cointegrationispossible.

The Augmented Dickey-Fuller (ADF) and Phillips
Perron (PP) tests are used to test for the series
stationarity and the order of integration of the
series. Given that al series are integrated of the
same order, a cointegration test will be performed
to check for long run dynamicswithin the system.
The cointegrationanalysis follows Johansen and
Juselius (3J) (1992) method. It is a multivariate
cointegration anaysisusing amaximum likelihood
estimation procedure. VAR models are estimated
with unrestricted intercepts and no trends. A test
for causality using the Granger causality test is
also undertakento explorethe causal links between
the selected variables. An error correction model
can be written as

p-1

Ay, = A, + Z LAy, + aﬂlyt—p + U,

i=1

Where T' = o', matrices  and are
(nxr) dimension, istherank of matrix  as
before. The matrix is the long-run coefficients
(cointegrating parameters) and the matrix
represents speed of adjustmentsto disequilibrium.
The Granger-causality is explained through i) the
short-run causality relationship in the differenced
variables, andii) thelong-rundynamic causal link
in the long-run co-movements (error correction
term) of the variables, (Masih and Masih, 1996).

The Estimating M odel

k

k

i=1
k

k k k
ALGDPM = aject,_, +Z w,; ALGDPY, + Zyu ALFDIM, + Z 8, ALGDPS | + Z pui ALGDPS., + 6, CRISIS, + 1,
i=1 =1 =1 =t

k k k

ALFDIM = ayect,_, +Z w,, ALGDPM , + Zyz,i ALFDIM, + Z 8, ALGDPS, + Z pa ALGDPS , + 8, CRISISy, + Uy,
i=1 i=1 i=1 it
k k k k

ALGDPS = asect,_, + Z ws, ALGDPY, + Zyw ALFDIM, + Z 85, ALGDPS | + Z psi ALGDPS , + 85 CRISISy, + s,
i=1 i=1 i=1

k k k
ALFDIS = a,ect, , + Z w4 ALGDPM, + Z Yai ALFDIM  + Z 8, ALGDPS , + Z pai ALGDPS , + 6, CRISIS, +1iy,
=1 =1 =1 =t
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Where 1605 is gross domestic product
(Malaysia), LFoiif is inward foreign direct
investment (Singapore),L605° is gross domestic
product (Singapore), LFoi? isinward foreign direct
investment (Singapore), CRISIS is a dummy
variable to account for the Asian financial crisis
in 1997/98 and ect is the error correction term
(ect._, = B, LGDRM + B, IFDIY + B, LGDF?  +
5.,LFDIF). The VEC modd for the full system of
four variablesisthen estimated with two lags (k=2)
to simplify the model while capturing longer term
dynamics.

Data on real GDP and foreign direct
investment from both countries were extracted
from the World Development Indicators database
by the World Bank group to ensure uniformity in
accounting methodology and to account for
changes in different exchange rates used by the
respective national statistical offices. Data
collected by theWorld Bank group isreceived from
official sourcesin therespective economiesandis
deemed reliable for the purposes of this study.

1. Findings and Analysis

Table 1 reports the test statistics and results
for both the Augmented Dickey-Fuller and Phillips

Peron test at level and first difference. Both the
ADF and PP unit root tests indicate that all four
seriesarenot stationary at level and only stationary
at first difference, 1(1). Optimal lag lengths have
been noted in parentheses and were determined
using the Akaike Information Criterion (AIC) for
the ADF test and the Newey-West bandwith for
the PP test.

Giventhat al four seriesareintegrated of the same
order, a cointegration analysis is performed to
explorethe dynamic rel ationships between thefour
selected series. The results of the Johansen
cointegration test using both the maximum
eigenvalue and trace test to establish the number
of cointegrating vectors are reported in Table 2.
Using thetracetest, the null hypothesisof r=0was
ableto bergected at the 5% significancelevel given
that the test statistic is larger than the specified
critical value. Likewise, the maximum eigenvalue
test reported similar findings. Both tests indicate
that the number of significant cointegrating vectors
found in the full system is one at the 5%
significancelevel. Thisimpliesthat all thevariables
are cointegrated and they are correlated to each
other.

Table 1: Unit Root Tests (with trend and inter cept)

ADF P
Variahles
Lewral 1" Dnifferetuce Lewrel 1" Difference
LEDI® -1 NERETE -G 2605 15 H -3 333346 -5 1444 Fq sk
f oy m =) [
Tl -0287 552 -3 TE6RERT ™ -1239357 -6 265513 R
i (103 )] ()] (1)
LRI -3 Aa6E1 -4 51160 -3 769063 -18 51021 #*
' (1} (7 (3] (372
P -0.793728 -4 5554 54 ek -0 95853 -6 ANGGET Hak
o (207 (1) (1) 1)

Notesii-* and **represent statistical significance at the 5% and 1% level respectively ii- Figuresin

parentheses are optimal lag length.
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Table 2: Johansen Cointegration Test

. Trace Dlaoronh Eigermrahie
a1l Hypothe sis
Te st Statictic D5% Te st Statictic 05 %
(1) Ho:r=0 5575201 40.17493 42 084088 2415931
(21 Hor=l 1366353 24 27504 VEAIETI 1779730
(3) Ho:r=2 TR0 AD 12 320090 T2 11.22430
(4) Ho:r=3 nsasal 4120006 0538431 4. 120906

Notesi-* representsreection of thenull hypothesisat the 5% levdii- risthenumber of cointegrating equetions

Using the VECM framework allows a check for Granger causality between the selected variables. The
test undertaken for causality accounted for both short run and long run dynamics of the system. An F-
test was performed on the respective regressions, taking the error correction terminto account. Table 3
presents the results of the Granger causality tests accounting for both short and long-run dynamics.
From the short-run causality, causality isonly found running from LGDP_t"Mto LFDI_t*M, LFDI_t"S
to LFDI_t*"M and LFDI_t"S to LGDP_t"S. However, more evidence is found from the long-run
relationship. Except LFDI_t"S, all the dependent variables are affected by the other variables in the
system through itslong-run ect term. LFDI_t"Sis exogenous to the system given that it is not Granger

caused by any variables within the system both through short and long-run dynamics.
Table 3: Results of Granger Causality test based on VECM

Notes: *,** and *** represent statistical significance at the 10%, 5% and 1% level

respectively

The estimates of the VEC model is presented as below:
ALFDIY = — 0.354% ect,_, —0.0281 ALFDIY, — 0.4466 ALFDIY . — 5.2073 A6DBM, + 8.0877ALGDRY, +
(-2.8329) (-0.1545) (-2.7936) (-1.3324) (1.8934)
0.2986 ALFDI_, — 0.6261 ALFDIZ , + 5.7111 ALGDF . , + 5.4231 ALGDR® , — 0.6057CRISIS,,
(1.3638)(-2.9116) (1.2739) (1.2867)(-2.6182)

R-squared : 0.603778

Adjusted R-squared 0.480813

Jarque-Bera test statistics 2.674456

Breusch-Godfrey LM test 0.6774

Independent variable
D\fgrei”a‘f)'fgt ALFDIY | ALGDPY | ALFDI} | ALGDPS ECT
(Chi-sguared statistics) (t-statistics)
ALFDIM 5.1732¢ | 17.9581*** | 4.0283 | -2.8320%**
ALGDPM | 2.0431 3.4372 4.0311 1.8622*
ALFDI{ | 07484 | 3.1107 2.4929 0.9109
ALGDPf | 22194 | 14981 | 7.7136** - 2.2029+*

Figures in parentheses are t-statistics.
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In this estimation, the coefficientsfor ect,_.,
ALFDISL ., atFDIf , and crisis,, are found to be
negative and statistically significant at the 1 percent
level. The coefficient for ALGDR". is positive and
statistically significant at the 10 percent level.
Other coefficients could not conclusively be said
to affect the dependent variablewith morethan 90
percent confidence level. The ecthas correct sign
and statistically significant. A negativerelationship
between aLF01!! and impliesthat both nationsare
competitorsin attracting inward FDI. Anincrease
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by 1 per cent ininward FDI into Singapore would
reducetotal FDI into Malaysiaby an average 0.45
per cent. An investment diversion effect istaking
place between the two economies. There is a
positive relationship between and where 1 per
cent increase in  increases inward FDI into
Maaysia by 8 per cent. This suggests that FDI
into Malaysia might be market seeking in that a
bigger potential market serves as an incentive for
increased investment. All The diagnostic tests
suggest the residual iswell behave.

ALGDPM = 0.0145 ect,_, — 0.0147ALFDI™ , — 0.0036ALFDI™, —0.1717 ALGDP}M, + 0.0784ALGDPM,, +

(1.8622) (-1.3001)

(-0.7321)

(-0.7033) (0.2938)

0.0129 ALFDIS_, — 0.0129ALFDIS., + 0.5433ALGDPS., + 0.0351ALGDPS., — 0.0666 CRISIS,,

(0.9529)(-0.9616)  (1.9435) (0.1334)(-4.6200)
R-squared 0.470756
Adjusted R-sgquared 0.306508
Jarque-Bera test statistics ;. 20.90477
Breusch-Godfrey LM test . 0.2524

Figures in parentheses are t-statistics.

In this estimation, the coefficients for ect,_, and
ALGDES . are statistically significant at the 10
percent level. The coefficient for crrsis,, isfound
to bestatistically significant at the 1 percent level.
Other coefficients could not conclusively be said
to affect the dependent variable with more than
90 percent confidence level. The ect is positive
and significant in this estimation. It is observed
that affects positively, indicating that economic
growth in Malaysia is dependent on economic
development in Singapore. Thisobservation points
to the existence of positive linkages between the
two economies that allow advancesin Singapore
to be carried over to the Malaysian economy and
adds to the argument that better integration
between the two economiesis needed to optimize
economic growth.

The VECM estimates point to a statistically
significant and negative relationship between FDI
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inflowsin Singaporeand Malaysia, signaling that
anincreasein FDI inflowsinto Singaporeisoverall
detrimental to Malaysian FDI. This may add to
the argument that Malaysia is competing for
similar kinds of foreign investment with its
neighbour. Given that the FDI into both Malaysia
and Singapore are mainly concentrated in
manufacturing, this finding is not unexpected.
Ultimately however, given that Singapore has
successfully attracted a higher level of FDI into
itsindustrieson aconsistent basis, thisfinding may
point to a lack of competitiveness among the
Malaysian industry players against their
Singaporean counterparts as well as an inability
toform complementary local linkagesto capitalize
on foreign inflows into Singapore.

Thefindingsalso assert that apositiverelationship
exists between FDI and GDP growthin Malaysia,
an observation that is in line with previous
literature on the subject. Ang (2008), Pradhan
(2008) and Choongand Lam (2010) concluded
similar findingsin their work on FDI determinants
inMalaysia. They found that the magnitude of the
coefficient of Malaysia GDP was positive and
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dtatistically significant. This result contribute to
the argument that FDI into Malaysia may be
market seeking, in that a bigger potential market
will increase Malaysia's viability as an FDI
destination.

Lastly, the ECT term was found to be statistically
significant in all tested systems except where
Singaporean FDI was the dependent variable,
indicating that long-run dynamics play a crucia
role in determining movements in the estimated
variables. More importantly, long run
interdependenci es between the two nations point
to a need for policy makers in both countries to
find ways to ensure the bilatera relationship can
be beneficia for both nations.

5. Concluding Remarks

Thisstudy explorestherel ationship between
FDI and economic growth and more specificaly,
to analyze the effects of aneighbouring economy
on FDI and growth trendsin the domestic economy.
The results of this study point to a need by
Maaysian policy makers to focus their attention
to ongoing regiona dynamics to fully capitalize
on the nation's growth potential. While the focus
of thisstudy hasbeen narrow inthat other ASEAN
playerswerenot included intheanayses, itislikely
that ssimilar dynamics are at play between most
nations in Southeast Asia. It is then imperative
that more cooperative measures be considered and
implemented to establish ASEAN, more
specifically Malaysia and Singapore, as better
integrated and more competitive market for both
investment and production. Better regional
integration could benefit overall development in
the long run and should be pursued by both
industry leaders and policy makers. Some steps
have been taken in this regard in these nations
pursuit of establishing an ASEAN Economic
Community, targeted for 2015.

However, care must be taken to ensure that
externditiesfrom regional level developmentsand
increased cooperation translate into gains for the
domestic economy by establishing good industry
linkageslocally. In the case of Singapore and also
more generally, complementary linkages between
Malaysia and its neighbours need to be created to
enable positive spill oversand to avoid detrimental
competition for local players. More specificaly,
Malaysia must position itself to benefit from
increased interest in Southeast Asia by building a
robust framework in which knowledge and
productivity transfers can beachieved. It also needs
to be selectiveinitsregiona diplomacy effortsto
ensurethat regional advancements do not come at
a hefty price for loca players.

References

1. AAMIR, M., FARHAN, M., ALI, M., & MUHAMMAD, S. S.
2011. Market size effect on foreign direct investment: A case of
Malaysia. Interdisciplinary Journal of Contemporary Research
in Business, 3, 1002-1007.

2. AKINLO, A. E. 2004. Foreign direct investment and growth in
Nigeria: An empirical investigation. Journal of Policy Modeling,
26, 627-639.

3. ANG, J. B. 2008. Determinants of foreign direct investment in
Malaysia. Journa of Policy Modeling, 30, 185-189.

4. ATHUKORALA, P-C. & WAGLE, S. 2011. Foreign Direct
Investment in Southeast Asia: Is Malaysia Falling Behind?
ASEAN Economic Bulletin, 28, 115-133.

5. BASU, P, CHAKRABORTY, C. & REAGLE, D. 2007.
Liberalization, FDI, and growth in devel oping countries: apanel
cointegration approach. Economic Inquiry, 41, 510-516.

6. CHAKRABARTI, A. 2001. The determinants of foreign direct
investments: Sensitivity analyses of cross?country regressions.
Kyklos, 54, 89-114.

7. CHANTASASAWAT, B., FUNG, K., IIZAKA, H. & SIU, A.
2004. The Giant Sucking Sound: Is China Diverting Foreign
Direct Investment from Other Asian Economies?*. Asian
Economic Papers, 3, 122-140.

8. CHOONG, C.-K. & LAM, S.-Y. 2010. The Determinants of
Foreign Direct Investment in Malaysia: A Revisit. Global
Economic Review, 39, 175-195.

9.  HANSON, G H. 2001. Should Countries Promote Foreign Direct

Investment? G-24 Discussion Paper No.9, New York, United
Nations.

GIABR Journal of Business| January - March 2014 |



ISSN No.2324-5832

10.

11

12.

GIABR Journal of Business| January - March 2014 |

ISMAIL, R. & YUSSOF, I. 2003. L abour market competitiveness
and foreign direct investment: The case of Malaysia, Thailand
and the Philippines. Papersin Regional Science, 82, 389-402.

LEAN, H. H. & TAN, B. W. 2011. Linkages between Foreign
Direct Investment, Domestic Investment and Economic Growth
inMalaysia. Journa of Economic Cooperation and Devel opment,
32, 75-96.

MASIH, R. & MASIH, A. M. 1996. Macroeconomic activity
dynamics and Granger causality: New evidence from a small
devel oping economy based on avector error-correction modelling
analysis. Economic Modelling, 13, 407-426.

13.

14.

15.

PRADHAN, R. P. 2008. Does economic growth promoteforeign
directinvestment: Evidencefrom Indiaand Madaysia SouthAsian
Journal of Management, 15, 7-23.

SRINIVASAN, P, KALAIVANI, M. & IBRAHIM, P. 2010. FDI
and Economic Growthinthe ASEAN Countries: Evidencefrom
Cointegration Approach and Causality Test. The lUP Journal of
Management Research, 9, 38-63.

WANG, Z. Q. & SWAIN, N. J. 1995. Thedeterminants of foreign
direct investment in transforming economies; empirical evidence
from Hungary and China. WeltwirtschaftlichesArchiv, 131, 359-
382.




ISSN No.2324-5832

The Business Competencies of Small Business Owner¥Managersin the
Kingdom of Bahrain: A Research Note

Dr.Venus Del Rosario Bunagan?

*Assistant Professor, Kingdom University, Kingdom of Bahrain, venbunagan@yahoo.com

Hypotheses

HO1: Thereisno significant relationship between
the demographicsand competenciesof thebusiness
owners and managers as perceived by the two
groups of respondents.

HO2: There is no significant difference in the
perceptions of the two groups of respondents as
to the competencies of the business owners and
managers.

M ethodology

The study attempted to relate the demographic
profile of the business owners and managers in
termsof age, gender, educational attainment, field
of specialization and trainings undertaken related
to business with their managerial competencies
such as leadership skills, educational skills,
interpersonal skills, professional skills and the
managerial skills. The differences in the
perceptions of the two groups of respondentsi.e.,
business owners, and managers were also
considered. The study collected random samples
of business owners and managers of small
enterprises as suggested by the Bahrain Chamber
of Commerceand Industry. Inorder to gather more

Abstract

The study aimed to determine the relationship between the demographics and
business competencies of the small business owners/managers in the Kingdom of Bahrain.The
demographics include the age, gender, educational qualifications, length of stay in business,
and training related to business activities. Business competencies such as leadership,
interpersonal skills, professional skills and managerial skills were considered.

reliable data on the managerial competencies of
business owners and managers the BCCI assisted
the researchers in identifying the sample
respondents and subjects of the study. The study
made use of a questionnaire for gathering data.
The questionnaire consisted of two parts. Thefirst
part elicited the characteristics of the business
owners in terms of age, gender, educational
attainment, field of specialization and trainings
acquired related to business.

The second part of the questionnaire determined
the competencies of the respondents and subjects
specificaly on their leadership skill, educational
skills, interpersonal skills, professional skills and
managerial skills.

In the determination of the characteristics of the
respondents of the study, the frequency count and
simple percentage were used. The weighted mean
was utilised to determine the administrative
competencies of therespondents. The significance
of relationship between the characteristicsand the
competencies of the business owners were
determined through the use of the Pearson Product
Moment of Correlation. ANOVA was used to
determine the significance of differences in the
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perceptions of the two groups of respondents on
the managerial competencies of the respondents.
Preliminary Findings

The preliminary findings indicate that the owner/
managersinthe Kingdom of Bahrain arerelatively
young and possesstheleadership skills, educational
skills, the interpersonal skills, professional skills
and the manageria skills.

Some key managerial skills include: the
organisation of the business, collectionand analysis
of datafor the business operations. Good working
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relationships with staff and community, keeping
abreast with current issues and demonstrating
knowledge on finance and budgeting skills.
Similarly, the findings reveal that men are better
managers of business. Likewise, the age and
educational skills are positively related with the
competencies meaning that the more mature and
educationally qualified the owner/managersareto
run a business, the more productive the business
undertakings are. Male owner/managers exhibit
better managerial and leadership competencies
compared to their female counterparts.
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