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Resource limitation drives spatial organization in
microbial groups
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Dense microbial groups such as bacterial biofilms commonly contain a diversity of cell types that
define their functioning. However, we have a limited understanding of what maintains, or purges, this
diversity. Theory suggests that resource levels are key to understanding diversity and the spatial
arrangement of genotypes in microbial groups, but we need empirical tests. Here we use theory and
experiments to study the effects of nutrient level on spatio-genetic structuring and diversity in
bacterial colonies. Well-fed colonies maintain larger well-mixed areas, but they also expand more
rapidly compared with poorly-fed ones. Given enough space to expand, therefore, well-fed colonies
lose diversity and separate in space over a similar timescale to poorly fed ones. In sum, as long as
there is some degree of nutrient limitation, we observe the emergence of structured communities. We
conclude that resource-driven structuring is central to understanding both pattern and process in
diverse microbial communities.
The ISME Journal (2016) 10, 1471–1482; doi:10.1038/ismej.2015.208; published online 27 November 2015

Introduction

A key determinant of whether a microbial cell
survives and divides is the identity of surrounding
cells. These neighboring cells determine the signal-
ing molecules it will perceive, whether it will be
infected by plasmids or viruses, whether it will be
attacked by toxins, and, most fundamentally, its
access to resources. On an evolutionary timescale,
the pressures exerted by neighbors can lead to the
competitive exclusion of a genotype or to new
evolutionary adaptations (Kerr et al., 2002; Habets
et al., 2006; Kim et al., 2014). These adaptations
include both cooperative and competitive pheno-
types that shape the productivity and functioning of
the group, such as the secretion of polymers
that allow cells to get better access to nutrients
(Kim et al., 2014), or the evolution of lethal
antibiotics (Kreft, 2004; Nadell et al., 2009; Mitri
and Foster, 2013; Koch et al., 2014). In order to
understand the population dynamics of microbial
groups, it is therefore necessary to understand how
and why genotypes and phenotypes organize in

space (Shapiro, 1995; Johnson and Boerlijst, 2002;
Korolev et al., 2014; Murray et al., 2014; Van Gestel
et al., 2014).

Theory and experiments have revealed that, in the
absence of mutation and selection, initially diverse
and well-mixed microbial populations will com-
monly lose their diversity when growing in dense
groups such as bacterial colonies, leading to large
patches of single genotypes (Ben-Jacob et al., 1994;
Golding et al., 1999; Habets et al., 2006; Hallatschek
et al., 2007; Xavier and Foster, 2007; Hallatschek and
Nelson, 2010; Korolev et al., 2012). Theory suggests
that nutrient limitation is a general factor that
underlies this process (Nadell et al., 2010). Specifi-
cally, nutrient limitation ensures that only cells at
the edge can grow, which leads to bottlenecks and
genetic drift that drives a loss of diversity
(Hallatschek et al., 2007; Nadell et al., 2010).
However, we lack empirical tests that demonstrate
this key link between nutrient levels and the genetic
or phenotypic organization of microbial groups.

Here we use a combination of simulation modeling
and mixed-genotype Pseudomonas aeruginosa
bacterial colonies to evaluate the role of nutrient
levels in the spatial structuring of microbial groups.
We find that, as predicted by theory, colonies with
abundant resources maintain large unstructured
regions. High resource supply means that a large
sub-population of cells will be dividing rapidly,
allowing many different lineages to be maintained as
the group expands. However, while high-nutrient
groups remain well mixed for many more cell
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divisions than low-nutrient groups, they also expand
more rapidly. Given sufficient space to expand,
therefore, high- and low-nutrient groups experience
a comparable loss of diversity over time. Our work
suggests that the effects of resource limitation will
be central to understanding the organization and
evolution of many microbial communities.

Materials and methods

Experimental setup
To study the effects of varying nutrient abundance
in a setup that can be easily compared with
theoretical predictions (Hallatschek and Nelson,
2008; Hallatschek and Nelson, 2010; Korolev et al.,
2010; Korolev et al., 2012), we use mixed-genotype
colonies of Pseudomonas aeruginosa strain PAO1
and follow the patterning of two equally fit geno-
types that differ only in the constitutive expression
of either yellow or cyan fluorescent protein (YFP and
CFP, respectively; Supplementary Figure S1).
By restricting the duration of our experiments, we
can study the physical mechanisms of diversity loss
and assume the absence of genetic evolution through
mutations (Supplementary Figure S2). This system
allows us to follow the fate of different lineages
present in an initially well-mixed droplet.

In preliminary experiments with a number of
strains, we observed that in some isolates the two
strains separated after 1 or 2 days (strain PA4,
Figure 1a), while others remained mixed
(strain PAO1, Figure 1b). Clean deletion of the pilB
gene in PAO1 led to a much more defined spatial
structure (Figure 1c), revealing that the lack of
structuring was due to type IV pili-associated surface
motility (Mattick, 2002; Burrows, 2012). To focus on
the direct effects of nutrients on spatial structure, our
detailed analysis was therefore conducted with
PAO1 ΔpilB. This follows studies of patterning in
Escherichia coli that also used non-motile strains
(Hallatschek et al., 2007; Hallatschek and Nelson, 2010;
Korolev et al., 2011). We focus throughout on images
taken of the surface of colonies, but confocal
microscopy reveals that the patterns observed at
the surface are representative of growth throughout

these relatively thick colonies (Figure 1d). To assess
the localization of growth within the colonies, we
used a strain with an rRNA transcriptional green
fluorescent protein (GFP) fluorescent reporter (rrn),
such that GFP is produced as cells grow.

We compared the spatial patterning of genotypes
in colonies across a range of eight Luria Broth
concentrations in agar plates. We selected this range
by studying the growth rate of P. aeruginosa. This
revealed inhibitory effects at high-nutrient concen-
trations (Heurlier et al., 2005; Supplementary
Figure S3). To avoid these effects, we focus
on nutrient concentrations in the range where
growth rate increased linearly (0.025–0.2 × in steps
of 0.025 × , Supplementary Figure S3).

We initiated all colonies by mixing exponentially
growing cells at a 1:1 ratio and spotting 2 μl (or 1, 2
or 4 μl in experiments where the drop volume was
varied) onto the agar. Once the drops had dried, we
overturned the plates and left them for 14 days at
room temperature (22 °C). We imaged all ΔpilB and
rrn colonies using a stereoscope (Zeiss Lumar V.12,
Jena, Germany) 1 h after the colonies had dried,
every 24 h thereafter for the first 10 days and
subsequently every 48 h. Additionally, we used
confocal laser scanning microscopy to quantify rrn
cell growth at the colony edge and to verify that
patterns at the surface of ΔpilB colonies were
representative of spatial patterns deeper below the
surface (Figure 1d).

Image analysis
For all analyses involving colonies at a particular
time point, we used images from day 12
(Supplementary Figure S2 justifies this choice). We
assume that patterns along the circumference of the
colony at a given distance from the inoculum can be
mapped back to a specific time point. This assump-
tion is based on two observations: (i) that the radial
expansion velocity of the colony is approximately
linear (see Figure 2b), and (ii) that patterns do
not shift significantly within the colony over time:
a generalized linear model showed no significant
changes in demixing distances over time (from day 4
to day 14, P=0.33, Supplementary Figure S4A), and

Figure 1 P. aeruginosa colonies grown from a 1:1 mixture of YFP- and CFP-labeled cells. (a) Wild-type PA4, (b) wild-type PAO1
(c) PAO1 ΔpilB and (d) confocal image of green cells in a sector of a PAO1 ΔpilB colony; empty spaces represent blue cells. The small red
square in the top right of the colony in panel (c) highlighted by the red arrow shows the scale of the confocal image in panel (d) relative to
the whole colony (the position does not correspond).
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heterozygosity curves do not appear to change much
over time (Supplementary Figure S4C).

We also used image analysis to estimate experi-
mental parameters (details in Supplementary
Text S2). Heterozygosity H was measured using
the algorithm visualized and described in
Supplementary Figure S5. In short, we computed
H by estimating the diversity in individual
pixels and averaging over pixels at a distance
x from the colony inoculum. Heterozygosity
H is 0.5—its maximum for two strains—if all
pixels around the circumference contain equal
concentrations of both colors and goes down as
pixels become more likely to contain one or
the other strain. The demixing distance was
then determined by finding the distance at
which the first derivative of H (dH/dx) was
minimal. The logic behind this is that, after that
point, the pattern begins to converge on its final
sector number. Heterozygosity H is shown either as
a function of distance (for example, Figure 2c),
which is obtained as described above, or as a
function of time (for example, Figure 2d), which is
calculated by dividing the distance in x axis by each
colony’s radial expansion velocity v.

Colony heterozygosity (CH) was used to estimate
the likelihood of a cell at an arbitrary place in the
colony being in a clonal patch. Its measurement was
similar to that of heterozygosity H, but pixels were
sampled at equidistant points over the whole colony.
For a time-controlled measure of CH, we took all
points reaching from the inoculum all the way to

the outside of the colony at that time point (for
example, day 12). For the size-controlled measure,
we determined the radius of the smallest colony at
that time point (for example, day 12) and for each
colony used all points between the inoculum and
that radius to calculate CH.

The cellular diffusion rate Ds was determined by
analyzing the boundaries between the sectors in the
colonies. These boundaries were found automati-
cally using an edge detection package developed by
Kovesi (2000). We measured the distance Ri between
the colony center and the closest point on the
boundary, the furthest point Rf, and angle α between
each point on the boundary and a horizontal line
drawn through the center of the colony. We then
used these measurements to compute cellular
diffusion rate Ds (Figure 6).

Estimating other experimental parameters
We estimated the growth rate μN by growing
PAO1 ΔpilB YFP cells in triplicate in the eight
Luria Broth concentrations N (0.025–0.2 × ) in a
shaken 96-well plate and measuring OD600 over
24 h (Supplementary Figure S6, Supplementary
Text S2). We calculated colony expansion velocity
v for each colony by fitting a line (linear regression)
through the colony radii over the 14-day experiment
and the initial colony radius R0. Growing edge width
w (the area at the colony edge in which cells were
growing) was calculated as w=2v/μN.

Figure 2 Growth of colonies of a 1:1 mixture of P. aeruginosa YFP- and CFP-labeled ΔpilB mutants. (a) Images of the edges of colonies at
different nutrient concentrations on day 12. White rings show the size of the initial drop; red rings show where our automated image
analysis has defined that the two strains have demixed. (b) Colony radius (solid lines) over 14 days (three replicates for each treatment),
and the distance between the inoculum and the demixing point (dots). Once segregation has occurred, the demixing distance does not
change significantly (discussion in text, Supplementary Figure S4). (c) Heterozygosity H (see Materials and methods, Supplementary
Figure S5) of colonies on day 12 as a function of distance from the inoculum. Inset: the demixing distance as a function of nutrient
concentration. (d) H on day 12 as a function of time. This is obtained by dividing the x axis in panel (c) by the expansion velocity v of each
colony (slope of lines in panel (b)). Inset: the demixing time as a function of nutrient concentration. (c–d) Data show that the demixing
point in both time and space correlate with nutrient concentrations.
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The number of sectors S was counted manually.
Effective population size Ne was calculated as
Ne ¼ whewc

2Vc
, where w is the width of the growing

edge, wc the width of a single cell in the edge (here
wc = 1 μm), he is the height of the colony at the inner
point of the growing edge and Vc is the volume of a
single cell (here Vc = 1 μm3). Importantly, we verified
that cell width wc did not change significantly across
nutrient concentrations (Mann–Whitney test,
P=0.33, Supplementary Figure S7). The genetic
diffusion constant Dg is inversely proportional to
effective population size Ne where γ is some
constant: Dg ¼ g

Ne
(Korolev et al., 2010, 2011).

Genetic diffusion Dg can also be estimated using
Equation 2 in Supplementary text 2 (Supplementary
Figure S8).

Computational model
The computational model is described in detail in
Nadell et al. (2010). It is a two-dimensional indivi-
dual-based model, in which each cell has a radius
and a position within a grid. Each grid element has a
concentration of nutrients, which is determined by
solving diffusion-reaction equations to steady state at
each time step. A cell’s growth rate is calculated
using the nutrient concentration in the local grid
element and its radius increased accordingly.
Cell growth results in cells overlapping in space,
which is resolved using a pushing algorithm. Once a
cell increases beyond a given radius, it divides into
two daughter cells of the same type. Apart from
their color, green and blue cells were identical.
Differences to previously published studies, as well
as estimation of simulation parameters and measure-
ments of growing edge width, colony expansion
velocity and heterozygosity H, are detailed in
Supplementary Text S2.

Results

Diversity loss occurs further in space when resources
are abundant
In all experiments, the mixture separated into tens
of sectors of apparently clonal patches, each
composed of either YFP- or CFP-labeled cells
(Figure 2a). This indicates that, of the initially
well-mixed drop containing millions of cells, only a
fraction formed clonal patches in the growing
colony. To quantify the effect of nutrient limitation
on diversity loss, we used a previously developed
measure of ‘heterozygosity’ (Nei et al., 1975;
Hallatschek and Nelson, 2008; Korolev et al.,
2010; Korolev et al., 2011; Materials and methods,
Supplementary Figure S5), which refers to diversity
at a particular position (pixel) in the colony,
averaged over many such local diversity measures
in a larger region. The region over which we
measure is either an expanding concentric ring
around the colony inoculum, which captures the
change in diversity as the colony expands

(Supplementary Figure S5), or the whole
colony (below). At all nutrient concentrations,
heterozygosity H was close to its maximum
at the well-mixed center where the drop was
initially placed. H then decreased further from
the center as strains separated from each other,
converging toward a value of approximately 0.25 at
the edge of all colonies, where the sectors
had formed (Figures 2c and d). As predicted
by theoretical work (Nadell et al., 2010; Mitri
et al., 2011), the concentration of nutrients had a
clear effect on the change in heterozygosity H:
it dropped more slowly in space (lower magnitude
of dH/dx) as nutrients were increased
(Supplementary Figure S9A). Furthermore,
the distance at which the two strains demixed
(see Materials and methods) showed a strong
positive correlation with nutrient concentration
(Figures 2a and c inset, Pearson’s ρ= 0.92,
Po0.001).

This finding fits well with computational models,
which predict that colonies with more limited access
to nutrients should demix sooner because they have
a narrower edge in which cells grow more slowly
(Nadell et al., 2010). This is thought to be because the
nutrients do not diffuse as far into the colony,
resulting in stronger nutrient gradients, such that
only few cells at the edge of the colony can grow
(Dockery and Klapper, 2002; Nadell et al., 2010).
A less intensely dividing growing edge not only
translates into a slower group expansion rate
(Pirt, 1967) but should also result in stronger bottle-
necks, stronger genetic drift and the earlier formation
of the observed sectors (Nadell et al., 2010).

Growing edge width increases with nutrients
We next tested whether, as predicted by theory,
the growing edge width does indeed correlate with
the rate of diversity loss. We quantified the growing
edge using two methods. Taken together, both of
these approaches strongly indicate that the more
nutrients are available in the agar, the wider the zone
at the edge of the colony in which cells are growing.
We detail the two approaches next.

In our first approach, we calculated the growing
edge width using the radial expansion velocity v (see
Materials and methods, Supplementary Figure S10)
and the maximum growth rate μN of the strains
which we estimated experimentally for each nutrient
concentration N (see Materials and methods).
Assuming that cells in the growing edge of a colony
are growing at this maximal rate, the width of the
growing edge approximates to w=2v/μN (Pirt, 1967),
which correlates positively with nutrient concentra-
tions (Spearman’s ρ=0.98, Po0.001, Figure 3a).

We took a second approach to estimating the
width of the growing edge, where we used a
P. aeruginosa strain with a fluorescent marker linked
to rRNA transcription (PAO1 rrn; Gourse et al.,
1996), such that GFP is synthesized whenever the
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cells are growing. By imaging all colonies at the same
exposure to fluorescent light, we could detect where
growth was occurring in the colony (see Materials and
methods, Figures 3b and c). In agreement with the first
method, the images show a significant positive
correlation between the width of the growing edge
and nutrient concentration (Spearman’s 0.75oρo0.96,
all Po0.001, Figure 3b). These data are further
supported by confocal microscopy visualizing the cells
at the very edge of these colonies (Supplementary
Text S1, Supplementary Figure S11).

Computer simulations recapitulate empirical findings
Although our data fit with predictions from
published computational models, the previous mod-
els were based upon submerged biofilms rather than
a colony model (Nadell et al., 2010). We therefore
modified the models to better approximate growth in
a colony, as opposed to an attached biofilm. In each
simulation, cells are placed in a circular cluster in
the center of a 2D surface, with nutrients diffusing
from around them. Starting from different initial
nutrient concentrations, the cells in each of these
colonies grew by consuming the nutrients available
to them locally (see Supplementary Text S2).

As observed in the laboratory experiments, the two
simulated strains separated into single-color patches
in all colonies, with demixing occurring at a greater
radius in the colonies growing on higher initial
nutrient concentrations (Figure 4a). Moreover,
the model shows that higher nutrients do indeed
slow the rate of diversity loss in space compared
with lower-nutrient levels (Figure 4b). Finally, as
expected, the growing edge width correlated posi-
tively with nutrients (Pearson’s ρ=0.98, Po0.001,
Supplementary Figure S12).

We can also use the simulations to perform a test
that is not possible in our laboratory system: we can
ask how the system behaves in the complete
absence of nutrient limitation, such that cell
division occurs at the same rate throughout the
whole colony. Under these conditions, the two
strains remained mixed independently of nutrient
concentration (Figure 4c) and heterozygosity
remained at its maximal value just below 0.5
(Figure 4d). This shows that, in these simulations,
the strength of nutrient gradients at the edge of the
colony dictates the rate at which two strains
segregate. In the absence of such nutrient gradients,
for example, when a cell population is small and
nutrients can diffuse all the way through, diversity
will be maintained throughout.

Figure 3 Estimating the width of the growing edge. (a) Growing edge width w estimated from the radial expansion velocity v (or dr/dt)
and the maximum growth rate μN, measured at different nutrient concentrations in liquid (see Materials and methods, Supplementary
Figure S6B): w=2v/μN, where the cross-section of the growing edge Δa is approximated to a triangle. Because v increases with nutrient
concentration (see Figure 2b), so does w. (b) Image analysis of rrn colonies on day 7, showing the width of the radius of each colony that
was above a given fluorescence threshold. Because at some thresholds many colonies were either never above or always above the
threshold, multiple thresholds are shown. All data show an increase in growing edge width with nutrient concentration. (c) Fluorescence
microscopy images of rrn colonies at increasing nutrient concentration at fixed exposure on day 7. The green channel brightness was
enhanced equally for all images to improve visualization.
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Fitting data to a population genetics model
In order to further understand the behavior of our
system, for the interested reader we next employ a
previously developed population genetics model
that captures diversity within microbial colonies in
terms of a few key parameters (Korolev et al., 2010;
Korolev et al., 2011). Applying this model to our data
links our study to this seminal population genetics
work and points to colony expansion velocity v as the
main explanatory parameter of our data, which we
follow-up on in the next section.

To adequately fit our data to the model, we ran an
additional experiment where we not only varied
nutrient concentrations but also the volume of the
drop placed on the agar. Having this additional
independent variable was important to better
estimate the dependent parameters in the popula-
tion genetic models (Korolev et al., 2011).
This resulted in a range of initial colony radii R0,
where colonies with greater R0 grew larger in size
(Supplementary Figure S13A) and had more sectors
S (Supplementary Figure S13B).

According to the population genetics model
(Korolev et al., 2010; Korolev et al., 2011),
equilibrium diversity is represented by the number
of sectors S after demixing, which depends on four
key parameters: the initial radius of the colony R0;
its radial expansion velocity v; the genetic
diffusion constant Dg, which characterizes the
strength of genetic drift (Korolev et al., 2010); and
the cellular diffusion rate Ds, which describes

the amount of mixing of the two strains at
the boundary between two sectors (that is,
wandering of sector boundaries). In the published
model (Korolev et al., 2010), the number of sectors
is then described as:

S ¼ 2pH0v
Dg

þH0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pR0v
Ds

r
ð1Þ

where H0 is the initial heterozygosity (here
H0 = 0.5). From our experiments, we already know
expansion velocity v and initial radius R0 for each
colony and can use the pooled data from both
experiments to estimate Dg and Ds (see Materials
and methods).

The genetic diffusion constant Dg is inversely
proportional to the effective population size Ne. We
estimated Ne from the width of the growing edge
together with colony height (Figure 5,
Supplementary Figure S14; Korolev et al., 2010;
Korolev et al., 2011) and found that it increases with
nutrient concentrations (Figure 5). This suggests, as
expected, that genetic drift Dg will decrease with
resource abundance. We also attempted to estimate
the magnitude of Dg by fitting our data to the first
term of Equation 1 (Supplementary Figure S8).
This term is likely is to be extremely small
independently of nutrients, suggesting that Dg is
large. In our system then, although genetic drift
decreases with increasing nutrients, it is likely to be
quite high in all colonies, which is consistent with

Figure 4 Results of the modified computer simulations. (a, b) Cells take up nutrients as they grow, creating gradients at the edge of the
colony. All colonies demixed into clonal sectors, with the demixing distance (see Materials and methods) increasing with nutrient
concentration. (a, c) The background gray intensity represents the concentration of nutrients. Here we show images for four out of the eight
nutrient concentrations. (b) Heterozygosity H at different distances from the initial inoculum for different nutrient concentrations. Inset:
Demixing distance as a function of nutrients. Both plots show similar results to the experiments: demixing occurs further in space when
nutrients are more abundant. (c, d) Nutrient gradients were removed by keeping the concentration of nutrients constant throughout the
environment (cells grew without depleting nutrients). (c) With no gradients, the colonies did not form sectors, and (d) their heterozygosity
remained high. Note that results from simulations are noisier than the experimental data owing to a much lower number of cells and
should not be compared quantitatively.

Resources drive spatial organization in microbes
S Mitri et al

1476

The ISME Journal



our finding that genetic diversity decreases strongly
across all nutrient concentrations.

Our estimate of cellular diffusion rate Ds increased
with nutrient concentrations (Spearman’s ρ=1,

Po0.001) at a rate that was proportional to the
increase in the radial expansion velocity v (Figure 6).
Accordingly, the ratio of the two (Ds/v) did not
change significantly across nutrient concentrations

Figure 5 Effective population size Ne as a function of nutrient concentration at different inoculum sizes. Ne represents the number of cells
in the purple sector of one-cell width and was calculated as indicated in the diagram on the right, where w is the width of the growing
edge, he the height of the colony at the inside of the growing edge, wc the width of a single cell (taken to be 1 μm) and Vc the volume of a
cell, taken to be 1 μm3. For simplicity, we assume that the sector is triangular (hence the division by 2). The plot shows that Ne increases
with nutrients. Because Dg is inversely proportional to Ne, we expect it to decrease with nutrient concentrations.

Figure 6 Quantifying the cellular diffusion constant Ds. (a) For each colony from both the original experiment and the experiment with
varying inoculum size, we automatically traced the boundaries between sectors and determined the distance r and angle α of each point
along the boundary with respect to the center of the colony. For each boundary, we plotted 1/Ri−1/Rf on the x axis, where Rf and Ri are the
distance of the furthest and closest point in a boundary to the center, respectively, and the variance in the angle α for all points along the
boundary on the y axis. We then binned boundaries into intervals of 8x10�5 on the x axis, took the mean of all variances within each bin
(red dots) and fit a line through these means (green dots are43 s.ds. from the mean and were discarded from the fit), in addition to a point
at the origin (red line). The slope of this line was 2Ds/v. By multiplying the slope by v/2, we obtained Ds. (b) Output of edge detection
algorithm. Boundary colors were assigned randomly to improve visualization. These boundaries, together with the boundaries from 95
other colonies, are used to generate the data in panel (a). (c) Ds correlates positively with nutrient concentrations (Spearman’s correlation
test, ρ=1, Po0.001). Ds/v showed no significant correlation with nutrient concentrations (ρ=0.024, P=0.98), suggesting that the colony
expansion velocity determines the cellular diffusion rate Ds. The error bars show s.e. of the fit.
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(ρ=0.024, P=0.98, Figure 6). In Equation 1 then,
Ds and v cancel each other out. Importantly, this
suggests that changes in the level of mixing (Ds) as a
function of resource levels are due to differences in
expansion velocity v.

Colony expansion velocity explains rate of diversity loss
We next examined whether a single key parameter,
expansion velocity v, could indeed explain the
differences in spatial structure between colonies.
Specifically, to what extent does v explain our
finding that the demixing rate in space decreased
with nutrients (Figure 2c)? Could it be that the
colonies all demixed at approximately the same time
but that the demixing distance differed because
poorly-fed colonies were expanding more slowly?
To answer this question, for each colony, we
normalized the curve describing the change in
heterozygosity over space and its demixing distance
(Figure 2c) by the colony expansion velocity v
(see Materials and methods). This normalization
revealed that colonies demixed significantly later
in time with increasing nutrient concentration
(Pearson’s ρ=0.78, Po0.001, Figure 2d, inset) and
that the overall drop in heterozygosity H over time
(dH/dt) was slower with more nutrients (ρ=0.71,
Po0.001, Supplementary Figure S9B). However,
the majority of the differences between the hetero-
zygosity curves at different nutrient concentrations
disappeared with this transformation, which is
consistent with expansion velocity v being the key
determinant of demixing distance (compare
Figures 2c and d).

How robust is the effect of expansion velocity v in
the face of other perturbations? If the radial
expansion rate is indeed the main factor explaining
the rate of diversity loss in space, then we expect to
find little effect of the initial colony radius R0 on the
rate of change in heterozygosity H, as colonies of
different starting sizes but identical nutrient con-
centrations should have identical radial expansion
rates. Consistent with this, a generalized linear
model regression analysis revealed that nutrient
concentration was the only significant predictor of
the rate of diversity loss dH/dx (β= 1.76, Po0.001),
which was not significantly affected by starting
radius R0 (β= 0.0003, P= 0.99, Supplementary
Figure S13C).

Our work then suggests that expansion velocity
explains why nutrients change the rate of diversity
loss in space (dH/dx) but have little effect on the
rate of loss in time (dH/dt). Another way to capture
the latter effect is via the genetic diffusion constant
Dg: although both Dg and dH/dt decrease with
increasing nutrients, they are generally quite large
in magnitude, such that diversity loss is similar
throughout all colonies. In sum, when more
nutrients are available, the boundaries between
sectors fluctuate more strongly (larger Ds) and the
two strains separate into clonal patches further

from the inoculum because there are more cells
dividing per unit time at the growing edge. And,
although nutrients also have a significant negative
effect on the rate of diversity loss in time, and on
the strength of genetic drift, the magnitude of this
effect is small as all colonies demix strongly owing
to the presence of nutrient gradients.

Final genetic diversity is similar across all nutrient
conditions
With our analysis, we have shown how nutrient
abundance affects the rate of diversity loss over
space and time. How though does it affect final
genetic diversity throughout the cell group?

There are at least two ways to assess final diversity
using our experiments, which correspond to two
different ecological scenarios. The first is a system
that is limited in space, such that cells grow to a
fixed population size and then stop (size-controlled).
The second scenario is where space is unconstrained
and the final population size is driven purely by the
amount of time that the system is allowed to grow
(time-controlled). To calculate the final diversity in
a size-controlled system, we compare colonies of
the same size Rs across the nutrient treatments and
calculate the heterozygosity at the pixel scale
averaged over each colony (CH, see Materials
and methods). This analysis follows the patterns
we have observed above for the rate of diversity loss
in space: for size-controlled colonies, low-nutrient
colonies show lower final heterozygosity than
high-nutrient colonies (Pearson’s ρ=0.96, Po0.001,
Supplementary Figure S15).

We next ask how final diversity changes for
time-controlled cell groups. Because our colonies
are free to grow without constraints, this corresponds
simply to assessing average heterozygosity over each
colony (CH) at the end of the experiments. Pooling
together data from all experiments, we find no
significant correlation between final diversity
and nutrients (Spearman’s ρ=0.06, P=0.56). This
suggests that, similar to genetic drift and the rate of
diversity loss, colony expansion velocity has little
effect on final colony diversity.

In summary, when comparing colonies over
the same spatial scale, final diversity correlates
positively with nutrient abundance, whereas
observing colonies over similar timescales shows
no variation owing to nutrients. Both of these cases
contrast with the hypothetical case where there is
never any nutrient limitation. Without nutrient
limitation, there is no spatial structure and genetic
diversity remains constantly high over time
(Figures 4c and d). This final contrast emphasizes
that, while variation in the degree of nutrient
limitation has clear quantitative effects on genetic
diversity, spatial structuring is inevitable in our
experiments.
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Discussion

The spatial structure of genotypes within microbial
communities is considered central to their form and
function. Strong spatial structuring is generally
associated with increased genetic drift and wea-
kened natural selection (Hallatschek and Nelson,
2008; Hallatschek and Nelson, 2010; Korolev et al.,
2011). Nevertheless, the emergence of structure can
result in strong natural selection for cooperative
traits that benefit the cells of the same genotype in the
surroundings and promote productivity and general
resilience (Nadell et al., 2010; Mitri et al., 2011; Mitri
and Foster, 2013; Kim et al., 2014). In addition, spatial
structure can have important ecological impacts,
which includes making communities more stable by
reducing the strength of interactions between species
(Coyte et al., 2015; Kim et al., 2008). Understanding
what drives spatial structuring in microbial
groups, therefore, is a fundamental challenge for
microbiology.

Our work suggests that nutrient limitation is a key
mechanism underlying the emergence of spatial
structure in cell groups. Unless nutrients are saturat-
ing through a cell group, there will be a limited
number of cells dividing at the growing edge, which
promotes the stochastic loss of cell lineages. The
number of cells dividing at the growing edge
increases with nutrient levels and determines the
expansion velocity of the colony. Importantly,
increases in this velocity are strongly associated
with the maintenance of diversity. The power of this
model to explain diversity loss can be summarized
by plotting the rate of diversity loss in space as a
function of colony expansion velocity (Figure 7).
However, our work also emphasizes that any grada-
tion in nutrient levels has the potential to lead to
diversity loss, as long as there is sufficient space for
expansion. Although high-nutrient conditions allow

cells to maintain large well-mixed areas, because the
groups are growing rapidly, they too will lose
diversity on similar timescales as groups under
much lower-nutrient levels. Because of these differ-
ences in growth rate, then, colonies will end up with
similar levels of genetic diversity independently of
nutrient abundance, assuming that they are not
limited by space. Therefore, in the absence of other
mechanisms that strongly disrupt spatial structure—
such as the production of surfactants (Xavier et al.,
2011) or surface motility (Figure 1b)—nutrient
gradients always have potential to generate strong
spatial separation.

Consistent with this conclusion, evidence suggests
that the demixing of diverse populations into clonal
groups is common in microbes, including P. aerugi-
nosa (Korolev et al., 2011), E. coli (Korolev et al.,
2010; Korolev et al., 2011), Saccharomyces cerevisiae
(Hallatschek and Nelson, 2010; Korolev et al., 2010;
Müller et al., 2014), Dictyostelium discoideum
(Buttery et al., 2012) and Bacillus subtilis (Ben-Jacob
et al., 1994; Golding et al., 1999), and under different
growth conditions in the laboratory (on agar plates
(Shapiro, 1995; Golding et al., 1999; Hallatschek et al.,
2007; Freese et al., 2014) and in flow cells (Nielsen
et al., 2000; Pamp and Tolker-Nielsen, 2007; Momeni
et al., 2013a)). An exception can occur when the
different strains and species depend on each other to
grow, such as in cross-feeding interactions, where
strains are immune to the demixing processes we
describe here (Momeni et al., 2013a; Müller et al.,
2014). In this case, however, the positively interacting
species can effectively be viewed as a single ecologi-
cal unit that will, in turn, segregate with respect to
other competing strains or mixtures of strains (Mitri
et al., 2011; Momeni et al., 2013b). It is important to
note that the large-colony and high-nutrient condi-
tions often studied in the laboratory setting are not
reflective of many natural conditions where densities
and growth rates can be much lower. Our study does,
however, consider relatively low-nutrient conditions,
and we observe that spatial structure can emerge on
very small spatial scales (tens of microns, Figure 1d).

Our observation of fine-scale structuring contrasts
with the emphasis on sequencing studies that
sample over large scales and detect extremely high
species diversity (Gans et al., 2005; Roesch et al.,
2007). However, there is a growing body of work
that applies fluorescent in situ hybridization to
natural communities, which also highlight a sig-
nificant potential for fine-scale spatial structuring of
genotypes (Stacy et al., in press), such as in burn
wounds (Fazli et al., 2009; Malic et al., 2009), in the
gut microbiota (Dejea et al., 2014; Millet et al., 2014;
Engel et al., 2015; Earle et al., 2015), in bladder
infections (Kikuchi et al., 2009) or on leaf surfaces
(Monier and Lindow, 2005). There is also variability
in the degree of structure, however, and significant
genotypic mixing is also seen in some contexts,
such as human dental plaque (Palmer et al., 2003;
Zijnge et al., 2010) or infections of the middle ear

Figure 7 The rate at which colonies lose diversity (the absolute
value of the average spatial change in heterozygosity |dH/dx|
measured over the area from the inoculum to the demixing
distance on day 12) correlates with the colony expansion velocity
v. Data shown are from 96 colonies on day 12 at different nutrient
concentrations and inoculum sizes.
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(Weimer et al., 2010). The observation of natural
spatial structure does not, of course, demonstrate
that this structure was driven purely by nutrient-
limited growth. Spatial separation can result from
other factors, including sparse seeding of a popula-
tion or a patchy environment of microniches
(Kikuchi et al., 2009; Kubo et al., 2011).

Although our experiments were conducted with
microbes, we hypothesize that our findings will be
common to any initially diverse population contain-
ing multiple heritable cell types with limited access
to resources. Resource gradients are expected to be
common in all cellular systems, occurring not
only owing to nutrient limitations but also low-
nutrient diffusivity, high cell growth rates or low
yields of converting nutrients to biomass (Nadell
et al., 2010). The logic also applies to any diffusible
substrate that is necessary for growth, such as
signaling molecules.

Outside of microbial communities, our conclu-
sions are likely to be particularly relevant to the
organization and evolution of cancerous tumors.
Viewed through the lens of evolutionary ecology,
tumors are populations of cells that acquire muta-
tions and diversify as they grow and expand in
space, followed by migrations to different parts of the
body (metastases; Korolev et al., 2014; Gundem
et al., 2015). These parallels to other evolving
populations may help predict tumor evolution,
leading to novel therapies (González-García et al.,
2002; Gatenby et al., 2013; Korolev et al., 2014).
Indeed, preliminary data using computer simula-
tions together with ‘radiogenomics’—where the
spatio-genetic structures resulting from these pro-
cesses are revealed by linking radiology to the
genetic characterization of cancer cells (Gatenby
et al., 2013)—suggest that competition between
neighboring cells is likely to lead to the spatial
separation of genotypes, as seen in our colonies
(González-García et al., 2002; Carmona-Fontaine
et al., 2013; Gatenby et al., 2013). Similarly, cell
competition over resources has been suggested to be
important during multicellular development. Experi-
ments with neutral markers to distinguish lineages of
developing cells in the Drosophila melanogaster
wing have shown spatial separation of cells remi-
niscent of that observed in microbial colonies, which
is driven by gradients in signaling molecules rather
than nutrient gradients (Johnston, 2009).

In sum, our analyses show that resource gradients
can have a pivotal role in purging diversity and
shaping the spatial structure of microbial groups. It
is clear that these effects will act alongside a
number of other processes that affect spatial
structure, ecology and evolution. Nevertheless,
our findings predict that the process of spatial
structuring and the concomitant loss in diversity
will be common due to the commonness of nutrient
gradients (Stewart et al., 2008). Although genomics
often documents extremely high species diversities,
the near-universality of resource limitation suggests

that local diversity may be much lower than these
estimates. A gradual reduction in diversity as
populations grow may prove fundamental to the
structure and function of microbial communities
and other cellular groups.
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