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PAPER
Detection of Tongue Protrusion Gestures from Video

Luis Ricardo SAPAICO†a), Student Member, Hamid LAGA††,
and Masayuki NAKAJIMA†, Members

SUMMARY We propose a system that, using video information, seg-
ments the mouth region from a face image and then detects the protrusion
of the tongue from inside the oral cavity. Initially, under the assumption
that the mouth is closed, we detect both mouth corners. We use a set of
specifically oriented Gabor filters for enhancing horizontal features corre-
sponding to the shadow existing between the upper and lower lips. After
applying the Hough line detector, the extremes of the line that was found
are regarded as the mouth corners. Detection rate for mouth corner local-
ization is 85.33%. These points are then input to a mouth appearance model
which fits a mouth contour to the image. By segmenting its bounding box
we obtain a mouth template. Next, considering the symmetric nature of the
mouth, we divide the template into right and left halves. Thus, our system
makes use of three templates. We track the mouth in the following frames
using normalized correlation for mouth template matching. Changes hap-
pening in the mouth region are directly described by the correlation value,
i.e., the appearance of the tongue in the surface of the mouth will cause a
decrease in the correlation coefficient through time. These coefficients are
used for detecting the tongue protrusion. The right and left tongue pro-
trusion positions will be detected by analyzing similarity changes between
the right and left half-mouth templates and the currently tracked ones. De-
tection rates under the default parameters of our system are 90.20% for
the tongue protrusion regardless of the position, and 84.78% for the right
and left tongue protrusion positions. Our results demonstrate the feasibil-
ity of real-time tongue protrusion detection in vision-based systems and
motivates further investigating the usage of this new modality in human-
computer communication.
key words: face gestures, mouth segmentation, perceptual user interface,
tongue protrusion, vision-based systems

1. Introduction

Perceptual User Interfaces [1] aim at establishing a natural
communication between humans and machines, so that it
resembles the way we interact with other people. One of
the simplest forms of communicating is by producing face
gestures. They have been extensively used previously for
human-computer communication. While speech is prob-
ably the most natural means of sending a message, other
non-standard possibilities include using eye blinks or eye-
brow movements [2], head nodding and shaking [3]; or nose
movements [4]. Conveying emotions is also a very impor-
tant part of communication, for which detecting changes in
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certain points in the face becomes essential. In such situ-
ations, the mouth region plays an essential role. Accurate
mouth segmentation has been a challenge given its highly
deformable characteristic.

Controlling the tongue organ is especially suited for
vision-based approaches because:

1. It is universal: not only is the tongue a highly control-
lable muscle, but its controllability remains intact even
after major body injuries.

2. It is usable: the tongue is naturally located inside the
mouth cavity, and its appearance on the face surface
can be interpreted as the user’s intention for conveying
a message.

3. It is useful: tongue gestures can complement other face
gestures for a richer communication.

Furthermore, the tongue protrusion gesture may be
thought of as one of the most simple means for facial com-
munication that can be carried out. Indeed, even neonates
are able to imitate this oral movement just by observa-
tion [5].

In this paper we propose a vision-based system for de-
tecting the tongue protrusion gestures illustrated in Fig. 1.
Two tongue events are to be detected: tongue protrusion
(1) to the right side, and (2) to the left side of the mouth.
The only constraint is that the mouth should remain closed
during the tongue appearance. The system requires an off-
the-shelf webcamera and detects these gestures in real-time
using video information.

Our method operates in three stages: (1) segmentation
of the mouth region, in which a closed mouth region tem-
plate is automatically obtained from the first image frame
that is captured; (2) tracking of the mouth template in the
subsequent frames, and (3) detection of the protrusion of
the tongue by interpreting the changes in the mouth tem-
plate through time.

Fig. 1 Tongue gestures to detect: (a) Right. (b) Left.
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Particularly, the main contributions of this paper are:
(1) we propose a method that finds the mouth corners, based
on intrinsic characteristics of the mouth; (2) we propose an
algorithm for detecting a tongue protrusion gesture from
video; and (3) we extend the previous framework in order
to locate the position of the tongue that was protruded from
the mouth. The positions we detect are right and left. Addi-
tionally, we perform a thorough analysis of the parameters
required for the detection and we demonstrate the feasibility
of utilizing the tongue for vision-based systems.

The remainder of the paper is organized as follows:
Section 2 discusses existing related work; the mouth region
segmentation algorithm is described in Sect. 3; Sect. 4 con-
tains details regarding the mouth tracking and the detection
of the tongue protrusion position. Results and a discussion
on the system settings are presented in Sect. 5. We conclude
and outline directions for future work in Sect. 6.

2. Related Work

Our system is divided into two steps: mouth region segmen-
tation, and tongue protrusion detection. Consequently, we
will briefly review the most relevant literature separately for
each process.

2.1 Mouth Region Segmentation

Segmenting the mouth region from face-background images
has been found useful in several applications, e.g., audio-
visual speech recognition or affective technologies; various
different approaches have been proposed. We expect the
user of our system to have the mouth closed when it is be-
ing segmented. Therefore, the most representative work on
closed mouth segmentation can be classified into three cate-
gories:

1. Model-based [6], [7]: Training using a Database with
manually selected feature points such as eyes, nose and
mouth is necessary for the system to learn a set of
nodes that represents the object of interest. Using shape
and texture information makes the system highly adap-
tive to new images. However; for each unseen image
this method requires a good set of initialization points,
since its search converges locally to the best match.

2. Color-based [8], [9]: Color information from training
images are used for building Skin or Hair Likelihood
Maps that, in turn, will segment the image into skin and
non-skin organs. The mouth is found considering that
it belongs to the latter category; or by discriminating
pixels based on their chromatic color information. This
technique is successful under controlled environments.
However, it is sensitive not only to color changes due
to illumination, but also to skin color variations among
different races. In particular, cases with low contrast
between lips and skin surrounding them tend to fail.

3. Feature-based [10], [11]: It is spread to use the Inte-
gral Projection method, which builds a histogram by

scanning each pixel row and finding the total sum of
gray values. Naturally, the face orientation should be
known in advance. Next, peaks that are assumed to cor-
respond to distinctive face features such as eyebrows,
eyes and mouth, are found. The downside is that find-
ing sharp and distinctive histogram peaks may not be
possible. Thereby, making it difficult to achieve a ro-
bust performance due to the low accuracy of feature
selection.

In summary, if a mouth model is constructed with suf-
ficient training images, and good initialization points are
passed on; the model-based approach can outperform other
methods. Consequently, because the first stage of our sys-
tem detects accurately the mouth corners, these fiducial
points are used as reference. The initial mouth model is,
hence, resized according to the corner’s distance, and the
corners are also fixed as starting points for the fitting pro-
cess.

2.2 Vision-based Tongue Protrusion Detection

The literature corresponding to the detection of the tongue
protrusion in vision-based systems is very limited. To the
best of our knowledge, the first attempt was the work of
Sapaico et al. [12], which used a cascade of three Support
Vector Machines classifiers for detecting the tongue protru-
sion in three positions: left, right and middle. Results for
the left/right detection (last stage of the cascade) showed an
overall efficiency of approximately 70%. Additionally, the
appearance of the tongue in the center was in many cases ne-
glected, given its perceptual similarity in a gray-scale image
to a closed mouth, i.e., using the tongue protrusion in the
center hindered the detection effectiveness. Lastly, due to
the lack of sufficient training data the model cannot achieve
reliable classification.

A video-based tongue switch for a child with severe
cerebral palsy was developed in [13]; which allowed to de-
tect the tongue gestures from different view points. The
mouth was segmented using the method proposed in [8]; and
the tongue protrusion was detected by analyzing the change
in saturation of red color in the mouth region. They reported
a 82% success rate for the tongue gestures. Their system
was only evaluated with a seven year-old boy, and it is not
able to detect the position of the tongue protrusion. Addi-
tionally, similar to color-based mouth segmentation meth-
ods, using ”redness” for the detection may not generalize
well to other participants, since it may not be trivial to dis-
tinguish the tongue from the lips just by using that informa-
tion. We note that this method does not detect the position
of the tongue protrusion.

A system called LipMouse was presented in [14]. It
detects three mouth gestures: (1) opened mouth, (2) stick-
ing out the tongue from the mouth (tongue protrusion), and,
(3) forming puckered lips. They extracted a set of feature
vectors from the image after it is transformed to the CIE
LUV color space, and they trained an Artificial Neural Net-
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work for each user during an initial calibration procedure. In
particular, their classification results of the tongue ”sticking-
out” from the mouth showed a success rate of 91.3%. Unfor-
tunately, there is no detailed information available regarding
the database, nor the exact position or duration of the tongue
protrusion gestures, which appears to be fixed to the center
of the mouth. Therefore, in this system the position of the
tongue is not detected either.

In the previous systems, the detection is done at each
incoming frame, i.e., although the input signal is a video,
no time-related information is considered and each image is
treated separately. In contrast, in this paper we argue that
better results can be obtained by using time-varying percep-
tual information from the tongue gestures. Moreover, our
method relies solely on intensity images, which requires less
processing time. Finally, in our approach not only we detect
the tongue protrusion, but its left/right position is also lo-
cated. This makes the system more robust compared to [12],
since these events are clearer to perceive; and richer in com-
parison to [13], [14], which only detect the tongue protru-
sion in the center.

3. Mouth Region Segmentation and Tracking

In order to detect the tongue protrusion, we first need to lo-
cate the mouth region. Several techniques have been pro-
posed; however, they were difficult to generalize and often
worked only under the conditions they were tested. In our
system, we assume the following context for the segmenta-
tion:

1. There is only one user who accesses the system.
2. The user is located in front of the computer, in an up-

right position.
3. During the initial segmentation process, the user is

asked to maintain the mouth closed.

Therefore, we propose to use an approach that com-
bines feature, knowledge and model-based methods, which
is robust to changes in environment and users. It searches
for a unique characteristic of the human mouth: the shadow
line that appears between the upper and lower lip, under the
only constraint that the mouth should be closed. Extremities
of this line correspond to the mouth corners, used as reli-
able initialization points for a model-based mouth contour
search. The framework, described in Fig. 2, is explained
next.

3.1 Approximate Segmentation of the Mouth

Our method uses the Haar feature-based face detection algo-
rithm [15] for extracting the face of the user from the rest of
the scene. As we have assumed that there is only one person
situated in front of the computer, the criterion is to take as
the input face the largest of all potential faces.

After obtaining the face region, we need to further seg-
ment the image in order to minimize the search region for
the mouth. Locating directly an approximate mouth region

Fig. 2 Mouth region segmentation framework.

Fig. 3 Initial segmentation. (a) Input image. (b) Eyes detection. (c) Ref-
erence lines. (d) Segmented mouth region.

by using anthropometric measurements [16] is not reliable
when a face shape is an outlier of the previous statistical de-
scriptor. On the other hand, using a model-based technique
for searching a region where important mouth features such
as the corners would be located requires a precise set of ini-
tialization points, as explained in Sect. 2.1. We adopt a sim-
ple hypothesis: that given a frontal face image, the mouth
should be located in the lower third part of that face. This
gives us the height of the approximate mouth region.

For obtaining the width of the approximate mouth re-
gion, we locate the eyes since their distance provides an es-
timate of the width of the mouth. Within the face, eyes are
much easier to detect among humans because of their sym-
metry and small variance in both shape and structure. We
use the eye detection output proposed in [17]. In case the
eye location is not accurate, or that the mouth is larger than
the distance between the eyes, we widen the distance be-
tween the eyes by half. Finally, we trace two parallel lines
for limiting the width of our search region for the mouth.
Figure 3 illustrates the complete segmentation process. By
using these knowledge-based criteria, we are able to seg-
ment a region which contained the mouth for each image in
our face database, including cases where the eye detection
was not precise.

3.2 Mouth Corners Extraction

The previous process has reduced the mouth search area.
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Fig. 4 (a) Set of filters used for feature enhancing.(b) Magnitude values
obtained after applying (a) to an image.

Next, we need to detect accurately the position of the mouth
corners. We will use a feature extraction method as follows.

3.2.1 Gabor Filters Processing

We will utilize of a family of Gabor filters that are invariant
to uniform illumination changes, as proposed in [18]:
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Parameters µ and ν from Eq. 1 define the orientation
and scale of the Gabor kernel. The width of the Gaussian
window is controlled by σ.

We use an orientation parameter µ such as the filters
enhance only horizontal features. Doing so, we can find the
line that lays between both lips, and connects the leftmost
and rightmost corners of the mouth. This line is illustrated
between points 1 and 2 in Fig. 3(d). Additionally, our im-
ages are captured from a low-resolution webcamera, thus we
do not need to find features for relatively high scales. This
limits the range of values for the parameter ν. Consequently,
we consider parameters µ ϵ [3,4,5] corresponding to 3π/8,π/2
and 5π/8 orientations; and ν ϵ [0,1,2] corresponding to 1/2,
1/2√2 and 1/4 scales. We obtain the set of Gabor filters shown
in Fig. 4(a). They are applied to an image segmented ac-
cording to the procedure described in Sect. 3.1. Magnitudes
of the corresponding filter results are shown in Fig. 4(b).

3.2.2 Detecting the line connecting the mouth corners

We have obtained nine different outputs for one single im-
age. We need to find the important† feature points. We
localize them by using the method in [19], which automati-
cally finds peaks from a given gray-scale image.

In this process, a pixel centered at (xo, yo) inside a win-
dow Wo of size (W ×W ) is selected as a feature point if:
(1) its value is a local maximum, and (2) its value is also
greater than the average value of the image. Consequently,
we obtain a set of nine binary images whose “one” pixels are

†in this context, important means having high values.

Fig. 5 (a) Input image from Sect. 3.1. (b) Binary image after feature
extraction using images from Fig. 4. (c) Line detection result. (d) Model
fitting result.

Fig. 6 The 15-point model used for training the AAM.

global maximum values. We found empirically that using a
window of size W = 7 gives the best binarization results.
Finally, we merge the set of images by applying the logi-
cal AND operator to the nine images, and we obtain a final
image in which the most important horizontal features are
present. A sample binary image is shown in Fig. 5(b).

To detect a line whose extremities correspond approxi-
mately to the corners of the mouth, we apply the Progressive
Probabilistic Hough Transform [20] to our feature-point im-
age because of its suitability for real-time applications. As
a result, we find the longest horizontal line present in the bi-
nary image. Figure 5(c) shows some line detection results.

3.3 Model Fitting

Active Appearance Models (AAM) is a technique that fits an
average shape and an average texture model to an image by
tuning some parameters. We have built a training database
of closed mouth shape samples under office-alike environ-
ments. We use a 15-point mouth model, shown in Fig. 6.

The fitting process requires an initial location for the
points, and searches locally for the best match; i.e., the ini-
tialization is critical for the final result. We use the line ob-
tained in Sect. 3.2.2 for the model initialization so that: (1)
the model is rescaled according to the length of that line,
and (2) initial points for the mouth corners (points 1 and 7
in Fig. 6) correspond to the extremities of that line.

Finally, the bounding box containing the fitted model,
illustrated in Fig. 5(d), is segmented. This image will be
used in the next section.

4. Mouth Tracking and Tongue Protrusion Detection

Running at each frame the mouth segmentation method de-
scribed in the previous section is computationally demand-
ing. Instead we use it as an initialization for detecting
the mouth region in the first frame. In subsequent frames
we propose to track the mouth using a template matching
method based on correlation.
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In particular, using the Normalized Correlation Coeffi-
cient (NCC) as a similarity measure for gray-scale images
permits a fast processing time, and gives strength against
uniform illumination changes. The NCC has been used be-
fore for tracking other face features such as eyes or eye-
brows [21], [22]. It has been found that it is the most accu-
rate algorithm for vision-based tasks [23].

We detect the tongue protrusion, and we locate its po-
sition, by performing an analysis of the change in the NCC
value through time. Our method is perceptual in the sense
that changes happening in the mouth are directly described
by the NCC value. For example the lower the NCC gets
the more the mouth region has changed. Since there are no
other objects in the mouth surroundings capable of chang-
ing its appearance; these variations in the mouth region are
attributed to the occlusion caused by the tongue appearance.

In our approach, one tongue protrusion gesture is
started when the tongue appears on the surface on the mouth,
and it is ended when the tongue returns to the oral cavity.
Our system detects one gesture at a time, i.e., the user needs
to put the tongue back to the mouth cavity before the sys-
tem can detect another tongue protrusion gesture. Details re-
garding the tracking and detection process, shown in Fig. 7,
are explained next.

4.1 Initialization of the Tracking

Using the method proposed in Sect. 3, we have segmented a
mouth region given an upright frontal face. We need to ini-
tialize the templates for the matching. Before the templates
are stored, the following preprocessing is executed.

In order to remove noise while preserving important
edges, the image is processed using the Bilateral filter [24],
followed by an unsharpening mask. Thus, we obtain and
store the mouth template (MT).

It is a physical constraint that the tongue cannot appear
at the same time in both left and right side of the mouth, i.e.,
it can protrude to either one of those two regions. There-
fore, it is plausible that changes in the side where the tongue
protrudes are greater than in the other. Consequently, we hy-
pothesize that the position of the tongue protrusion can be
detected by comparing the NCC values for both areas. For
this reason, the MT is divided into halves, and its left half
template (LHT) and right half template (RHT) are stored.
These three templates will be utilized for the detection of
the tongue protrusion position. They are shown in Fig. 8.

4.2 Detecting Tongue Protrusion Gestures

For each incoming frame, a NCC is obtained for each pixel
inside a search region, and the largest NCC is found. This is
equivalent to finding the best match for the MT. The pixel
position of the best match is taken as the new location for the
mouth. The search area for the new mouth region is defined
using the current mouth position, and extending the search
over an area twice as large. Thereby, the search area is up-
dated at every frame, allowing smooth rotation movements

Fig. 7 Flowchart for the tongue protrusion detection.

Fig. 8 Templates used for the detection: a mouth template and its
corresponding left and right-half templates.

of the face.
The tracking behavior is detailed next. While the

tongue protrudes from the mouth, the mouth region starts to
change significantly, i.e., the NCC for the best match starts
decreasing. Likewise, there is one point at which changes
in the mouth region are so large that the NCC tracking is
not able to find the new location for the mouth correctly.
This produces a drift in the tracked template. This is il-
lustrated in Fig. 9 where we can observe that in the first
frame the NCC is high, but as the tongue starts protruding,
the NCC decreases and by the sixth frame of the sequence
(NCC = 0.546), the mouth region is not tracked accurately,
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Fig. 9 NCC values for a tracking sequence as protrusion to the right side
of the mouth occurs.

Fig. 10 Changes in the NCC value as the mouth template is tracked in a
video sequence. The shadowed box areas are used for the detection of the
position of the tongue. Thumbnails of the mouth region are illustrated on
top for key frames.

drifting towards the right side due to the tongue protrusion.

4.2.1 Detection of Tongue Protrusion Occurrence

In this section we detect the occurrence of the tongue protru-
sion, irrespective of the place where it happened. To know if
the tongue has been protruded from the mouth, we analyze
the changes in the new mouth region compared to the mouth
template, i.e., the correlation value for the best match.

Only when the changes are significant, it is safe to con-
sider that the tongue has been taken out of the mouth. In
other words, that the NCC is below a certain threshold indi-
cates that the tongue has been protruded. Figure 10 contains
the best-match NCC values for a sample video that contains
tongue protrusion gestures. In this case, the valleys in the
coefficient values correspond to the occurrence of tongue
gestures. Consequently, if for instance we set a threshold
value α = 0.85 (shown as αMAX in Fig. 10), we are able to
detect the occurrence of tongue protrusion gestures when-
ever the coefficient goes below α.

4.2.2 Detection of Tongue Protrusion Position

In the previous subsection, we have used the NCC as a sim-
ilarity measure between the MT and the new mouth region.
We have detected the tongue protrusion; however, we have
not located it yet. Hence, we will utilize the same mea-
sure for comparing the LHT and the RHT with their cor-
responding “new” tracked images. As we have discussed,
from Fig. 9, for low correlation values we cannot assure that

a reliable mouth region has been tracked. Thus, we can-
not assume we will permanently obtain precise new left and
right images.

From our observations, the issue shown in Fig. 9 is
common to all the protrusion events in our video database,
i.e., there is a NCC value such as if we go below it, the
mouth tracking will drift towards one of the sides. For in-
stance, in the case shown in Fig. 9, this value can be 0.65.
We call this value the Minimum Threshold (αMIN ).

On the other hand, from Sect. 4.2.1, we know that there
exists one threshold value α such as it indicates when the
mouth is starting to change, possibly due to a tongue protru-
sion. We call this value the Maximum Threshold (αMAX ).

The position of the tongue protrusion is found by ana-
lyzing the NCC values for the images acquired in the time
between αMAX and αMIN . For instance, considering now
the data shown in Fig. 10, we could choose in addition to
αMAX = 0.85, αMIN = 0.65 (shown as another horizon-
tal line). We observe that in this video sequence, there are
three protrusion gestures occurring. Therefore, the data con-
tained inside the three gray regions in Fig. 10 is used for de-
tecting the tongue protrusion position. Figure 11 illustrates
closely the changes in correlation values around frame 230.
These changes increase according to the amount of tongue
that comes out from the mouth.

A flowchart for the threshold-based detection process
was previously presented in Fig. 7. The thresholds cooperate
as follows:

1. While the MT-NCC remains higher than αMAX , we
do nothing, as the changes in the mouth are not mean-
ingful.

2. If the MT-NCC goes below αMAX , it means that a sig-
nificant change has started to occur in the mouth image,
e.g., due to tongue protrusion.

3. While the MT-NCC stays above αMIN , we assume
that the new mouth region we have obtained by track-
ing is still reliable and that the protrusion is still in
progress. Thus, we divide the new MT into its left and
right halves. We compare them with LHT and RHT of
Sect. 4.1. We obtain two more correlation-based simi-
larity measures. These coefficients show us how much
each half-side of the mouth has changed.

4. While the MT-NCC stays between αMAX and αMIN,
we repeat the process described in Step 3. For each
new incoming mouth region, we compare and find new
LHT and RHT coefficients. During this interval, we
obtain for each new image, a LHT and a RHT-NCC.
In Fig. 11 we have a clear view of the left-half tem-
plate (LHT-NCC), and the right-half template (RHT-
NCC) values for the frames between 229 and 232
(αMAX >MT-NCC> αMIN ). Hence, values inside
this period (gray area) will be stored and used next.

5. Immediately after the MT-NCC goes below αMIN ,
we obtain the average values for the LHT and RHT
that were stored in Step 4. Comparing these values al-
lows detecting the position of the tongue protrusion:
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Fig. 11 Close-up of the last protrusion event in Fig. 10. NCC values of
the left and right templates, from frame 229 to 233 (Points 1–5), will be
used for calculating the tongue position.

the smallest value corresponds to the mouth half that
has changed the most; which is assumed to correspond
to the mouth half where the tongue protrusion has oc-
curred. For instance, referring again to Fig. 11, the av-
erage value is calculated using the information stored
in frames indicated from Points 1 to Point 5, since dur-
ing this interval the MT-NCC is between αMAX and
αMIN . In this case, just by observing the changes of
both LHT and RHT, we can estimate that the aver-
age left value obtained inside the gray area would be
smaller. Perceptually, this means that the left side tem-
plate has changed more in this period of time. There-
fore, for this example, we can visually infer that a pro-
trusion has occurred on the left side.

6. If at any moment, the MT-NCC surpasses the αMAX

value, the system automatically returns to the initial
state (Step 1).

This algorithm, therefore, ignores changes that are not
as large as the tongue protrusion. For instance, in cases of
small head rotations or minor lip movements, the MT-NCC
goes below αMAX but stays above αMIN ; consequently,
nothing is detected and those changes are discarded.

5. Results and Discussion

In this section we present the results for the mouth corner
detection algorithm proposed in Sect. 3, and for the tongue
protrusion detection method and its corresponding position
location, given in Sect. 4. The former is executed only once,
when the first frame is captured. The latter is executed start-
ing from the second frame until the system is stopped. We
also include a brief discussion on the parameters used for
the detection to clarify their influence on the results.

5.1 Results for Mouth Corners Detection

We have gathered 252 images from the VALID Database [25],
24 from the CALTECH’s Faces 1999 Database†, and 23 im-

†http://www.vision.caltech.edu/archive.html

Fig. 12 Detection rate for relative distance values.

ages captured by ourselves, for a total of 300 face images.
The former databases are used for facial expression recog-
nition; therefore, we have used only images where users
had their mouth closed. The VALID Database provides
groundtruth data for the mouth corners. We have manually
located the corners in the rest of the images.

For each input image, (xr, yr) and (xl, yl) locations
for right and left mouth corners are output. We could mea-
sure the accuracy of our method by comparing our results
with the ground truth data directly, i.e., measuring the abso-
lute Euclidean distance that separates them. However; dis-
tance values can be large or small depending on the size of
the image. Therefore, we need a ”relative distance” (reld)
measure that lets us quantify the accuracy regardless of the
image size.

For evaluating eye detection, the BioID Face
Database [26] proposed a normalization measure. We adapt
it so that it fits our mouth corner scheme. Thus, for each
mouth corner pair obtained we obtain reld in the following
way: (1) find absolute pixel distances dr and dl, from the
ground truth data, for both mouth corners; (2) choose the
greater value between dr and dl; (3) reld is found by divid-
ing that value by the absolute pixel distance between both
mouth corners in the ground truth data. Thereby, distances
are normalized, becoming independent from the size of the
mouth in the image.

In Fig. 12 we plotted the ROC curve that describes the
detection accuracy for reld values. For a given reld, a mouth
is considered as successfully found, if its own relative dis-
tance measure is less or equal than the given reld. The de-
tection rate is then calculated by dividing the number of cor-
rectly found mouths by the total number of mouths in the
database (300). For instance, for reld = 0.25, which cor-
responds to an accuracy of about one quarter of the width
of the mouth in the image, we obtain a 79.67% detection
rate. If we relax the accuracy so that it is equal to half the
width of the mouth region, i.e., reld = 0.5; the detection
rate is 98%. Additionally, for reld ≥ 0.8 the detection rate
is 100%, which means that among all images, the greatest
error we obtain is no greater that 0.8 times the mouth region
width.



1678
IEICE TRANS. INF. & SYST., VOL.E94–D, NO.8 AUGUST 2011

Table 1 Ground truth of the tongue protrusion events.

Video Length # Left Pr. # Right Pr. # Total
V001 30sec. 3 4 7
V002 36sec. 2 1 3
V003 31sec. 2 4 6
V004 25sec. 2 2 4
V005 33sec. 2 2 4
V006 17sec. 2 1 3
V007 19sec. 3 2 5
V008 19sec. 4 4 8
V009 36sec. 3 2 5
V010 36sec. 3 3 6
TOTAL 282sec. 26 25 51

The BioID Face Database [26] recommends to rate an
“eye” as found if reld ≤ 0.25. Different from the eyes lo-
cation, the appearance of the mouth corners makes it rather
difficult to restrict its location to just one particular pixel
location. Therefore, the manually labeled data could be
slightly different had other person labeled it. In order to
account for this small human error, we rate a mouth image
as “found” if reld ≤ 0.3. Consequently, from Fig. 12, the
detection rate for our system is 85.33%.

The next step consists of fitting a mouth model using
as initialization points the mouth corners, as indicated in
Sect. 3.3. For this purpose, we have built a database con-
sisting of our own acquired images and images from the
BioID Face Database [26], for a total of 360 training im-
ages. We have manually registered a 15-point model for
each image, and trained the AAM offline using the interface
provided in [7]. The model needs 30 parameters for explain-
ing 95.14% of the training database.

Thus, we fit a mouth model in the current image. Fi-
nally, we segment a mouth image by extracting the model’s
bounding box. The complete mouth segmentation takes in
average 150ms. for a 320x240 pixel image, using a 2.4GHz
CPU and Windows XP-SP3 OS. While the segmentation is
not suited for real-time application, it is done only once;
hence it does not affect the subsequent processing.

5.2 Results for Tongue Protrusion Detection

It is a novel idea to detect the tongue protrusion from video;
hence there are no available databases that include such ges-
ture. We have recorded ten videos from seven different peo-
ple inside an office environment, and collected a total of 51
tongue protrusion gestures. Table 5.2 shows details about
the database we have created. The users have been asked to
follow the next guidelines:

• To keep the mouth closed at all times, including when
a tongue protrusion occurs. Lips can be relaxed as long
as the mouth is not opened.

• Each protrusion must be finished by returning the
tongue back into the oral cavity. Since the detection is
done while the tongue is sticking out from the mouth,
the time the tongue protrusion gesture stays on the sur-
face of the mouth is unimportant.

5.2.1 Evaluation Procedure

We have labeled and counted the following tongue
protrusion-related events from our dataset:

1. Missed Events (ME): Protrusions that were not de-
tected.

2. Detected Events (DE): Protrusions that were detected.
Events are further separated into:

a. Uncertain Event (UE): a position could not be cal-
culated because there is no LHT-NCC and RHT-
NCC data, i.e., the number of points between
αMAX and αMIN in Fig. 11 is zero.

b. Misdetected Event (MDE): a decision was taken;
however, Right was detected as Left, and vice
versa.

c. Correctly Detected Event (CDE): a correct posi-
tion decision was taken.

Therefore: DE = UE+MDE+CDE, and ME +
DE = 51, the number of gestures in the database.

Selection of proper threshold parameters αMAX and
αMIN is essential for the tongue protrusion detection. Thus,
the following measures are analyzed for each pair of thresh-
old parameters:

1. Sensitivity: the proportion of tongue protrusion ges-
tures that were detected. Hence:

Sensitivity =
DE

ME+DE
(2)

2. Accuracy: the proportion of detected tongue protrusion
gestures whose position was detected correctly. Hence:

Accuracy =
CDE

UE+ CDE+MDE
(3)

5.2.2 Selection of Thresholds for the Evaluation

We need to choose a set of threshold parameters that al-
lows evaluating the Sensitivity and Accuracy of our method.
The upper bound for parameter αMAX should be such as it
is lower than the correlation value when the closed mouth
is being tracked. The lower bound should be such that
small mouth movements are neglected and only meaning-
ful changes in the mouth region trigger a detection. Con-
sequently, for the experiments we have selected two αMAX

values: 0.85, 0.80.
We have discussed in Sect. 4.2 that as the tongue comes

out from the mouth, the correlation coefficient decreases.
We also illustrated in Fig. 9 that the protrusion of the tongue
causes a drift in the tracking. The “drifted” template is not
symmetric; hence, correlation information obtained from it
is not reliable because the left and right “drifted” halves do
not correspond to the left and right halves of the original
mouth. Therefore, the lower bound for the αMIN parame-
ter should be such that the NCC calculated is still reliable.
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Likewise, the upper bound for αMIN is given by αMAX , so
that it is feasible to obtain correlation data for the interval
αMAX > NCC > αMIN . Consequently, the following
αMIN values are evaluated: 0.60, 0.65 and 0.70.

5.2.3 Detection Results

Following the evaluation procedure described in Sect. 5.2.1,
detection results for one pair of parameters (αMAX = 0.80
and αMIN = 0.70) are shown in Table 2. Therefore, using
Eq. 2 and Eq. 3 yields Sensitivity and Accuracy values of
98.04% and 76.00%, respectively.

Sensitivity and Accuracy values for the remainder pairs
of threshold parameters are illustrated in Fig. 13. We can
infer from this figure that the Sensitivity is directly propor-
tional to αMIN, and inversely proportional to αMAX. Hence,
the best performance is obtained by the pair {αMAX, αMIN}
= {0.80, 0.70}. However, the Accuracy for this pair was
inferior compared to other pairs of parameters.

Indeed, we can observe in Tab. 2 that there were 3
Uncertain events (UE) and 9 Misdetections (MDE) when
αMAX=0.80 and αMIN=0.70. Both scenarios, exemplified
in Fig. 14, are detailed next.

First, a UE from video V003 is shown in Fig. 14(a).
In this figure, we can observe that the NCC value at frame
767 was higher than αMAX ; and that the NCC value in the
next frame (768) was already lower than αMIN , because the

Table 2 Detection results for the parameters: αMAX= 0.80 and
αMIN= 0.70. ME: Missed Events. DE: Detected Events. UE: Uncertain
Events. CDE: Correctly Detected Events; and MDE: Misdetected Events.

Video ID ME DE UE CDE MDE
V001 0 7 2 5 0
V002 0 3 0 3 0
V003 0 6 1 5 0
V004 0 4 0 3 1
V005 1 3 0 2 1
V006 0 3 0 1 2
V007 0 5 0 3 2
V008 0 8 0 7 1
V009 0 5 0 3 2
V010 0 6 0 6 0

TOTAL 1 50 3 38 9

Fig. 13 Sensitivity and Accuracy for each pair of parameters.

protrusion of the tongue occurred very rapidly. Therefore,
there was no data between the thresholds αMAX and αMIN ;
thus, the position of the tongue could not be calculated. UEs
are always caused in the same manner.

Then, a MDE from video V004 is shown in Fig. 14(b).
In this figure, we can observe the data that is used for the
position detection, between frames 54 and 64. In this case,
although the tongue protruded to the right side, the average
LHT-NCC and RHT-NCC values between αMAX and αMIN
were 0.685 and 0.721, respectively. Thus, since the LHT-
NCC was lower, a tongue protrusion to the left was detected.
Consequently, the detection method for the tongue position
that we proposed in Sect. 4.2.2 failed for this particular case.
Other misdetections take place similarly; however, their oc-
currence can be minimized if suitable thresholds are chosen.

In summary, there exists a trade-off between Sensitivity
and Accuracy according to the parameters that are chosen.
Results shown in Fig. 13 correspond to applying the same
pair of parameters to the entire database, allowing us to de-
termine that the best threshold pair in terms of Sensitivity vs.
Accuracy is {αMAX , αMIN} = {0.85, 0.70}. Thus, these
parameters are chosen to be the “default” parameters; and
the overall Sensitivity and Accuracy of the system we pro-
pose are 90.20% and 84.78%, respectively. New users are
expected to obtain satisfactory results with these “default”
values on actual use of the proposed system. However, we

Fig. 14 (a) UE and (b) MDE examples from V003 and V004.



1680
IEICE TRANS. INF. & SYST., VOL.E94–D, NO.8 AUGUST 2011

note that an increase in the effectiveness of the detection is
possible, if a pair of personalized parameters is chosen for
each user during a calibration stage.

The machine learning method previously proposed
in [12] was also evaluated using the video database from this
paper. As a result, the Sensitivity and Accuracy values for
that method were 88.24% and 66.67%, respectively. Hence,
overall results from our proposed system are superior. In
particular, the detection of the position of the tongue protru-
sion (the Accuracy) is significantly improved. Finally, the
tracking and detection process takes in average 40ms. for a
320 × 240-pixel image, which demonstrates the real-time
capability of the proposed algorithm.

5.3 Discussion on the Parameters

In this section we will discuss the influence of adjusting the
“default” parameters for each person, in case it is required
in order to increase the effectiveness of the detection.

5.3.1 Lower Threshold Parameter

Decreasing the value of αMIN , may produce the following
results. A lower αMIN value requires a larger change in the
image for the protrusion to be detected, i.e., a larger portion
of the tongue needs to be taken outside the mouth. Nonethe-
less, a larger portion of protruded tongue means less mouth
similarity compared to the original template, which causes
the tracking to drift as discussed in Sect. 4.2. If the tracked
mouth region is not accurate, the new detected mouth may
not be a good match of the original one. This, thereby, af-
fects the “new” right and left templates used for the protru-
sion detection. Consequently, the left/right matching com-
parison is not reliable any longer.

Increasing the value of αMIN have the opposite effect:
a smaller portion of the tongue now suffices for the protru-
sion to be detected. However, other actions such as head
rotation or subtle lip movement could trigger false positives.

5.3.2 Higher Threshold Parameter

Using higher values of αMAX produces a larger time win-
dow for tracking the protrusion occurrence, i.e., the gray re-
gion in Fig. 11 is widened. Moreover, for high correlation
values the tracked mouth region is very accurate. Thus, cor-
relation coefficients obtained for the left and right template
are highly reliable. Nevertheless, since αMAX is used also
for detecting when the protrusion event has finished, it could
hinder the recovery of the system from the protrusion event
if correlation values larger than αMAX are not obtained.

Oppositely, decreasing αMAX produces less informa-
tion during the protrusion occurrence, i.e., the gray region
in Fig. 11 is tightened.

Additionally, if αMAX is too low and αMIN is too
high, the tongue protrusion should happen slowly. Other-
wise, it might happen that the tongue is protruded so quick

that no data is obtained for the interval ∈ [αMAX , αMIN ],
i.e., the width of the gray region in Fig. 11 is zero. This will
prevent the system from taking a decision about the position.

6. Conclusions and Future Work

In this paper we have proposed a robust method for mouth
corners detection from a frontal face image. We have also
proposed a system that automatically detects in real-time the
tongue protrusion and finds its position.

We have assumed that the dark line between the lips
when the mouth is closed is detectable. Hence, the mouth
corners detection algorithm used Gabor filters whose orien-
tation and scale parameters were chosen so as to enhance
horizontal features in the mouth image. Next, a line whose
extremes corresponded to the mouth corners was detected.
Obtaining a detection ratio which surpasses 85% on the 300-
image dataset showed the correctness of the initial assump-
tion. Finally, by detecting these points, we were able to fit
a mouth model and extract the mouth region given by its
bounding box.

The tongue protrusion detection utilized video infor-
mation and relied on two parameters, αMIN and αMAX ,
that describe the perceptual mouth changes through time.
Choosing the proper values makes small lip and mouth
movements to be neglected, which in turn allows the user
to produce utterances in case speech communication is re-
quired.

Figure 13 showed that the detection of the tongue pro-
trusion occurrence has an overall sensitivity of 90.20%. This
would prove the effectiveness of our method if our goal
were to merely detect the protrusion, as it was in both [14]
and [13]. Our method surpasses detection results from [13]
using the “default parameters”, and surpasses results
from [14] when the best parameters are selected. For in-
stance, the Sensitivity rate using parameters {αMIN,αMAX}
was 98.04%. Detecting additionally the tongue protrusion
position, as either right or left, had an accuracy of 84.78%,
which surpasses the accuracy of the only previous work that
detected the position of the tongue protrusion [12]. In con-
clusion, working with video information has been found to
perform better than detecting the tongue gestures separately
for each frame.

The suitability of parameters depends on physical char-
acteristics of the user such as tongue length or mouth size;
thus, if the “default” parameters do not perform well for a
user; optimal parameters can be calibrated: (1) heuristically,
so that each pair of thresholds is tested for a brief period of
time, and the one that performs the best is chosen; or (2) sta-
tistically, so that training video data is recorded for tongue
gestures made by the potential user, and parameters are cal-
culated offline based on knowledge about the contents of
the training information. When building an actual interface
that uses tongue protrusion gestures, the latter option may
be more accurate; hence, building the statistical calibration
method is part of our future work.

As plausible applications for this system, the tongue
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protrusion events can be utilized for triggering tasks in the
computer, as a hands-free Human-Computer Interface. In
particular, it is well suited for supporting physically dis-
abled people by helping them to control a computer. Fur-
thermore, for people who frequently use a computer, the
tongue protrusion can work as a complementary interface
to be used with the traditional keyboard or mouse, e.g., as a
“hands-free hotkey” button that executes a pre-defined task.
Finally, possible future work includes the tracking of con-
tinuous tongue movement. Doing so would enhance both
the utility and usability of the system.
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