
IMPACTS OF CHANNEL SWITCHING OVERHEAD ON THE
PERFORMANCE OF MULTICAST IN WIRELESS MESH NETWORKS

ALIREZA MOGHADDAM

A THESIS SUBMITTED TO THE FACULTY OF GRADUATE STUDIES
IN PARTIAL FULFILMENT OF THE REQUIREMENTS

FOR THE DEGREE OF

MASTER OF SCIENCE

GRADUATE PROGRAM IN COMPUTER SCIENCE AND ENGINEERING
YORK UNIVERSITY

TORONTO, ONTARIO

NOVEMBER 2015

c© Alireza Moghaddam, 2015



Abstract

Wireless mesh networks (WMNs) have emerged as a promising technology for next-

generation wireless networking. A WMN extends network coverage using wireless mesh

routers that communicate with each other via multi-hop wireless communications. One

technique to increase the network capacity of WMNs is to use routers equipped with multi-

ple radios capable of transmitting and receiving on multiple channels. In a Multi-Channel

Multi-Radio wireless mesh network (MCMR WMN), nodes are capable of transmitting

and receiving data simultaneously through different radios and at least theoretically dou-

bling the average throughput. On the other hand, the use of multi-radio and multi-channel

technology in many cases requires routers to switch channels for each transmission and/or

reception. Channel switching incurs additional costs and delay. In this thesis, we present

a simulation-based study of the impacts of channel switching overheads on the perfor-

mance of multicast in MCMR WMNs. We study how channel switching overheads affect

the performance metrics such as packet delivery ratio, throughput, end-to-end delay, and

delay jitter of a multicast session. In particular, we examine:
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1. the performance of multicast in MCMR WMNs with three orthogonal channels

versus eleven overlapping channels defined in IEEE 802.11b.

2. the performance of the Minimum-interference Multi-channel Multi-radio Multicast

(M4) algorithm with and without channel switching.

3. the performance of the Multi-Channel Minimum Number of Transmissions (MCMNT)

algorithm (which does not do channel switching) in comparison with the M4 algo-

rithm (which performs channel switching).
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Chapter 1

Introduction

Wireless mesh networks (WMNs) have emerged as a promising technology for next-

generation wireless networking. As opposed to traditional networks that rely on a small

number of wired access points or wireless hotspots to connect users, a WMN extends

network coverage using wireless mesh routers that communicate with each other via

multi-hop wireless communications [1,2]. Potential applications of WMNs include broad-

band home, community, neighbourhood and enterprise networking, building automation,

health and medical systems, public safety and security systems, intelligent transportation

systems, emergency/disaster networking and broadband Internet access in metropolitan

areas.

A wireless mesh network is a communication network composed of clients, wireless

routers, and gateways as illustrated in Figure 1.1. Clients are wireless devices such as

cellphones or laptops that send or receive data from wireless routers. Wireless routers

have minimal or no mobility and are connected in a mesh topology to provide a network
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backbone for mesh clients. Wireless routers relay data from one client to another and

between clients and the Internet. Gateways are routers that provide connectivity to the

Internet or to other networks.

Figure 1.1: Components of a wireless mesh network

Overview of Wireless Communications

A radio, also known as a wireless interface, is a wireless network interface card (NIC)

that is attached to the antenna of a wireless device. A channel represents a band of

frequencies over which signals are transmitted. Figure 1.2 illustrates the set of channels

defined in IEEE 802.11b standard. In Figure 1.2a, each channel is identified by a half

circle that covers the band of frequencies allocated to that channel. The number on

top of each channel represents the alias for that channel. Figure 1.2b illustrates the

frequency corresponding to each channel which is defined as the middle frequency of the

band. Channels with the middle frequencies more than 25 MHz apart are considered
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non-overlapping (orthogonal) and therefore they do not interfere with each other. In

Figure 1.2a, orthogonal channels are represented by red half circles. Channels that are

less than 25 MHz apart are overlapping and hence interfere with each other.

(a) Channels defined in IEEE 802.11b along with their alliases (indicated on top of

each channel) and the band of frequencies used for each channel

(b) Frequency corresponding to each channel

Figure 1.2: Channels and their frequencies defined in IEEE 802.11b

Single-channel Single-radio WMNs

A single-channel single-radio WMN consists of nodes that possess only one radio and use

only one shared channel for communication. In a single-channel single-radio network, the
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throughput capacity degrades significantly as the network size increases. In a random ad

hoc network with ideal global scheduling and routing, the theoretical achievable through-

put is estimated as θ(1/
√
n log n), where n is the number of nodes in that network [3].

For multicast flows, the situation is even worse and the theoretical aggregate throughput

is estimated as O(1/
√
nε log n), where 0 ≤ ε ≤ 1 [4]. The above two upper bounds imply

that as n grows beyond a certain limit, the capacity of a single-channel WMN becomes

unacceptably low.

Critical factors that contribute to this rapid degradation are: (1) a single channel

shared by all nodes in the network and (2) the use of a single, half-duplex radio per node.

The former refers to performance degradation due to medium contention, interference

and packet collisions that occur among nodes that share the same channel. The latter

means that a single half-duplex radio is only able to either send or receive at any point

in time, but not simultaneously. One of the most effective solutions to these problems

and increase network throughput is to use nodes that possess multiple radios in networks

using multiple channels.

Multi-channel Multi-radio WMN

A multi-radio node is able to send on one channel and receive on another simultaneously

by using two different radios, and thereby at least doubles the throughput. Figure 1.3

illustrates a node with multiple radios interacting with a multi-channel network.

A WMN consisting of nodes that have multiple radios and use different channels is
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called a Multi-Channel Multi-Radio wireless mesh network (MCMR WMN). To provide

connectivity in a MCMR WMN, each pair of neighbour nodes have to be tuned to a

common channel and establish a wireless link to communicate. An example MCMR

WMN is shown in Figure 1.4. In this figure, nodes are represented by alphabetical letters

in circles and a wireless link between two nodes is represented by a line that connects

them. The channel used by a link is indicated as a number associated with that link. In a

WMN, each node may establish one or more link(s) with neighbour nodes. For instance,

node I has two radios and uses three links for communication: one radio communicates

with nodes N and J, and the other communicates with node H. Assigning appropriate

channels to wireless links in a MCMR is the task of a channel assignment algorithm (CA).

The objective of a CA algorithm can be to maximize the overall network through-

put [5], to minimize interference [6], or to balance the traffic load in a network [7]. For

the purpose of the study in this thesis, a CA algorithm can be categorized into one of

the following two groups depending on the relation between the number of radios a node

possesses and the number of channels assigned to it.

1. The number of assigned channels c is less than or equal to the number of radios

r the node is equipped with, i.e., c ≤ r. In this case, each radio is tuned to an

assigned channel to communicate with the corresponding neighbours. For instance,

as illustrated in Figure 1.4, assuming that node O is using two radios: one radio

uses channel 1 to communicate with nodes F, S, N and the other radio uses channel

2 to communicate with node H.
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Figure 1.3: A Multi-Channel Multi-Radio (MCMR) node

Figure 1.4: A MCMR WMN

2. The number of assigned channels is greater than the number of radios the node

has, i.e., c > r. In this case, at least one radio has to switch among two or more

assigned channels to communicate with neighbour nodes. Assume that node D in

Figure 1.4 has two radios and has been assigned channel 3 to communicate with C,

channel 4 to communicate with M and channel 2 to communicate with E. Given
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two radios and three channels, one radio has to switch, say, between channels 2 and

4 for D to communicate with E and M. Channel switching incurs hardware and

software latencies [8, 9], and requires synchronization and scheduling. There exist

many channel switching algorithms [10–13].

For the purpose of the research in this thesis, we categorize existing channel assignment

schemes [14–23] into two groups: c ≤ r [14–20] and c > r [21–23].

Multicast

Multicast is a form of communication that delivers a data message from a source to

a group of destinations simultaneously in an efficient manner. As opposed to unicast

communication where the sender targets only one receiver for each data packet in a

multicast session, the sender targets multiple receivers simultaneously when transmitting

each data packet. Following are important applications of multicast:

• Scheduled audio/video distribution: Any type of scheduled event whose multimedia

coverage could benefit audiences, for instance, audio/video conference, presenta-

tions, meetings, IP television and distance education.

• Push media: Such as news headlines, weather updates, sports scores, or other types

of non-essential dynamic information [24].

Motivations

In this thesis, we study the following problems:
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• the performance of multicast in MCMR WMNs with 3 orthogonal channels versus

11 overlapping channels defined in IEEE 802.11b.

• the performance of the Minimum-interference Multi-channel Multi-radio Multicast

(M4) algorithm with and without channel switching.

• the performance of the Multi-Channel Minimum Number of Transmissions (MCMNT)

algorithm (which does not do channel switching) in comparison with the M4 algo-

rithm (which requires channel switching).

Following are the factors that motivated us to solve the above problems.

Performance Evaluation of Multicast Using Overlapping and Non-overlapping

Channels

In an IEEE 802.11b network, there are eleven overlapping and three non-overlapping

channels available to use. While non-overlapping (orthogonal) channels do not interfere,

overlapping channels do interfere with each other. Since interference is an important

factor that degrades the performance of any wireless network, using three orthogonal

channels may be perceived as offering higher performance than using eleven overlapping

channels. On the other hand, using three orthogonal channels may result in more medium

contention and thus lower throughput, because the same number of nodes are sharing

three channels instead of eleven.

Therefore, using orthogonal channels benefits from no interference but suffers from

higher medium contention within a channel. On the other hand, using eleven overlap-
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ping channels benefits from lower medium contention but suffers from adjacent-channel

interference. To the best of our knowledge, there have been no studies addressing this

issue. Therefore, we compare the performance of multicast using three non-overlapping

channels and eleven overlapping channels defined in the IEEE 802.11b standard. Our

simulation results show that using eleven overlapping channels offers higher performance

in terms of packet delivery ratio, end-to-end delay, throughput and jitter. As a result, we

use the eleven-channel configuration in the next studies.

Channel Switching Overheads on Multicast in MCMR WMNs

When evaluating the performance of a MCMR WMN, the overhead of channel switching

may or may not be negligible [19, 20]. Such overheads are incurred at multiple levels.

For example, hardware latency is incurred at the physical layer and software delay, at

the MAC layer for synchronization and scheduling. Channel switching has been the

topic of many studies [8,10–13,25–29]. In these studies, channel switching algorithms are

proposed for unicast communications. Moreover, the impacts of channel switching latency

were not considered in the simulation results reported in these papers. Furthermore,

there has not been any work on the impact of channel switching on the performance of

multicast in MCMR WMNs. Therefore, we conduct a simulation-based study to evaluate

the overheads of channel switching on the performance of multicast in a MCMR WMN.

In particular, we study the performance of the M4 algorithm in two cases: with channel

switching and without channel switching.
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Comparison between the c > r and c ≤ r Approaches

Using the c ≤ r approach in a network does not require channel switching and, therefore,

benefits from a simple implementation. However, using a low number of channels in a

network increases medium contention, channel sharing and interference, which in turn

reduces the number of simultaneous transmissions, hence lowers the network throughput.

On the other hand, the c > r approach requires efficient channel switching schemes and

carries additional channel switching costs, which are not negligible as shown in [30, 31]

and demonstrated in Chapter 4. To the best of our knowledge, there has not been any

research that compares the performance of a network using the c ≤ r approach versus

the c > r approach. As part of our work, we compare the performance of multicast in a

MCMR WMN for the following two cases:

• The number of channels assigned to a node may be greater than the number of radios

the node has (c > r) and thus channel switching is required. The M4 algorithm is

used for channel assignment and breadth first search, for routing in this case.

• The number of channels assigned to a node is less than or equal to the number of

radios the node possesses (c ≤ r) and thus no channel switching is required. The

MCMNT algorithm is used for routing together with random CA in this case.

The results obtained from simulations indicate that in all cases the (c ≤ r) approach

offers better results in terms of average packet delivery ratio, end to end delay and

throughput, thanks to no channel switching overhead. As for the average delay jitter, the
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M4 algorithm provides better results.

Contributions

Following are the contributions of the thesis.

• First, we present a performance evaluation of multicast in MCMR WMNs for the

two cases where three orthogonal and eleven overlapping channels defined in the

IEEE 802.11b standard are used.

• Second, we provide experimental results that show how channel switching overheads

affect the performance of the M4 algorithm in a MCMR WMN.

• Third, we compare the performance of multicast in MCMR WMNs for the two cases

c > r (using the M4 algorithm) and c ≤ r (using the MCMNT algorithm).

We believe that our results and analysis will be valuable to researchers undertaking re-

search on channel switching and channel assignments in MCMR WMNs.

Outline of the Thesis

The remainder of the thesis is organized as follows. Chapter 2 presents an overview

of single-channel and multi-channel networks, and literature reviews of multicast rout-

ing, channel assignment and channel switching schemes. In Chapter 3, we provide a

simulation-based study of the performance of multicast in MCMR WMNs using three
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orthogonal and eleven overlapping channels defined in the IEEE 802.11b standard. In

Chapter 4, we present a simulation-based study to evaluate the effects of channel switch-

ing latency on the performance of the M4 algorithm in MCMR WMNs. In Chapter 5,

we compare the performance of multicast via simulations for the two cases: c ≤ r (using

the MCMNT algorithm) and c > r (using the M4 algorithm). We conclude the thesis

and outline future research directions in Chapter 6. A brief description about the simu-

lator that we used is provided in Appendix A and sample network topologies used in our

simulations are given in Appendix B.
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Chapter 2

Literature Review

This chapter presents an overview of wireless communications and wireless mesh networks

followed by surveys multicast routing in MCMR WMNs, channel assignment and channel

switching.

2.1 Overview of Wireless Communications

In its traditional sense, radio is the radiation of electromagnetic signals through the

atmosphere or free space. In the wireless networking literature, radio is often used to

describe the wireless network interface card (NIC) that is attached to the antenna of a

wireless device. In this thesis, the terms “radio” and “interface” are used interchangeably.

A channel represents a band of frequencies over which signals are carried from sources

to destinations. At any instant of time, a radio is capable of sending or receiving signals

on a specific channel. The transmission range of a radio is defined to be the range in

which nodes can receive the radio’s data transmissions correctly (assuming no interfer-
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ence). The transmission range of a node is usually represented by a circle which is drawn

around the node (see Figure 2.1). As illustrated in this figure, if node B located within

the transmission range of node A, then node B can receive data successfully from A,

assuming that both nodes are in an interference-free environment. When a sender node

Figure 2.1: Transmission range of nodes A and C is represented by the dotted circles

is transmitting data to a receiver, all nodes in the transmission range of the sender may

overhear its transmissions even if they are not the intended recipients of these transmis-

sions. An example of the overhearing effect is illustrated in Figure 2.2. In this example,

node A is the multicast source and nodes B, C, D and E are forwarders. There is a

wireless link between node B and C, but it is not part of the routing tree; therefore, B

and C are not connected directly, however, they are in the transmission range of each

other. Since B is receiving multicast flow on channel 3 and C is transmitting on the same

channel, node B is able to overhear the data that node C is transmitting to node E. In

this case, if node B does not receive a packet from its parent, node A, (due to e.g., a
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collision or interference), there is another chance for B to receive (overhear) the packet

from node C. As a result, the broadcast nature of wireless communication provides the

overhearing effect which has the potential to improve packet delivery ratios of nodes.

Figure 2.2: Overhearing effect

In wireless communications, concurrent data transmissions on the same channel from

nodes A and C to node B (as illustrated in Figure 2.1) cause a packet collision at B and

leads to data loss. In order to minimize such a collision, the Career Sense Multiple Access

with Collision Avoidance (CSMA/CA) algorithm [32] is used. CSMA/CA is a Medium

Access Control (MAC) protocol and was approved for use in IEEE 802.11 standards in

June 1997.

As illustrated in Figure 2.6, the IEEE 802.11 MAC layer consists of two sublayers:

PCF (Point Coordination Function) and DCF (Distributed Coordination Function), both

of which provide stations in a network with methods to access the shared medium. While

the DCF sublayer provides access to the medium for transmitters using a contention-
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Figure 2.3: Illustration of interference range and transmission range

based algorithm, the PCF uses a centralized and contention-free algorithm to provide

medium access. Below, we explain the DCF and PCF in detail.

2.1.1 Distributed Coordination Function

The DCF sublayer uses the CSMA/CA algorithm which is illustrated in Figure 2.4 and

works as follows. A transmitter wishing to transmit a MAC frame has to wait until the

channel remains idle, in which case, the station may transmit; otherwise the station must

wait until the ongoing transmission is complete and a time interval called backoff time has

elapsed before transmitting. To ensure the smooth and fair functioning of the CSMA/CA

algorithm, DCF applies a set of delays, called interframe space (IFS). The logic behind

using interframe space is to define different priority levels for different types of frames
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(e.g., control frames, data frames, acknowledgements) when accessing the medium. IFS

is a general term referring to the four different types of time intervals: SIFS, PIFS, DIFS

and EIFS. To see how IFS is used in practise, following is the CSMA/CA algorithm with

the use of IFS:

1. A station with a frame to transmit, has to wait until the channel remains idle for a

time equal to IFS. If so, the station may transmit immediately.

2. If the medium is busy (due to an ongoing transmission or the channel becoming busy

during the IFS), then the transmitter defers the transmission and keeps monitoring

the medium until it gets idle.

3. After the ongoing transmission is over, the transmitter does not transmit the frame

immediately, instead, it delays the transmission for the duration of another IFS.

If the medium remains idle for this period, then the transmitter backs off as long

as a time interval whose value is randomly generated. During the backoff period,

if the channel is found busy, the backoff timer is frozen until the channel is again

idle for the duration of another IFS. The process continues until the backoff time

reaches zero, in which case the node immediately transmits the data. In order

to handle heavy traffic loads, IEEE 802.11 uses binary exponential backoff which

works as follows. When a station attempts to transmit repeatedly in the face of

repeated collisions, for the first 10 retransmission attempts, the mean value of the

random delay is doubled. This mean value then remains the same for six additional
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attempts. After 16 unsuccessful attempts, the station gives up and reports an error.

Thus, as congestion increases, stations back off by larger and larger amounts to

reduce the probability of collision. Without such a backoff, the following situation

could occur: Two or more stations attempt to transmit at the same time, causing

a collision. These stations then immediately attempt to retransmit, causing a new

collision. Repeated failed attempts to transmit result in longer and longer backoff

times, which helps to smooth out the load.

4. After receiving the data frame successfully, the receiver transmits an acknowledge-

ment message to the sender.

In order to provide priority-based access to the medium, the CSMA/CA algorithm

uses three values for IFS:

• SIFS (short IFS): The shortest IFS, used for all immediate response actions, e.g.,

ACK, RTS, CTS.

• PIFS (point coordination function IFS): Midlength IFS used by the centralized

controller in the PCF scheme when issuing polls. We will explain the PCF in

Section 2.1.2.

• DIFS (distributed coordination function IFS): The longest IFS, used as a minimum

delay for asynchronous frames contending for access.

Figure 2.5 illustrates the use of these values. Data frames with highest priority use

the shortest IFS (SIFS) to gain access in preference to a station waiting an amount of
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Figure 2.4: IEEE 802.11 medium access control logic

time equal to PIFS or DIFS. The frames that use SIFS consist of Acknowledgement

(ACK), Clear To Send (CTS) and Poll response and will be explained in Section 2.1.1.

The midlength IFS interval is the PIFS which is used by the PCF function that will be

explained in Section 2.1.2. The PIFS takes precedence over normal contention traffic.

The DIFS is the longest IFS and is used for all ordinary asynchronous traffic.

The occurrence of collision can not be detected by the transmitter due to two reasons:
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Figure 2.5: IEEE 802.11 basic access method

First, the transmitting signal power is much higher than the incoming signal. Second,

a radio has only one antenna for both sending and receiving which can not be used

for both transmitting and detecting collisions simultaneously. In case of using multiple

radios per node, still the collision is hard to be detected since the signal power of the

transmitting radio saturates other radios’ reception. Therefore, the transmitter assumes

that a collision has occurred based on the absence of an acknowledgement message from

the receiver. If the transmitter does not receive an ACK (due to collision or transmission

errors), it generates the random backoff time after the channel remains idle for an EIFS

(Extended Interframe Space) which is the longest IFS interval.

Although using CSMA/CA reduces the probability of collision among nodes, it can

not prevent the hidden terminal problem as explained below. A hidden terminal refers

to a terminal C, that resides outside of the interference range of node A as illustrated in

Figure 2.1. In this case, terminal C is not able to sense the ongoing transmission from

A to B, and hence may try to transmit a packet to B. This results in two concurrent
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Figure 2.6: IEEE 802.11 protocol architecture

transmissions from A and C which interfere with each other and cause packet loss at the

receiving node B. To solve the hidden terminal problem, RTS/CTS (Request To Send/-

Clear To Send) handshake mechanism is used between the transmitter and its intended

receiver before the actual transmission takes place (see Figure 2.7). Before transmitting

the actual data, the transmitter A first sends a request-to-send (RTS) message to request

permission for transmission. Then, receiver B replies with a clear-to-send (CTS) message

if there is no ongoing transmission between B and another node. Upon overhearing the

CTS from B, node C will then defer any transmission. For better reliability, an ACK
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is added at the end of the data transmission. Figure 2.7 illustrates the timing diagram

corresponding to a complete transmission between nodes A and B.

Although the RTS/CTS handshake mechanism is used in unicast communication, it

is not used in multicast communication. Therefore, multicast communication still suffers

from the hidden terminal problem. Currently, there does not exist an effective algorithm

for implementing RTS/CTS exchanges at the branch points of a multicast tree. The

reason is that CTS messages sent by the multicast receivers of a transmitter have a

very high probability of colliding at the transmitter. More importantly, it may not be

possible for all the multicast receivers to agree on a common time slot for the transmission

of a packet, or the delay would be very long to reach such an agreement, e.g., polling

each receiver one by one [33, 34], or require extensive modifications to the IEEE 802.11

standards [34–38].

Figure 2.7: Time diagram of transmission with RTS/CTS/DATA/ACK

Another problem that may occur during wireless transmission is the exposed terminal

problem and is caused by the carrier sense operation. As illustrated in Figure 2.8, nodes
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Figure 2.8: Illustration of exposed terminal problem

A and C are in transmission range of each other (exposed to each other) and therefore

if either one initiates a transmission, the other has to defer in order to avoid collision.

Now, assuming that A is transmitting data to B, node C defers its transmission to D

to avoid a collision. But, such deference is not necessary, since transmission from A to

B does not interfere with the transmission from C to D. As a consequence, C’s deferral

lowers its own throughput and degrades the overall throughput of the whole network.

Note that the exposed terminal problem only reduces the network throughput and is not

an operational problem.

2.1.2 Point Coordination Function

The PCF is an alternative access method in the IEEE 802.11 MAC Architecture which

can be implemented directly on top of the Distributed Coordination Function (DCF). The

PCF resides in a point coordinator also known as Access Point (AP) and coordinates the

communication within a network by providing a centralized coordination and using a
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polling system. The point coordinator sends CF-Poll frame to a PCF capable station to

permit it to transmit a frame. In case the polled station does not have any frames to

send, then it must transmit null frame. When issuing a polling frame, the AP waits for

a duration of PIFS rather than DIFS to allocate the channel. Because PIFS is smaller

than DIFS, the point coordinator always has the priority to access the channel and

can seize the medium and lock out all asynchronous traffic while it issues polls and

receives responses. To prevent this, a repetition interval has been designed to cover both

(Contention free)PCF and (Contention Based)DCF traffic. The repetition interval which

is repeated continuously, starts with a special control frame called Beacon Frame. When

stations hear the beacon frame, they start their network allocation vector for the duration

of the contention free period of the repetition period.

2.2 Communication Channels and Channel Interference

A communication channel represents a band of frequencies over which signals are trans-

mitted. In wireless communications, a channel is identified by its centre frequency, band-

width and alias. The alias is an integer assigned to the channel, for instance channel 1.

Figure 2.9 illustrates all channels in IEEE 802.11b standard along with their correspond-

ing channel numbers, centre frequencies and bandwidths. For instance, channel number

6 has a centre frequency of 2.437 GHz and its frequency bandwidth is 22 MHz. IEEE

802.11b operates on a 2.4 GHz spectrum and has 11 out of 14 channels available for use.

Two channels are called overlapping channels if their frequency bands intersect with each
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other and are called non-overlapping or orthogonal otherwise. For instance, in Figure 2.9,

channels 1 and 3 are overlapping channels while channels 1 and 6 are orthogonal channels.

In wireless communications, interference refers to anything that alters or disrupts a

signal as it travels along a channel between a transmitter and a receiver. Outside the

transmission range, a receiver is not able to receive data correctly from a transmitter

because the signal from is not strong enough. However, the signal from the transmitter is

still strong enough to interfere with the receiver’s reception from another transmitter. As

illustrated in Figure 2.3, C is not in the transmission range of A, but in the transmission

range of B. However, the signal from A can interfere with C’s reception from B. Therefore,

the interference range of a node is the range inside which a new transmission may interfere

with the packet reception. Notice that the interference range is always larger than and

covers the transmission range (see Figure 2.3).

There are two types of interference that may occur in wireless communication: co-

channel interference and adjacent-channel interference. Co-channel interference occurs

when two radios in the interference range of each other send data simultaneously on the

same channel to the same receiver. Adjacent-channel interference happens when two

radios located in the interference range of each other transmit signals simultaneously on

two overlapping channels. Channels with more overlap generate more adjacent-channel

noise. For example, channels 1 and 2 introduce more adjacent-channel interference than

channels 1 and 4.

In any case, both co-channel and adjacent-channel interference degrade the network
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Figure 2.9: IEEE 802.11b standard

performance.

2.3 Wireless Mesh Networks (WMNs)

A WMN consists of mesh routers, mesh clients and mesh gateways. Mesh routers provide

connectivity among themselves. for the whole network and mesh clients communicate

with mesh routers. Mesh gateways are regular mesh routers, except that they are con-

nected to external resources such as another WMN or an Internet service provider and

therefore are able to provide external connectivity for the WMN. Mesh clients communi-

cate with mesh routers in order to connect to other clients or the Internet.

The rest of this section is organized as follows. In Section 2.3.1, we explain several

applications of WMNs. Section 2.3.2 and 2.3.3 explains the Single-channel Single-radio

and Multi-channel Single-radio WMNs, respectively. Finally, in Section 2.3.4, we describe

the Multi-channel Multi-radio WMNs.
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2.3.1 Applications of WMNs

One of the most substantial applications of WMN is to provide multi-hop wireless con-

nectivity to areas where wiring or installing cables is difficult or expensive. Moreover,

because of their low-cost deployment, WMNs have become very popular and been used

in several applications.

• Cities and Municipalities: WMNs provide connectivity among citizens and pub-

lic services over widespread wireless connections. Public services provide the fol-

lowing advantages:

– Citizens can read news or check their emails when they are on a train or on

the road.

– By installing wireless nodes on the resources that are not easily accessible, such

as under-ground pipes and electricity switches, responsible authorities are able

to monitor the status of such resources without performing any construction

work and with minimum cost.

– When cellular networks are down, WMNs can be used as an alternative back-

bone to maintain connectivity among smart devices such as smart phones.

• Education: Colleges and universities plan to eliminate the old cabling systems

that provide on-campus network access to students. As an alternative, WMNs can

be used to provide network access to an entire campus. Everybody on campus is

able to connect to the network easily by mounting dozens of indoor and outdoor
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routers.

• Developing Countries: Wireless mesh networks can be applied to provide in-

ternet access in countries without a widespread wired infrastructure, e.g., phone

service. In this case, mesh routers can be connected to a satellite internet connec-

tion and keep the whole city online.

2.3.2 Single-channel Single-radio Wireless Mesh Networks

In a single-channel single-radio network, each node has only a single radio and operates on

a single channel to communicate with other nodes (see Figure 2.11 (a)). In such networks,

the throughput capacity has a significant limitation. The theoretical upper bound of per

node throughput capacity is asymptotically limited by O(1/
√
n), where n is the number

of nodes in the network [3]. Hence, as the number of nodes in a network increases, the

throughput capacity degrades very rapidly.

In practise, the situation is even worse due to many factors that have not been consid-

ered when deriving the theoretical network capacity. For instance, overheads of routing

and transport protocols or the use of a realistic Medium Access Control (MAC) are two

examples of factors typically neglected in theoretical analysis of network capacity. Exper-

imental results show that in a string topology network with the use of CSMA/CA-based

MAC, the throughput degrades to 1/n of the raw channel bandwidth [39]. One of the

main factors that contributes to such degradation is the exposed terminal problem (Sec-

tion 2.1) due to the use of a single channel in the network. One of the most effective
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approaches to enhance the throughput capacity of such networks is to use systems with

multiple channels and multiple radios per node (MCMR). In a MCMR network, nodes

may possess many radios and use different channels for communications.

2.3.3 Multi-channel Single-radio Wireless Mesh Networks

Any end-to-end path in a multi-hop network should utilize all available channels in a way

that maximizes the number of simultaneous transmissions in the network area. The study

conducted in [40] shows that in a large network with n nodes, if every node has a single

interface, then up to log(n) channels can be fully utilized. Unfortunately, a key limitation

of single-radio wireless devices is that they can only use one channel at a time to transmit

and receive data, even if multiple channels are available. One solution to address this

limitation is to use nodes that are equipped with multiple radios as explained in the next

section.

2.3.4 Multi-channel Multi-radio Wireless Mesh Networks (MCMR WMN)

The multi-channel multi-radio (MCMR) technology allows each wireless router to have

two or more interfaces that operate independently on different channels (see Figure 2.10).

As a result, each router is capable of transmitting and receiving data simultaneously

through different radios, and at least theoretically doubling the average throughput [41].

However, MCMR WMNs require efficient channel assignment (CA) and routing protocols

to benefit from the MCMR technology.
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One important challenge in WMNs is to provide sufficient network capacity to accom-

modate the demands of high-bandwidth applications and to support high throughput. In

a WMN, a heavy traffic is expected to be directed between the mesh gateway and mesh

hosts. Such a heavy traffic can be accommodated by properly assigning channels to the

interfaces of routers. Therefore, channel assignment is an important topic when studying

MCMR WMNs.

Furthermore, applying different strategies to distribute the traffic load across all chan-

nels appropriately is an important factor that affects the performance. This requires a

proper channel assignment and routing algorithm which are other challenges in MCMR

WMNs.

In contrast to a single channel network in which a transmitter may initiate a com-

munication to neighbouring nodes whenever the channel is free, in a MCMR WMN, the

transmitter and receiver have to agree on a common channel prior to any transmission.

Therefore, channel co-ordination among nodes is another topic of interest when studying

MCMR WMNs.

2.4 Channel Assignment (CA)

In this section, we describe the problem of channel assignment and represent it as a

mathematical problem. Then, we review and categorize the existing channel assignments

for MCMR WMNs. Then, we describe the M4 algorithm since it is used in chapters 4

and 5 in this thesis. Finally, we explain the relation between channel assignment and
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Figure 2.10: Channel and interface model

routing in MCMR WMNs.

2.4.1 Overview

The task of a CA scheme is to decide which channel two neighbour nodes should share for

communication. A channel assignment algorithm is an important factor in improving the

network performance. When deciding about channel assignment, different CA algorithms

consider different goals. Some examples of the goals are: to minimize the interference [19,

20], to maximize the overall network throughput [5], or to balance the traffic load within

the MCMR WMN [7]. Channel assignment problem can be formally represented by using

the concept of graph. To do this, we assume that:

1. G = (V,E) is a graph in which vertices represent mesh nodes and edges represent

the direct communication links.
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2. There exist a communication link between a pair of nodes (u, v) if the Euclidean

distance between the nodes D(u, v) is less than or equal to some threshold Dmax (the

transmission range of radios given that all radios use the same power to transmit

data).

3. Two nodes are neighbours if there is a link between them.

The CA problem is represented as assigning channels to either all e ∈ E or v ∈ V .

The former refers to assigning channels to the links individually and the latter refers to

assigning channels to every node v ∈ V such that every two neighbouring nodes have at

least one common communication link.

CA in MCMR WMNs has been the topic of extensive research. Subramanian et

al. [19] propose a CA algorithm with the objective of minimizing the overall network

interference. They design centralized and distributed algorithms to solve the channel

assignment problem. Finally, to evaluate the quality of the obtained solutions, they

develop a semi-definite and a linear program formulation of the CA problem to obtain

lower bounds on overall network interference. Finally, they check the obtained results

against the lower bounds achieved from the semi-definite and linear program formulation.

Ramachandran et al. [6] propose a CA scheme that minimizes the interference within

the mesh network and between the mesh network and co-located wireless networks. In

this work, they formulate the Joint Optimal Channel Assignment and Congestion Control

(JOCAC) as a decentralized utility maximization problem with constraints that arise from

the interference of the neighbouring transmissions. Their CA algorithm is able to assign
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both orthogonal and overlapping channels as specified in IEEE 802.11b.

Raniwala et al. [31] propose a centralized load-aware CA algorithm. They focus on

wireless mesh networks that serve as the backbone for relaying end-user traffic from

wireless access points to the wired network. As a result, the source-destination pairs with

associated traffic demands and routing paths are required to be known prior to channel

assignment. Such a load-aware CA scheme binds each network interface to a channel in

such a way that the available bandwidth on each link is proportional to its load capacity.

Therefore, a load-aware CA scheme requires pre-determined knowledge of traffic load on

each link before assigning channels.

In [42], Doraghinejad et al. propose an improved version of the gravitational search

algorithm (GSA) [43] to solve CA problems. The main goal is to minimize the overall

interference and to increase the network throughput while ensuring network connectivity.

Tsao et al. [44] propose an end-to-end channel assignment scheme (EECAS) that ex-

tends the radio-frequency-slot method to minimize co-channel interference. The EECAS

first separates the transmission and reception of packets into two channels. Next, the

state of each radio is classified as transmitting, receiving, interfered, free, or parity. A

node that initiates a communication session with a quality of service requirement can

propagate a channel allocation request along the communication path to the destina-

tion. The simulation results in the paper show that the proposed approach performs

well in intra-mesh and inter-mesh communications, and it outperforms previous channel

allocation schemes [14,45,46] in terms of end-to-end throughput.
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Athota et al. [47] propose a distributed CA scheme called cluster-based channel as-

signment (CBCA) that aims at minimizing co-channel interference yet preserving the

network topology through non-default CA. Topology preservation is important since it

avoids network partitions and is compatible with single-interface routers in the network.

In [48], Cheng et al. propose a channel assignment scheme aiming at minimizing the

overall network interference. They formulate an approach for CA based on the particle

swarm optimization (PSO) algorithm [49]. Such approach can be used to find the approx-

imate optimized solution in small-size networks. Furthermore, it can be used as a baseline

that other algorithms can be compared with. Finally, they propose a centralized and a

distributed heuristic algorithm for the CA problem. They compare the performance of

their proposed algorithms with a centralized Tabu-based CA algorithm. The simulation

results presented in the paper show that the proposed schemes provide high performance

in terms of network throughput and fractional interference (the ratio of overall interfer-

ence number over the overall potential interference number in the network [19]) in both

dense and sparse networks.

In [50], Chen et al. address the problem of CA with the constraint that the number

of different channels assigned to the links incident on a node must not exceed the number

of interfaces the node is equipped with (i.e. the c ≤ r approach). They use simulated

annealing [51] which is a probabilistic technique for approximating the global optimum

of a given function. The first step of their CA algorithm generates random solutions that

need not conform to the interface constraint. In the second step, by applying a penalty
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function technique, the solutions gradually converge to feasible solutions. This step allows

only feasible solutions to be generated during the simulated annealing process.

Over the last decade, many channel assignment algorithms have been developed [6,14–

20,31,42,44,47,48,50,52–61]. This has resulted in a wide range of approaches with respect

to the network technology, application scenario and network architecture. Because of the

variety, existing CA algorithms can be classified according to different key properties. H.

Skalli et al. [53] present a comprehensive taxonomy of CA schemes for WMNs. In [62],

Wang et al. provide a survey on channel assignment algorithms designed for multicast in

MCMR WMNs. Below, we present a major categorization of CA algorithms published

so far:

• Static CA: These schemes assign channels to interfaces either permanently or for

long period of time with respect to the interface switching time [53]. Further, H.

Skalli et al. [53] subdivide fixed CA schemes into common channel assignment and

varying channel assignment. Common CA schemes assign the same set of channels

to the radio interfaces of each node [30]. For instance, if three interfaces are used at

each node, then the three interfaces are assigned to the same three channels at every

node. A single channel single radio network is a special case of the static, common

channel assignment strategy. In varying CA schemes, interfaces of different nodes

may be assigned different sets of channels [18,31,41,42,44,56,59,63].

• Dynamic CA: These algorithms allow any interface to be assigned to any channel,

and interfaces can frequently switch from one channel to another [28,64]. Therefore,
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when nodes need to communicate with each other, a coordination mechanism has

to ensure they are on a common channel. The benefit of dynamic assignment is

the ability to switch an interface to any channel, thereby offering the potential to

use many channels with few interfaces. However, the key challenges involve channel

switching delays (typically on the order of milliseconds in commodity IEEE 802.11

wireless cards), and the need for coordination mechanisms for channel switching

between nodes [6, 14,19,55,65–67].

• Centralized CA: Rely on a central control entity that calculates channel assign-

ment for the whole network; the central control entity is often referred to as channel

assignment server (CAS) [6, 31, 57, 68–73]. The CAS gathers network topology in-

formation, calculates the channel assignment based on the global network view

and notifies the network nodes about the result to adjust their channel assignment

accordingly.

• Distributed CA: Such an algorithm runs on every network node and executes

channel assignment decisions based on local information about neighbour nodes [47,

58,74–78]. In distributed approaches, the communication overhead for a CAS is not

required. However, communication among nodes is still necessary to exchange local

information and to notify neighbours about any changes in channel assignment.

Distributed algorithms are considered to be less prone to node failures because

they do not rely on a CAS which may constitute a single point of failure. Also

distributed algorithms are usually more adaptive to a dynamic network topology in
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regard to node mobility and node failures, the corresponding topology changes can

be handled locally. Still, distributed algorithms lack the advantage of using a global

network view for the channel assignment calculations. This may lead to suboptimal

results for network-wide channel assignment. F. JuraschekIn et al. [79] present a

detailed study on state-of-the-art distributed channel assignment algorithms.

For the purpose of the research in this thesis, we categorize CA schemes based on the

following criteria:

• Unicast and Multicast The problem of CA has been studied extensively in the

context of unicast communications [6, 14, 15, 31, 52, 80–82] and multicast commu-

nications [41, 52, 71–73, 76–78, 83]. In [52], Zeng et al. proposed a CA scheme for

multicast in MCMR WMN called Multi-Channel Multicast (MCM). However, it

suffers from hidden channel problem (HCP) as explained in Section 2.4.4. In [41],

the authors propose an algorithm called Minimum-interference Multi-radio Multi-

channel Multicast (M4) that resolves the HCP that MCM suffers from.

• Number of radios per node Early channel-assignment algorithms enforce the

constraint that for each node, the number of channels assigned to that node have

to be less than or equal to the number of radios the node possesses [6, 14–20, 50],

i.e., c ≤ r. An example of such CA scheme is illustrated in Figure 2.11(a). In this

figure, nodes are equipped with two radios and a total number of four channels are

available to be assigned. As shown in this figure, the number of channels assigned

to the links in each node is not more than the number of radios: two.
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On the other hand, there are also other type of CA schemes that do not impose

the above constraint [21–23]. Such CA algorithms assign channels to the links

regardless of the number of radios that a node has. In this case, it may happen that

the number of assigned channels to the links of a node is more than the number of

its radios, i.e. c > r.

As indicated in Figure 2.11(b), some nodes are assigned more than two channels,

such as node S that is assigned 4 channels. In this case, at least one radio has to

switch among assigned channels to compensate for the shortage of radios. There

are several ways to divide the radios among assigned channels. For instance, for

node S, one possible solution is to let one radio to switch between channels 1 and 2

communicating with M and N, respectively and the other radio to switch between

channels 3 and 4 communicating with A and C, respectively. However, no matter

how assigned channels are divided among radios, at least one radio has to switch

given that the node has two radios and four channels are assigned to the node.

However, as explained in 2.6, channel switching has complications and requires

enormous amount of coordination among the transmitter and the receivers and,

therefore suffers from different type of latencies.

In conclusion, the first approach benefits from simplicity since no channel switching

is involved when c ≤ r.
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2.4.2 Channel Assignment and Routing

In a MCMR WMN, channel assignment and routing are two inter-related problems [70].

We clarify this by using an example. In a MCMR WMN, all links do not carry equal

traffic loads. In fact, in a typical mesh topology, the traffic to and from the mesh gateways

is usually higher than traffic elsewhere in the network. As a general rule, the amount

of traffic loads on different links in MCMR depends on the choice of routing protocol

and associated routing metric. In this case, choosing an optimal CA that maximizes the

network throughput requires a pre-knowledge about a given set of traffic demands and a

given routing protocol.

Conversely, finding an optimal routing algorithm based on a given MCMR depends

on how nodes are connected together which in turn depends on the CA scheme applied

to the network. The reason is that in a MCMR WMN, when a flow is routed over a

particular link, the available capacity of that link is reduced as well as the capacity of

all other co-channel links within carrier sense range. This is due to bandwidth sharing

among all co-channel links within the same career sense. As a result, when choosing the

optimal routing algorithm that maximizes network throughput, it is important to have a

pre-knowledge about the channels that links use for communication. By what mentioned

above, it is easy to see that CA and routing problems are inter-dependant

The routing and CA problem can be classified into the following two approaches:

• Separate CA and routing: This approach considers the CA and routing as two

separate problems that have to be solved individually and sequentially.
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• Joint CA and routing: In this approach, both CA and routing are considered as a

single problem to be solved. Once solved, the solution to the problem contains the

answer for CA and routing at once.

In the following two sub-sections, we describe the above mentioned approaches.

2.4.2.1 Separate Channel Assignment and Routing

Since the CA and routing are considered as two separate problems, depending on which

problem is solved first, we have two approaches both of which are applicable to unicast [14,

16,17] and to multicast [22,72,73,76,77,84,85]. The first approach is called “routing-first,

CA-second” wherein routing tables are built first and then a CA scheme is applied on

top of the constructed routing tables.

Existing algorithms/protocols based on this approach often assume that routing tables

are available in advance and then focus on the CA problem. Further, a node may be

assigned more channels than the number of radios it possesses and thus requires channel

switching as explained in Section 2.6.

The second approach to addressing the “routing and CA” problem in MCMR WMNs

is called “CA-first, routing-second”. In an MCMR network, when a CA scheme has

been applied to the network prior to routing, the design and operation of a new routing

algorithm should take into account the underlying CA scheme. Given an MCMR network

with pre-assigned channels, the goal of CA-first, routing-second based algorithms is to

construct routing tables that optimize some objective function.
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Figure 2.11: Example of two networks using the different CA approaches

2.4.2.2 Joint Channel Assignment and Routing

Since CA and routing problems are inter-dependant, to maximize the network throughput,

it is more appropriate to consider the two problems as a joint problem [15, 86–95]. This

approach adapts to network conditions and optimizes the CA and routing based on the

most recent network information. In [15], Alicherry et al. mathematically formulate the

joint channel assignment and routing problem, considering interference constraints, the

number of channels in the network, and the number of radios available at each mesh

router. They use this formulation to develop a solution for the joint CA and routing

problem that optimizes the overall network throughput. To the best of our knowledge,

there currently exist no work that quantitatively compares the performance of the three

approaches.
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2.4.3 Multi-Channel Multicast (MCM)

In this section, we describe in detail MCM [63], the Multicast channel assignment algo-

rithm that use the c > r approach.

MCM considers the interference factor and one-hop neighbours of a node when assign-

ing channel to the node. The interference factor of a node is defined as the ratio of the

interference range over the transmission range. The interference range depends on various

factors such as the transmission rate, transmission power, antenna gain, antenna height,

physical layout of network surroundings, signal reflection and fading. Therefore, mea-

suring the interference factor accurately is usually a complicated task. Zeng et al. [96]

describe a simple method for measuring the interference range as follows. Using four

wireless routers, the authors established two wireless links (one link between each pair

of routers) transmitting simultaneously at a specified transmission rate and then moved

the two wireless links far away from each other gradually until they no longer interfered.

The distance between the two links at this point is considered as the interference range

between them and can be used to compute the interference factor defined above. Using

this method, the values of the interference factor with respect to different channel separa-

tions, when the transmission rate at the physical layer is 2, 5.5 and 11 Mbits/s in 802.11b

system, are listed in Table 2.1.

Before assigning channels, MCM partitions the mesh routers into different levels based

on the Breadth First Search (BFS). Then, MCM assigns channels to interfaces of mesh

routers in a level-based method starting from the smallest level: the source node. Next,
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all of the children of the source node listen on this channel to receive multicast data

from source. Following the same algorithm, the whole multicast tree is traversed in

BFS order [97]. MCM assigns a channel to a node such that the assignment minimizes

interference between the node and its one-hop neighbours who have been previously

assigned a channel. Assume that N(x) is the set of one-hop neighbours of node x that have

already been assigned a channel. Also, consider that cx represents the channel assigned

to node x and δ(cx,cu) to be the interference factor between two channels cxandcu. When

assigning a channel to node x, MCM selects a cx that minimizes the following optimization

function:

∑
∀u∈N(x)

δ2
(cx,cu) (2.1)

When assigning channel to a node, MCM utilizes all eleven overlapping channels defined

in IEEE 802.11b and if more than one channel satisfies the equation 2.1, then MCM

chooses one of the solutions randomly. However, MCM has the following limitations:

1. It suffers from hidden channel problem (HCP) which is as follows. Given a multicast

tree in Figure 2.12(a) where node S is the multicast source and nodes H, J, K, L

are multicast destinations, the corresponding CA outcome generated by the MCM

algorithm is shown in Figure 2.12(b). With regard to node E, the set of neighbours

is C, F and K. In this case, since node C receives data from node S on channel 1

and is within the transmission range of node E, which also transmits on channel 1,
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concurrent transmissions from nodes S and E will collide at C. This channel conflict

is called “hidden channel problem” and results from the CA computation at node

E in which the channel transmitted by node S, a two-hop neighbour of E, is not

taken into account.

2. It relies on the interference factor which makes it inflexible and inefficient.

3. It chooses a random channel whenever there are many choices of channels available,

which result in a sub-optimal solution.

Table 2.1: Interference factors

Channel separtion 2 Mbits/s 5.5 Mbits/s 11 Mbits/s

0 2.5 2.2 2.0

1 1.6 1.5 1.2

2 1.2 1.0 0.7

3 0.9 0.8 0.5

4 0.5 0.3 0.2

≥ 5 0.0 0.0 0.0

2.4.4 Minimum-interference Multi-radio Multi-channel Multicast (M4)

In this section, we describe in detail M4 [41], a channel assignment algorithm for multicast

that uses the c > r approach.
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In order to resolve the limitations that MCM suffers from, in [41], the authors proposed

the M4 algorithm that offers the optimized CA solutions without using the interference

factor. M4 exploits IEEE 802.11b overlapping and non-overlapping channels. The goal

of the M4 is to minimize the interference among nodes in a given MCMR WMN. It is

applied on a pre-built multicast tree; that is, a routing tree for the multicast group has to

be built before M4 is applied. The order that M4 visits the nodes stays the same as MCM

(breadth-first-search). However, when assigning channel to nodes, M4 eliminates the use

of the interference factor (as opposed to MCM) by defining the following optimization

function:

F (cx) =

∏
∀w∈N∗(x)

|cx − cw|

max
∀w∈N∗(x)

|cx − cw| ÷ min
∀w∈N∗(x)

|cx − cw|
(2.2)

Assuming K to be the set of all channels, the M4 assigns channel cx ∈ K to node x

such that the value of F (cx) is maximal. M4 considers one-hop and two-hop neighbours of

a node when assigning channels to the node. For instance, as illustrated in Figure 2.12(c),

when M4 is assigning channel(s) to node E, all previously assigned channels of one-hop

and two-hop neighbours of E are considered; nodes C, F, K, L, S. (Dotted lines are not

part of the multicast tree but shown to represent direct connectivity between nodes) The

reason for considering two-hop neighbours is to avoid the hidden channel problem.

In cases where there are multiple channels that satisfy Equation (2.2), as opposed to

MCM that randomly chooses a channel which in turn can result in a sub-optimal solution,

M4 chooses the channel that yields the best result.
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Figure 2.12: Channel assignment by M4 and MCM

2.5 Multicast Routing in MCMR WMN

In this section, we describe the problem of routing in WMNs and review the existing

routing algorithms for single-channel and multi-channel WMNs.

2.5.1 Overview

One of the most essential issues of multicast in WMNs is routing. Before sending multicast

data, we need a path between a source and each multicast destination through which data

packets can be transmitted. The set of such paths rooted from the multicast source is

called a multicast tree as illustrated in Fig. 2.13. Therefore, a multicast tree consists of

(i) multicast source that generates data packets (ii) forwarders that route the data along

the tree toward receivers, and (iii) multicast receivers that belong to the multicast group

46



and receive the multicast data.

Given a multicast routing algorithm, a routing protocol specifies the actions to be

taken and messages to be exchanged in order to build a tree based on the algorithm.

There are three major issues to be addressed by a multicast protocol as follows:

• Route construction, which specifies how a multicast tree is built, i.e., how routes

are established.

• Maintenance of the routing tree, which indicates how the tree is updated upon

changes such as members joining/leaving and network topology updates due to

node mobility or node/link failures

• Data forwarding by multicast relay nodes, which dictates the strategy that relay

nodes use in order to forwarded the data packets.

There are two main route construction approaches: table-driven (proactive) and on

demand (reactive). In a table-driven routing protocol, every node maintains consistent,

up-to-date routing information to every other node in the network in the form of rout-

ing tables. The tables respond to changes in network topology by propagating updates

throughout the network in order to maintain a consistent network view. On-demand

protocols, in contrast, do not maintain the information of the entire network topology,

but only information of active routes. When a node requires a route to a destination, it

initiates a route discovery process within the network. This process is completed once a

route is found, or all possible routes have been examined.
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Figure 2.13: Illustration of multicast tree

Table-driven routing is suitable for networks with relatively stable topology and stable

network conditions that do not change the routing metric(s) often such as WMN. The

majority of Internet routing protocols belong to this category due to static topology

(e.g., MOSPF [98], DVMRP [99], GAMLL [100]). On-demand routing better responds

to dynamic network conditions or frequent topology changes because a path is computed

only when it is needed using the current network information. On-demand multicast

routing protocols are commonly seen in MANETs (Mobile Ad-hoc Networks) because

of their highly dynamic topologies (e.g., ODMRP [101], CAMP [102], MAODV [103],

LAMR [92], MDMF [104]).
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2.5.2 Multicast Routing in Single-channel WMNs

Multicast routing and performance study of routing approaches in single-channel net-

works have been the topics of many studies [105–108]. Before reviewing these research,

we explain the multicast routing trees that have been applied in these studies. Such

routing algorithms are originally applied in Single-Radio Single-Channel WMNs. In our

explanations, we consider the following assumptions:

Two nodes are directly connected and form a communication link if they are within

the transmission range of each other and share a common channel. We model the network

as a connected graph G = (V,E), where V is the set of wireless mesh routers (nodes), and

E is the set of communication links (edges). We assume that the connectivity and the

channel assignment between any two adjacent nodes are symmetric. That is, if a node

u is within the transmission range of a node v, then v is also within the transmission

range of u. Finally, in order to support multicast, there is one node s ∈ V that generates

multicast data and there exists a subset of nodes R ⊂ V that are multicast receivers.

• Shortest path tree (SPT): The goal of SPT is to establish a tree that is rooted

at s (multicast source) and spanning all the multicast receivers r ⊂ R such that

the number of hops between the s and every r ⊂ R along the tree is minimum.

One advantage of SPT algorithms is minimum end-to-end delay, a desirable quality

of service parameter for most real-life multicast applications. Easy implementation

and minimum delay from sender to each receiver, make SPT a better multicast

routing approach to be used in the Internet.
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• Minimum cost tree (MCT): The goal of MCT algorithms is to minimize the

overall cost of the multicast tree. An example of an MCT algorithm is the Steiner

tree problem. Formally, a Steiner tree is a tree rooted from s and connects s to

every receiver r ⊂ R such that the sum of weights of all edges in the tree is the min-

imum. Computing a Steiner tree is an NP-complete problem and therefore, several

heuristics have been proposed to compute the approximate Steiner tree such as the

2-approximation [109] and 11/6-approximation [110] heuristics. Applying Steiner

trees for multicast routing in the Internet requires very complex computations due

to unknown topology and the large scale of Internet.

• Minimum number of transmissions tree (MNT): MNT is a multicast tree

rooted from a source s and connects s to every receiver r ⊂ R such that the

total number of nodes in the tree is minimum [105]. This definition is based on

the wireless broadcast advantage: in a broadcast medium, the transmission of a

multicast data packet from a given node to any number of its neighbours can be done

by a single data transmission. Thus, in a wireless multi-hop network, the minimum

cost tree is the one that connects sources and receivers by issuing a minimum number

of transmissions rather than having a minimal edge cost as defined for traditional

minimum Steiner trees (MSTs). Also, the authors demonstrated that the problem

of computing a MNT is NP-complete and proposed heuristics to approximate such

trees [105]. They presented experimental results to show that their MNT heuristics

offers the least number of transmissions compared with the MST and the SPT
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algorithms in most cases.

In [106], Nguyen presented a simulation based performance comparison of Minimum

Cost Tree (MCT) and Shortest Path Tree (SPT) methods of multicasting in WMN. The

simulation results showed that SPT algorithms offer better performance to multicast flows

than MCT algorithms. In this study, average multicast Packet Delivery Ratio (PDR),

average end-to-end delay, average throughput and average delay jitter metrics used to

measure the performance of multicast protocols.

In [105], Ruiz et al. study the efficiency of Steiner trees in terms of bandwidth

consumption in multi-hop wireless mesh networks. They show that in multi-hop wireless

mesh networks, a Steiner tree is no longer offering the lowest bandwidth consumption.

They reformulate the problem in terms of minimizing the number of transmissions and

show that the new problem is also NP-complete and propose heuristics to approximate

such trees. Finally, by using simulations, they show that the proposed heuristics offer a

lower cost than Steiner trees over a variety of scenarios.

In [106], Nguyen conducts a simulation based study to compare the performance of

SPTs, MSTs and MNT trees in WMNs using most concerned performance metrics such

as packet delivery ratio, throughput, end-to-end delay, delay jitter and multicast traffic

overheads. Based on the results obtained from simulations, this work provides insights

into the performance of multicast routing algorithms in WMNs and recommendations for

suitable routing approaches.

In [108], Roy et al. study the routing metrics for multicast in high-throughput net-
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works. In this work, they adapt certain unicast routing metrics for high-throughput mul-

ticast routing and propose new ones not previously used for high-throughput. Finally,

they study the performance improvement achieved by using different link-quality-based

routing metrics via extensive simulation and experiments on a mesh network testbed,

using ODMRP [101] as a representative multicast protocol.

In [100], Yuan et al. propose a multicast routing tree based on bandwidth capacity of

the links. Based on this architecture, they provide a model to pre-estimate the bandwidth

capacity of links in WMN. Based on this algorithm, links with better bandwidth condi-

tions are contributed when building the multicast tree. The proposed routing algorithm,

called Gateway Assisted Multicast Algorithm towards Low Latency for Wireless Mesh

Networks (GAMLL), benefits from shorten latency; therefore, it can be applied to real-

time applications such as streaming media services and VoIP. The authors’ simulation

results show that the GAMLL performs better for VoIP and video transmission services

than the On-Demand Multicast Routing Protocol (ODMRP) [111] in terms of average

latency and maximum latency. ODMRP has lower latency for VoIP and media streaming

when compared to other proven routing protocols [100]. Compared to ODMRP, GAMLL

reduces the average latency and maximum latency by up to 28% and 52%, respectively.

In [104], Kumar et al. propose a new multicast routing algorithm which has max-

imum traffic flow and minimum delay under capacity constraints. They formulate the

problem of multicast as a linear programming problem with associated constraints and

define a cost function to choose the least loaded route among the available ones. Finally,
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they propose a Minimum Delay Maximum Flow (MDMF) multicast routing algorithm

to solve this problem using the proposed cost function and associated constraints. As

part of their work, they compare the performance of their proposed algorithm with other

well-known algorithms [101, 112] with respect to packet delivery ratio latency, and net-

work throughput. Their simulation results show that their proposed algorithm has lower

numbers of transmissions, higher throughput, higher packet delivery ratio and shorter

latency compared to other well-konwn algorithms.

In [113], Yang et al. focus on constructing a multicast tree with zero-interference in

a MCMR WMN considering the delay and energy constraints. They use an optimization

technique with the objective of maximizing the number of multicast receivers that can be

added to the multicast tree. This problem is known as the EDMRM problem (Energy-

Delay-constrained and Maximum-Revenue-based Multicast) and is NP-hard. To solve the

problem, they first propose an optimal algorithm based on Integer Linear Programming

(ILP). Since the ILP-based method can only be applied in small-scale networks, they also

provide a tabu-based heuristic algorithm to be used in practical networks which consist

of a large number of nodes.

In [114], Papageorgiou et al. propose an optimal algorithm for the problem of least ex-

pected number of transmissions for multicast routing in WMNs. They apply graph theory

and transform the network graph into an expanded graph that simplifies the point-to-

multi-point transmissions in the original network graph into point-to-point transmissions

in the expanded graph. Next, they calculate the weights of the expanded graph links
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and include the wireless unreliable transmission characteristics of the wireless medium.

Finally, by solving the Steiner tree problem for the expanded graph, they obtain the op-

timal solution to the original network graph. Because the optimal solution is NP-hard,

they propose a heuristic algorithm.

2.5.3 Multicast Routing in MCMR WMNs

One of the most efficient methods to increase the overall network throughput in WMNs is

to use multiple channels and multiple radios for each node. However, traditional multicast

routing algorithms such as SPT (Shortest Path Tree) or MCT (Minimum Cost Tree) do

not consider the potential of wireless broadcast communication, multiple channels or

multiple radios.

Multicast routing in MCMR WMNs has been the topic of many studies [100, 104,

113–120]. Despite state-of-the-art CA algorithms that minimize interferences in MCMR

WMNs, there are still other unsolved issues in such networks. For example, the distribu-

tion of traffic load in WMNs is mostly unbalanced, which leads to sub-optimal multicast

trees. By distributing traffic among the nodes fairly, the number of transmissions among

nodes decreases and, as a result, the interference between channels will decrease, too.

In [116], Avock et al. propose the on-demand Load-balanced Multicast Tree Routing

(LMTR) algorithm which provides balanced multicast trees using the new dynamic cost

functions proposed in their work. When congestion happens in part of the network,

LMTR does not route the traffic to that part and balances the traffic by using a load-
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aware routing mechanism. Also, LMTR fairly distributes the traffic among the nodes,

which reduces the interference. Further, it minimizes the number of transmissions in a

MCMR WMN and prevents routing blockage on nodes by decreasing the traffic load in

mesh routers, especially those that are close to the gateways.

In [117], Farzinvash et al. propose the Bandwidth Guaranteed Minimum Cost Tree

construction algorithm (BGMCT) that minimizes the total amount of bandwidth con-

sumed by a multicast group in MCMR WMNs. Their algorithm exploits the Wireless

Broadcast Advantage (WBA) property of the wireless medium and therefore yields cost

effective solutions. They develop two strategies when constructing the minimum cost

trees. First, they minimize the number of the relay nodes in each tree. Second, they

consider the amount of overlapping between the shortest paths, which connect different

destinations to their source node. Their simulation results show that the BGMCT algo-

rithm outperforms existing solutions [116, 121, 122] in terms of bandwidth consumption

and maximum load of channels. Moreover, BGMCT provides near optimal outcomes in

a reasonable amount of time.

In [118], Karimi et al. address the problem of interference and bandwidth limitation

of wireless channels that adversely affect multicast performance in MCMR WMNs. They

use multiple mesh gateways in their work instead of a single mesh gateway and apply

a CA scheme that applies the IEEE 802.11b eleven overlapping channels. The goal of

the CA proposed is to minimize the interference among the nodes in MCMR WMNs.

They jointly solve the problem of channel assignment and routing by using a primal-dual
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optimization technique.

In [119], Avokhet al. focus on the problem of resource constraints that the multicast

throughput suffers from in MCMR WMNs. They propose an analytical model based on

on-demand multicast sessions and formulate the network resource utilization during each

multicast session. During their analysis, they involve the CA scheme and also consider

the wireless broadcast advantage and the interference constraint. The advantage of their

proposed model is that it is independent of the type of multicast tree built for each session.

Finally, they present a comprehensive discussion to evaluate the effects of load-balancing

and number of transmissions on the network throughput.

In [41], the authors address the problem of building multicast routing trees with

minimum number of transmissions in MCMR WMNs. The proposed algorithm is called

MCMNT (Multicast with Minimum Number of Transmissions) and is proved to be NP-

hard. Therefore, the authors propose heuristics that approximate the solution. As op-

posed to SPT and MCT that do not consider multi-radio and multi-channel property of

nodes, MCMNT is specifically designed to work with multi-radio multi-channel networks

assuming that a CA scheme is independently applied to the network beforehand. Also,

the number of distinct channels assigned to a node has to be less than or equal to the

number of its radios and, therefore, no channel switching is expected. Below, we describe

the MCMNT algorithm by using an example followed by its formal definition.
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The MCMNT Algorithm

Consider the MCMR network shown in Figure 2.14. Assume that the network is using

three orthogonal channels and each node has two radios. The number associated with

each link indicates the channel assigned to that link by a CA algorithm.

Assume the multicast group with source S and six destinations B,G, I, L,N and O

(shaded nodes) as illustrated in Figure 2.14. The tree nodes are connected by the thick

arrows whose directions indicate the data flow in a routing tree. The originating node

of each arrow is called a forwarding node. The source node S is considered a forwarding

node and a multicast receiver may be a forwarding node such as nodes N and O.

The problem focuses on the number of transmissions a forwarding node requires to

multicast a packet to its one-hop neighbors in the routing tree. In single-channel systems,

only one transmission is needed. However, in multi-channel systems, a forwarding node

may need more than one transmission due to the channel diversity.

In Figure 2.14, we show two possible routing trees T1 and T2 for this multicast group.

In this figure, each link is labelled with the assigned channel. In tree T1 (Figure 2.14(a)),

N has to transmit two copies of every packet (i.e., two transmissions), one on channel 1

to I and the other on channel 3 to K, which will forward the packet to L. On the other

hand, in tree T2 (Figure 2.14(b)), N needs to perform only one transmission on channel

1 to reach both I and M , which will forward the packet to L. This example shows that

the choice of route affects the number of transmissions a node has to perform to forward

a data packet.
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If we sum up the numbers of transmissions that all forwarding nodes in a routing

tree need to perform to deliver a packet to their multicast neighbors, the result is the

total number of transmissions the tree incurs to deliver a packet from the source to all the

destinations, denoted by S(T ). For the example trees T1 and T2 in Figure 2.14, S(T1) = 9

while S(T2) = 6. Tree T2 is therefore preferred because it requires less transmissions per

packet and thus consumes less network bandwidth. Among all possible trees connecting

the source to the destinations, our goal is to find a tree with the minimum S(T ).

Note that the term transmission refers to the original transmission of a copy of a

packet. In the computation of the number of multicast transmissions, re-transmissions

caused by packet losses or errors are not counted due to the lack of an acknowledgement

mechanism at the MAC layer in the current IEEE 802.11 standards [123].

Below, we describe the MCMNT algorithm formally:

Given C as the set of available channels in the network and Λ as a channel assignment

algorithm that maps each link in E to a channel in C.

Λ : E → C

e 7→ Λ(e) = c ∈ C

Let EΛ be the set of corresponding links after Λ has been applied to E.

EΛ = {(e,Λ(e)) : ∀e ∈ E,Λ(e) ∈ C}

Assume GΛ = (V,EΛ) to be a graph representing a MCMR WMN and Λ as its

channel assignment algorithm. Considering that S is the multicast source and R ∈ V is
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Figure 2.14: A network with two different multicast routing trees

a set of multicast destinations, the MCMNT problem is to find a multicast routing tree

connecting s to all destinations in R such that the total number of transmissions required

to deliver one packet from s to the destinations is minimum.

As mentioned earlier, MCMNT is proved to be NP-hard, therefore, heuristic values

are used to approximate the solution. The heuristic value associated with a link (u, v) is

calculated as follows:

w(u, v) =
µv(c)

µu(c)
(2.3)

where µu(c) denotes the number of links that are incident on u and assigned channel c.

µu(c) can be considered as the “channel utilization” of channel c by node u. The higher

the value, the more neighbours u can reach with a single transmission on channel c. Once
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the heuristic values are associated to the links, the algorithm establishes the tree starting

from the source node s. Initially, the initial solution tree consists of only the source, s.

Multicast destinations are then added to the tree one by one using the least cost path

from each destination to the current tree.

MCMNT is designed based on the following two assumptions:

• First, the channels are orthogonal (non-overlapping).

• Second, the number of distinct channels assigned to a node has to be less than or

equal to the number of its radios (c ≤ r).

2.6 Channel Switching

When the number of assigned channels to a node is greater than the number of radios for

that node (c > r), at least one radio has to switch among the assigned channels. In order

to clarify this further, we use the following example taken from [41]. Consider a link (A,B)

in an MCMR network with r = 2 and c = 4, as shown in Figure 2.15. Assume that each

node is equipped with two radios r1 and r2, and there are currently two unicast flowsu1

and u2 between A and B that are assigned channels 1 and 2, respectively. Suppose that

we use radio r1 for flow u1 on channel 1, and radio r2 for flow u2 on channel 2. Two

multicast flow m1 and m2 then join the network. Suppose that link (A,B) is included

in both multicast trees rooted at the two sources. It may happen that channel 3 is

chosen as the best channel on link (A,B) for multicast flow m1, and channel 4 is assigned

to multicast flow m2 on link (A,B). Node A now has to switch two radios among four
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Figure 2.15: Channel switching

channels (or more, if new flows later join the network). There are several ways to divide

the radios among the flows. However, at least one radio has to switch among multiple

flows, given that r = 2 and c = 4. Assume that radio r1 serves flows u1 and m1 while

radio r2 serves flows u2 and m2. Before each transmission using radio r1(r2), A has to

tell B the channel on which B has to listen, either channel 1 or 3 (either channel 2 or 4).

B then switches the radio to the specified channel waiting for the data packet.

As it can be seen in this example, existence of a channel switching scheme is necessity

to synchronize the nodes about the channel on which data is sent or received. Currently,

there exist several channel switching algorithms [10–13, 65], however, they do not work

with multicast.

As part of their work, in [10], Kayasanur et al. propose a new channel switching

protocol. They assume that there are at least two interfaces dedicated at each node and

are divided into fixed interfaces and switchable interfaces. Fixed interfaces are assigned

channels for long intervals of time while the switchable interfaces switch to other channels

over short time scales. The main idea here is to receive data using the fixed interface
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and to send data using the switchable interface. Each channel is associated with a packet

queue from which the packets are taken and transmitted on different channels(see Fig-

ure 2.16). The maximum number of queued packets transmitted on every channel and

before switching to another channel is equal to BurstLength. Furthermore, the switchable

interfaces cannot remain on a channel more than MaxSwitchTime seconds before switch-

ing to another channel. The advantage of their protocol is that a sender and a receiver do

not require to synchronize for channel switching and therefore, a coordination algorithm

is not needed.

Figure 2.16: Illustration of queues associated with interfaces

In [65], Wu et. al. propose a new multi-channel MAC protocol for wireless mobile

ad hoc network (MANET) that uses a Dynamic Channel Assignment algorithm (DCA).
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In their work, each mobile host is assumed to have two transceivers. The overall band-

width is divided into one control channel and n data channels, each of which having

equal bandwidth. The control channel is used to resolve the contention on data chan-

nels and assign data channels to mobile hosts. For every node, one of the transceivers

is called the control transceiver and operates on the control channel to exchange control

packets with other mobile hosts and to obtain rights to access data channels. The other

transceiver dynamically switches to one of the data channels and transmits data packets

and acknowledgements. The main idea of their protocol is as follows. For a mobile node

A to communicate with node B, A sends an RTS (Request To Send) to B carrying the

free channel list of A. Next, B will match the channel list with its own channel list and

identify a data channel (if any) to be used in their subsequent communication. Then,

B sends this data channel through a CTS (Clear To Send) message to A. On receiving

B’s CTS, A notifies A’s potential senders of the selected channel and inhibits them from

using the same channel. All these communications happen on the control channel and

finally, both A and B switch to the chosen channel and a data packet will be transmitted

on the data channel.

In [11], Jain et al. propose a new multi-channel MAC protocol for multi-hop wireless

networks that uses multiple channels and a dynamic channel selection method. They

address the ineffectiveness of Career Sense Multiple Access (CSMA) in wireless medium.

Propagation path loss in wireless medium causes a signal to lose power as it travels.

Therefore, different neighbour nodes receive the signal at different power levels. Their
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proposed algorithm divides the available bandwidth into one dedicated control channel

and a predefined number of channels for data communication that is fewer than the

number of nodes. The transmitter uses an exchange of RTS/CTS on the control channel

to choose the best channel to send the data packet on. The best channel is selected

based the signal-to-interference plus noise ratio at the receiver side. The main objective

of the protocol is to distribute the packet transmissions over time and channels, therefore,

maximizing bandwidth utilization.

In [28], So et al. propose a MAC protocol that enables hosts to utilize multiple chan-

nels by switching channels dynamically and therefore, increasing network performance.

The protocol requires only one transceiver per host; therefore, it can be implemented

with hardware compatible to IEEE 802.11. Using simulations, they compare the perfor-

mance of their scheme with a dynamic channel assignment algorithm that is explained in

this work. As the simulation results show, their protocol improves network throughput

significantly, especially when the network is highly congested. This work is based on

an ad hoc network that does not rely on infrastructure. Therefore, it does not require

a central entity for channel management. This scheme works based on time slots and

requires clock synchronization among all nodes. At the start of each time slot, all nodes

listen to a common channel in order to exchange traffic indication messages. During this

interval, nodes do not exchange data packets and therefore this period is considered as

overhead of this scheme. What distinguishes this work from the related works mentioned

above is that it requires only one transceiver per host, but still solves the hidden terminal
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problem in a multi-channel environment.

At first glance, the c > r channel assignment approach may be perceived as a better

approach than the c ≤ r approach, since the former provides more channels to be used

in comparison with the latter and hence, potentially lowering the amount of interference

around nodes in MCMR WMN. However, channel switching comes with corresponding

complexities, computations and delays which are not negligible [80,124]. To the best our

knowledge, no study has been performed previously to consider the latencies of channel

switching in MCMR WMN. Also, there has not been any research that compares the

network throughput achieved when using the two approaches: c > r and c ≤ r.

In this thesis, we consider evaluating the effects of channel-switching overheads on the

performance of multicast in a MCMR WMN.

2.7 Chapter Summary

This chapter presented an overview of wireless communications followed by definitions

and terminologies about wireless networking. We described single-channel single-radio

networks along with its key limitation and maximum throughput capacity. Then, we

discussed Multi-Channel Multi-Radio Wireless Mesh Network (MCMR WMN) as an al-

ternative to increase the throughput capacity. We reviewed existing channel assignment,

multicast routing and channel switching algorithms.
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Chapter 3

Performance of the M4

Algorithm: Orthogonal vs.

Overlapping Channels

Zeng et al. [84] and Nguyen [125] originally designed the MCM and M4 channel as-

signment algorithms, respectively, with overlapping channels in mind. However, could

the algorithms perform as well or even better with orthogonal channels? The research

presented in this chapter aims at answering this question.

At first glance, it is easy to see the trade-offs between eleven overlapping channels and

three orthogonal channels in an IEEE 802.11b network. The 11-channel option provides

more channel choices for assignment, potentially reducing channel conflicts and thus

interference. However, there could potentially be adjacent-channel interference among

channels assigned because they can be overlapping. In a 3-channel network, there will
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be no adjacent-channel interference because all the channels used are non-overlapping.

However, the number of available channels for assignment is lower, three vs. eleven, hence

more channel conflicts.

In this chapter, we present a simulation-based study of the performance of M4 algo-

rithm with overlapping channels and orthogonal channels under various network settings.

In all simulations, we use SPT (Shortest Path Tree) as the multicast tree. Next, we apply

the M4 algorithm to assign channels to the multicast links/edges in the tree (i.e., using

the routing-first, CA-second approach). We first describe the simulation parameters and

performance metrics in Sections 3.1 and 3.2, respectively. We then discuss the simulation

scenarios and results in Sections 3.3 and 3.4, respectively.

3.1 Simulation Parameters

We simulated a medium-size and a large-size network consisting of 49 and 100 nodes,

respectively. The nodes are uniformly distributed in a 1200m × 1200m area and a 1700m

× 1700m area for the medium and large-size network, respectively. Figure 3.1 illustrates

one example topology of a medium-size network with 49 nodes (represented by the circles)

uniformly distributed in the area. The transmission power and the transmission range

of wireless routers are 20dBm and 315m, respectively, according to the specifications

of wireless routers manufactured by Tropos [126]. The data transmission rate at the

physical layer is 11 Mbps. The IEEE 802.11 CSMA/CA protocol without RTS/CTS

exchange is the medium access control protocol for multicast transmissions as explained
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in Section 2.2.

In our simulations, we use two radios per node (as done by the M4 channel assignment

algorithm proposed in [41]), one to send and the other to receive multicast data packets

(although a node may have more than two radios).

At the transport layer, we do not use any flow or congestion control mechanisms

in order to test the network performance under very high loads. The multicast group

has one source placed at the centre of the network, while the destinations are randomly

selected. We assume that each source or destination is connected to a different wireless

mesh router. That is, a multicast group with d destinations consists of d destination

routers and one source router, since we are interested in the multicast performance of

routers in the mesh backbone. All destinations joined a multicast group at the beginning

and stayed until the end of the simulation. In each experiment, the source transmits at a

specified constant bit rate (CBR) for 600 seconds of simulated time. The simulator then

continues to run for 100 seconds of simulated time to give the last packets time to be

routed. Each data point in the graphs is averaged from 50 runs using different network

topologies and random seeds, and plotted with a confidence interval of 95%.

We use the two-ray propagation model [127] when the distance between two nodes is

250 m or more. Otherwise, we use the free space model to avoid the oscillation caused

by the constructive and destructive combination of the two rays over short distances.

The above distance threshold for switching between the two models is specified by the

QualNet software [128].
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Figure 3.1: Node placement with 49 nodes in a 1200m × 1200m area

The size of data packets is 512 bytes excluding the header. The size of the queue at

every node is 50 Kbytes. Also, packets in a queue are scheduled for transmission on a

first-in-first-out basis.

The parameters common to all experiments are summarized in Table 3.1.
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Table 3.1: Common simulation parameters

Parameter Value

Network size
49 nodes in a 1200m x 1200m area

100 nodes in a 1700m x 1700m area

Path loss model
free source for distances shorter than <250m

two-ray for distances longer than >250m

Fading model non

Transmission range 315m

Transmission rate at physical layer 11 Mbits/s

Physical layer protocol PHY802.11b

Medium access control MAC 802.11 with DCF

MAC for multicast flow CSMA/CA

Packet size (excluding header size) 512 bytes

Queue size at routers 50 Kbytes

Queueing policy at routers first-in-first-out

Traffic model of sources constant bit rate (CBR)

Duration of each experiment 600 seconds of simulated time

Number of runs per data point 50

Confidence interval 95%
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3.2 Performance Metrics

We use the following performance metrics:

• Average packet delivery ratio. The packet delivery ratio (PDR) of a destination

in the multicast group is the number of data packets actually delivered to the

destination over the number of data packets sent by the source. The average PDR

of a multicast group is the average of the PDRs of all the destinations in the group.

This measures the delivery reliability of a multicast protocol.

• Average end-to-end delay. The end-to-end delay (EED) of every packet received

at every destination is recorded; the average over all the packets correctly received

is then computed. This metric is important in real-time interactive applications

such as on-line multi-player games and audio/video conferencing.

• Average throughput. The throughput of a destination is defined as the total

number of data packets a destination actually receives divided by the time between

the receipt of the first packet and the last packet. The average taken over all the

destinations is the average throughput of the multicast group.

• Average delay jitter. Delay jitter is the variation (difference) of the inter-arrival

intervals from one packet received to the next packet received. Each destination

calculates the average delay jitter from the received packets. The average delay jitter

is the average of the per-destination delay jitters taken over all the destinations.

This is an important metric in audio/video applications and lower jitter values
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result in better quality of service.

3.3 Experiment Scenarios

We divide all experiments into two sets: (i) those with three orthogonal channels and

(ii) those with eleven overlapping channels. For each set, we run the simulations for

two different network sizes: 49 nodes and 100 nodes. For each set, we conduct several

experiments and measure the above performance metrics as functions of:

• Multicast traffic load. The multicast source rate at the application layer varies from

100 to 350 packets/sec. The multicast groups consist of 30 and 50 destinations in

the 49-node and 100-node networks, respectively.

• Multicast group size. The number of multicast destinations varies from 10 to 40

in the 49-node network and from 10 to 70 in the 100-node network. The source

transmits at a rate of 250 packets/sec and 200 packets/sec in the 50-node and 100-

node networks, respectively. The source rates were chosen so that we can observe

the performance degradation as the group size increases, and the PDRs still stay

at acceptable values (e.g., above 60%).

A summary of the parameters of the above simulation scenarios is shown in Table 3.2.

3.4 Experimental Results

In this section, we discuss and analyze the results that we obtained from our simulations.
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Table 3.2: Parameter setting for the simulations

Function of Parameters 49-node network 100-node network

Multicast source rate
source rate 100 to 350 packets/s

group size 30 nodes 50 nodes

Multicast group size
source rate 250 packets/s

group size 10 to 40 nodes 10 to 70 nodes

3.4.1 Function of Multicast Traffic Load

In this set of experiments, the sender’s rate varies from 150 to 350 packets/s. The size

of the multicast group in the 49-node and 100-node networks are 30 and 50, respectively.

The results are illustrated in Figures 3.2 and 3.3.

The results show that as the traffic load increases, the average PDR decreases (see

Figures 3.2(a) and 3.3(a)). The reason is that higher medium contention and more inter-

ference (both co-channel and adjacent-channel) result from higher traffic loads. However,

in the network with three orthogonal channels, as traffic load increases, the average PDR

drops more rapidly in comparison with the network using eleven overlapping channels.

The reason is that in the network with three orthogonal channels, each channel is shared

by more nodes than in the 11-channel network, which leads to higher medium contention

and co-channel interference. Therefore, the PDR reduces faster in the 3-channel network.

Specifically, when the traffic load is 300 packets/s, the PDRs of the 100-node network

when using overlapping channels and orthogonal channels are 63% and 50%, respectively,
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a difference of 13% (Figure 3.3(a)).

The results for average end-to-end delay under different traffic conditions are illus-

trated in Figures 3.2(b) and 3.3(b). As the traffic load increases, the average end-to-end

delay increases due to higher medium contention and longer queues in routers. However,

in the network with three orthogonal channels, the contention on each channel is higher

in comparison with the network using eleven overlapping channels (due to a higher level

of channel sharing mentioned above). In particular, in our 100-node network, when the

traffic load is 350 packets/sec, the average end-to-end delay for the cases of overlapping

channels and orthogonal channels is 0.05 s and 0.14 s, respectively (see Figure 3.3(b)).

Figures 3.2(c) and 3.3(c) illustrate the simulation results for the average throughput.

In both 100-node and 49-node networks, as the traffic load increases, the throughput for

both cases increases. However, when three orthogonal channels are used, the growth rate

of throughput is slower than in the case where eleven overlapping channels are used. The

reason is higher contention and more co-channel interference that occur in the network us-

ing three orthogonal channels. Specifically, in the 100-node network, when the traffic load

is 350 packets/sec, the average throughput for the cases where overlapping and orthogonal

channels are used is 0.894 Mbps and 0.637 Mbps, respectively (see Figure 3.3(c)).

Figures 3.2(d) and 3.3(d) correspond to simulation results for the average jitter. As

illustrated in these figures, with the traffic load increase, the average jitter increases.

However, the network that uses three orthogonal channels offers higher values of jitter

in comparison with the one that uses eleven overlapping channels. The reason is higher
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medium contention due to more channel sharing in the network that uses three orthogonal

channels.

In summary, in both 49-node and 100-node networks, as the traffic load increases,

the PDR decreases and the throughput, average end-to-end delay and jitter increase.

The higher the traffic load, the more medium contention and interference among nodes.

However, the performance of the network using three orthogonal channels degrades at a

faster rate in comparison with the same network using eleven overlapping channels. The

reason is that in a network with three orthogonal channels in use, more nodes share a

channel, which leads to higher interference and higher medium contention in comparison

with the same network using eleven overlapping channels. In conclusion, given the same

routing tree and CA scheme, using eleven overlapping channels along with an intelligent

CA scheme provides better performance than using three orthogonal channels. (This

conclusion is no longer true if a different routing or CA algorithm is used, as will be

shown in Chapter 5.)

3.4.2 Function of Multicast Group Size

In the 49-node and 100-node network, the multicast group size is varied from 10 to 40

and from 10 to 70, respectively. The multicast source rate is set to 250 packets/sec. The

results for this set of experiments are given in Figures 3.4 and 3.5.

The graphs in Figures 3.4(a) and 3.5(a) indicate that using eleven overlapping chan-

nels provides better PDR than using three orthogonal channels. For instance, in the
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49-node network, when the number of receivers is 40, the average PDRs are 77% and

67% when overlapping and orthogonal channels are used, respectively. As the multicast

group size increases, the PDR has a slight increase when overlapping channels are used

while the PDR goes down when orthogonal channels are used. This can be explained

as follows. In a multicast routing tree, each forwarder acts as a relay that forwards any

new multicast packet it receives. The number of forwarders in a routing tree grows with

the multicast group size. Having more forwarders in both networks increases the PDR

because of the overhearing effect explained in Section 2.1. However, in the case of three

orthogonal channels, the improving effect of overhearing is negated by the increase in

medium contention and co-channel interference that occurs among nodes. Therefore, the

PDR in the network using three orthogonal channels goes down as the multicast group

size increases, as illustrated in Figure 3.4(a).

Figures 3.4(b) and 3.5(b) illustrate the results for the average end-to-end delay. As the

multicast group size increases, the average end-to-end delay increases rapidly when three

orthogonal channels are used due to higher medium contention within a channel. When

eleven overlapping channels are used, the situation is better: more channels are shared,

hence, lower medium contention. Therefore, the end-to-end delay does not increase much

as the multicast group size grows. Specifically, in the 100-node network with a multicast

group of 70 destinations, the average end to end delay values for the two cases (three

orthogonal channels and eleven overlapping channels) are 0.15 s and 0.04 s, respectively.

Figure 3.4(c) and 3.5(c) illustrate the results for the average throughput. In the 49-
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node network, as the multicast size grows, the throughput of the network that uses eleven

overlapping channels increases. The explanation is that the throughput is a function of

PDR and end-to-end delay as defined in Section 3.2. Therefore, as the multicast group size

grows, with an almost constant end-to-end delay and increasing PDR, the throughput

increases as a result. For instance, in the 49-node network using eleven channels, as

the multicast group size goes up from 10 to 40, the average throughput increases from

0.86 Mbps to 0.9 Mbps. As for the network that uses three orthogonal channels, as

the multicast group size grows, the average end-to-end delay increases and the PDR

decreases; therefore, the throughput decreases. For example, when three channels are

used, the average throughput decreases from 0.82 Mbps to 0.7 Mbps.

In the 100-node network, when either three or eleven channels are used, as the multi-

cast group size increases, the average PDR goes down and the average end-to-end delay

increases and as a result, the average throughput decreases. Specifically, in the network

with eleven overlapping channels, as the multicast group size varies from 10 to 70, the

average throughput decreases from 0.79 Mbps to 0.74 Mbps. In the same situation, when

using three orthogonal channels, the average throughput goes down from 0.76 Mbps to

0.59 Mbps.

The results for the average jitter are presented in Figures 3.4(d) and 3.5(d). The

results show that in both 49-node and 100-node networks, as the multicast group size

increases, the average jitter values increase, and the network that uses eleven overlapping

channels offers lower values of average jitter. The reasons are the same as those given
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above for the average end to end delay.

In conclusion, the network using eleven overlapping channels performs better than the

network using three orthogonal channels given the same routing tree and CA scheme.

Readers may note that when using overlapping channels, in the 100-node network,

as multicast group size increases, the PDR has a slight decrease as opposed to the 49-

node network in which the PDR increases (see Figures 3.5(a) and 3.4(a)). This can be

explained as follows. In the 100-node network, paths from the source to destinations are

longer than those in the smaller network (see Tables 3.3 and 3.4). As the path between

a source and a destination becomes longer, the probability that a packet will be lost on

the path increases. We call this the negative effect of path length on the PDR.

On the other hand, as the multicast group size increases, more forwarders are added

to the multicast routing tree. More forwarders enhance the overhearing effect, defined

in Section 2.1, a factor that can potentially improve the PDR. In the 100-node network,

the negative effect of long paths on the PDR outweighs the positive effect of overhearing.

Therefore, as the multicast group size increases, the PDR decreases in the 100-node

network.

3.5 Chapter Summary

In this chapter, we present a simulation-based study on the performance of multicast in

MCMR WMNs under two channel configurations: eleven overlapping channels and three

orthogonal channels as defined in IEEE 802.11b. We created various simulation scenar-
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Table 3.3: Path lengths in the 49-node network

Multicast Group Average Path Length

10 2.04

20 2.01

30 2.00

40 2.1

Table 3.4: Path lengths in the 100-node network

Multicast Group Average Path Length

10 2.81

30 2.82

50 2.79

70 2.79

ios with different configurations. Specifically, we varied the traffic load and multicast

group size and measured the average PDR, throughput, jitter and end-to-end delay. The

simulation results indicate that using eleven overlapping channels offers higher multicast

performance than using three orthogonal channels, assuming the same multicast trees and

the M4 CA algorithm. As a result, in the subsequent chapters, we use eleven overlapping

channels with the M4 algorithm.
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Figure 3.2: Functions of traffic load - 49-node network
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Figure 3.3: Functions of traffic load - 100-node network
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Figure 3.4: Functions of group size - 49-node network (250 packets/sec)
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Figure 3.5: Functions of group size - 100-node network (250 packets/sec)
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Chapter 4

Impacts of Channel Switching

Latency on the Performance of

Multicast in MCMR WMNs

In a MCMR WMN, when the number of channels assigned to a node is higher than the

number of its radios (c > r), at least one radio is required to switch among multiple

channels as discussed in Section 2.6. Channel switching has the potential to increase

the network performance by reducing medium contention and interference and increas-

ing the number of simultaneous transmissions. However, channel switching has different

associated costs such as switching time, bottleneck of a common control channel and re-

quired synchronizations between a sender and the corresponding receiver (see Section 2.6).

Channel switching overheads are categorized as hardware and software latencies. Hard-

ware latency refers to the time required for a radio to switch from one channel to another
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and varies from a few milliseconds to hundreds of microseconds depending on the radio

specifications [8,129]. Software switching latency refers to the time required for a channel

switching algorithm to be executed and varies depending on the algorithm [25]. In this

chapter, we present a simulation-based study to evaluate the effects of channel switch-

ing latency on the performance of multicast in MCMR WMNs using the M4 channel

assignment algorithm proposed in [41].

4.1 Experiment Scenarios

In our simulations, we use the simulation parameters presented in Section 3.1 and sum-

marized in Table 4.1. Such simulation parameters which are used in this chapter and

other chapters are obtained from many researches that have been accomplished in this

field [125, 130–132]. Also, for all experiments in this chapter, the number of overlapping

channels is eleven as defined in IEEE 802.11b standards unless otherwise stated. The per-

formance metrics that we consider here consist of average packet delivery ratio, average

end-to-end delay, average throughput and average delay jitter as defined in Section 3.2.

Finally, we measure the specified metrics as functions of:

1. Multicast traffic load. The multicast source rate at the application layer increases

from 100 packets/sec to 350 packets/sec for both 49-node and 100-node networks.

The multicast group size is 30 and 50 for the 49-node and 100-node networks,

respectively.

2. Multicast group size. The number of multicast destinations varies from 10 to 40,
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and from 10 to 70 in the 49-node and 100-node networks, respectively.

3. Number of channels. The total number of overlapping channels varies from 3 to 11.

In the medium and large size networks, the number of multicast destinations is set

to 30 and 50, respectively.

In the sets of experiments (2) and (3) just mentioned above, we ran experiments under

various traffic conditions: 150 packets/sec, 200 packets/sec and 250 packets/sec. Also,

we ran each of the above scenarios for two cases, with and without channel switching

in effect in order to observe the effects of channel switching. A summary of the above

specified parameters is shown in Table 4.2.

4.2 Implementation Details

In our simulations, we use three radios per node as follow. The first radio is used to receive

multicast data; the second radio is used to forward multicast data; the third radio is fixed

on a common channel, namely the control channel. The control channel is dedicated to

control messages used in our channel switching algorithm, which works as follows.

For every forwarder s in the multicast tree, before sending a multicast packet, s broad-

casts an announcement (ANC) message on the control channel (using the CSMA/CA pro-

tocol) to announce the channel on which the next data packet will be multicast. Upon

receiving the ANC, multicast neighbours of s tune to the announced channel to receive

the multicast packet. (There is a chance that one or more neighbours of s do not receive

the ANC message on the control channel (e.g., due to packet collision or bit errors), and
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Table 4.1: Common simulation parameters

Parameter Value

Network size
49 nodes in a 1200m x 1200m area

100 nodes in a 1700m x 1700m area

Path loss model
free source for distances shorter than <250m

two-ray for distances longer than >250m

Fading model non

Transmission range 315m

Transmission rate at physical layer 11 Mbits/s

Physical layer protocol PHY802.11b

Medium access control MAC 802.11 with DCF

MAC for multicast flow CSMA/CA

Packet size (excluding header size) 512 bytes

Queue size at routers 50 Kbytes

Queueing policy at routers first-in-first-out

Traffic model of sources constant bit rate (CBR)

Duration of each experiment 600 seconds of simulated time

Number of runs per data point 50

Confidence interval 95%
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Table 4.2: Parameters used for our simulations

Function of Parameters 49-node 100-node

Multicast traffic load
source rate 150 to 350 packets/s

number of channels 11

group size 30 nodes 50 nodes

multicast group size
source rate 150, 200, 250 packets/s

number of channels 11

group size 10 to 40 nodes 10 to 70 nodes

number of channels
source rate 150, 200, 250 packets/s

number of channels 3 to 11

group size 30 nodes 50 nodes

thus miss the subsequent data packet. Therefore, this channel switching scheme follows

the current best-effort philosophy of medium access control for multicast in IEEE 802.11

WMNs as offered by the CSMA/CA protocol.) The sender then transmits the data packet

on the announced channel, also using the CSMA/CA protocol.

Once an ANC message is received, the receiver enters into the channel switching

period during which it cannot receive any packet, nor data neither control messages.

Therefore, right after sending an ANC message, the sender has to wait for some time

interval (about the duration of channel switching latency) before transmitting the next

data packet. Otherwise, there is a high probability that the receiver looses the packet
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since its receiving radio is inactive during the channel switching period.

In order to better understand the effects of channel switching in our simulations, we

used two different values for hardware channel switching delays, 2 milliseconds and 5

milliseconds. In our simulations, the size of an ANC message and a multicast data packet

is 64 bytes and 512 bytes, respectively, including the header.

Excluding the IEEE 802.11b overheads (medium contention, random backoff, colli-

sions and retransmissions), the required time to transmit a single data packet from a

forwarder node s to its multicast neighbours is equal to one cycle as just described and

is computed as follows:

Ttotal = TANC + TCSW + Tdata (4.1)

In the above equation,

TANC is the time required to transmit an ANC message to the neighbours of s;

TCSW is the summation of software and hardware switching delay that is hardware spe-

cific. Hardware switching delay varies from a few milliseconds to hundreds of microsec-

onds. The maximum software switching latency measured in our simulations is 0.05

milliseconds.

Tdata is the required time to transmit the actual data packet to the neighbours of s.

TTotal is the total time required to transmit a multicast data packet from s to its one-hop

neighbours and the sum of the three above components.

Considering that in IEEE 802.11b we can transmit at a rate of 11 Mbps at the physical
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layer using a 2.4 GHz band, the total transmission delay of an ANC message and the

corresponding data packet at the physical layer is calculated as follows:

(64 bytes+ 512 bytes)× 8

11Mbps
= 0.42ms (4.2)

Since the value of software switching latency is negligible in comparison with the hard-

ware switching values we used (2 ms or 5 ms), we do not include it in our calculations.

However, for the cases where the hardware switching latency is in the range of hundreds

of microseconds, this value should be considered.

Using Eq. 4.1 and considering the case where the channel switching delay is 5 ms, it

takes 5.42 ms (5 ms + 0.42 ms) for each data packet to be transmitted from a multi-

cast sender to its neighbours (excluding the delay due to medium contention and back-off

time in the CSMA/CA algorithm). Spending 5.42 ms per data packet limits a forwarder’s

transmission rate to less than 184 data packets per second (1 sec / 5.42 ms per packet ≈

184 packets/sec). This means that in our simulations, when the hardware channel switch-

ing delay is 5 ms, the source rate at the application layer cannot exceed 184 packets/sec.

Therefore, when setting the source rate to less than 184 packets/sec, we are able to run

simulations with hardware switching delay values equal to 5 ms as well as 2 ms. Using the

same logic, when hardware switching delay is equal to 2 ms, the maximum transmission

rate for a source is 413 packets/sec (1 sec / 2.42 ms per packet w 413 packets/sec).

In our implementation, we first use the breadth first search algorithm (SPT) to build
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a multicast tree. Next, using eleven overlapping channels specified in IEEE 802.11b

standard and the M4 algorithm [41], we assign channels to the links in the tree.

4.3 Experimental Results

The graphs obtained from the simulations are shown in Figures 4.1 to 4.14. Below we

analyze the results obtained from our simulations.

4.3.1 Function of Multicast Traffic Load

In this set of experiments, the traffic load varies from 150 packets/sec to 350 packets/sec.

For all these experiments, the hardware switching delay is 2 ms. The multicast group

size in the 49-node and 100-node networks are 30 and 50, respectively. The results are

given in Figures 4.1 and 4.2. Below, we analyze the effect of channel switching on the

performance metrics.

• Average packet delivery ratio. The PDR results for the 49-node and 100-node net-

works are illustrated in Figures 4.1(a) and 4.2(a), respectively. Under light traffic

conditions, medium contention, collision and channel sharing are low. As the traf-

fic load increases, the network gets busier and the PDR drops, but the difference

between channel switching multicast (CS multicast) and regular multicast (non-CS

multicast) is not noticeable. Specifically, in our large-size network, when the traffic

load is 150 packets/sec, the PDR for non-CS multicast and CS multicast is 86% and

83%, respectively (see Figure 4.2(a)). Under heavy traffic loads, medium contention
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and collisions increase, the network gets even more busy and the effect of channel

switching on the PDR becomes more pronounced. For instance, in the large-size

network, when the traffic load is 350 packets/sec, the values of PDR for non-CS and

CS multicast are 58% and 49%, respectively (see Figure 4.2(a)). When the source

rate increases, not only the number of data packets per second goes up, but the

number of ANC messages also increases, causing CS multicast to lose more data

packets. In the 49-node network, when there is no channel switching, as the traffic

load increases from low to high, the PDR values for regular multicast decreases

from 90% to 70%. When channel switching is involved, these values reduce to 89%

and 64%, respectively (see Figure 4.1(a)).

• Average end-to-end delay. The results for the average end-to-end delay in the 49-

node and 100-node networks are presented in Figures 4.1(b) and 4.2(b). The results

indicate that as the traffic load goes higher, the average end-to-end delay increases,

as expected. High traffic load results in high medium contention and long queues

in routers and consequently leads to longer end-to-end delay. In our 100-node

network, when the traffic load is 150 packets/sec, the average end-to-end delay for

non-CS multicast is about 3 milliseconds. When channel switching is in effect, the

average end-to-end delay increases to 7 milliseconds. When the traffic load is 350

packets/sec, the average end-to-end delay values for non-CS and CS multicast are

4 milliseconds and 8 milliseconds, respectively (see Figure 4.2(b)).

• Average throughput. The average throughput results for 49-node and 100-node net-
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works are shown in Figures 4.1(c) and 4.2(c), respectively. As the multicast source

rate increases, the throughput increases as expected. Under ideal conditions where

the packet loss is zero, the throughput increase has a linear relation with the traffic

load. In practise, due to packet loss and medium contention, the throughput graph

does not follow a linear pattern and the growth rate of the throughput decreases as

the traffic load increases (see Figures 4.1(c) and 4.2(c)).

In the 100-node network, when the traffic load is 150 packets/sec, the throughput

values for non-CS multicast and CS multicast are 0.50 Mbps and 0.48 Mbps, respec-

tively. When the traffic load increases to 350 packets/sec, the throughput values

are 0.75 Mbps and 0.67 Mbps, respectively.

• Average jitter. The results obtained for the average jitter for both 49-node and

100-node networks are illustrated in Figures 4.1(d) and 4.2(d), respectively. As the

traffic load goes up, the network gets busy and the jitter values increase. Specifically,

in the large network, when the traffic load reaches 350 packets/sec, the jitter values

for non-CS multicast and CS multicast are 5.8 ms and 6.5 ms, respectively.

In summary, under all traffic conditions, channel switching has the most significant

impacts on the average end-to-end delay. For instance, in the large network, when the

traffic load is 350 packets/sec, the PDR difference due to channel switching is about

9% (58% for non-CS multicast and 49% for CS multicast). In the same scenario, the

difference in the average end-to-end delay due to channel switching is about 4 milliseconds

(8 milliseconds for CS multicast and 4 milliseconds for non-CS multicast, a difference of

93



100%).

The reason for the big difference in the end-to-end delay between CS multicast and

non-CS multicast is the switching delay incurred by each packet at every hop on the path

from the source to the destination. As we can see from the graphs in Figures 4.1(b) and

4.2(b), the longest average end-to-end delay of a non-CS multicast packet is about 4 ms.

Given a channel switching delay of 2 ms and a path length of only two hops, the total

channel switching delay is 4 ms. That is, the average end-to-end delay of a CS multicast

packet is about 8 ms, doubling that of a non-CS multicast packet.

4.3.2 Function of Multicast Group Size

In this set of simulations, we vary the multicast group size from 10 to 40 in the 49-node

network and from 10 to 70 in the 100-node network. The results for the 49-node network

are illustrated in Figures 4.3 to 4.5, and the results for the 100-node network are shown in

Figures 4.6 to 4.8 for different source rates of 150, 200 and 250 packets/sec. As explained

in Section 4.2, when the hardware channel switching delay is 2 ms, the traffic load can

be increased as high as 413 packets/sec. When the hardware channel switching delay is 5

ms, the traffic load can not be increased to more than 184 packets/sec. Therefore, in the

graphs corresponding to a source rate of 150 packets/sec traffic, we consider hardware

switching delay of both 2 ms and 5 ms. For rates higher than 150 packets/sec (i.e., 200

and 250 packets/sec), we only consider hardware switching delay equal to 2 ms.

Following is the analysis of the effect of channel switching on each metric as the
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multicast group size varies.

• Average packet delivery ratio. The PDR simulation results are illustrated in Fig-

ures 4.3(a) to 4.5(a) and in Figures 4.6(a) to 4.8(a) for the medium size and large

size networks, respectively. In the medium size network, as the multicast group size

increases, the PDR goes up slightly. On the other hand, for the large size network,

as the multicast group size increases, the PDR goes down slightly. (A detailed ex-

planation for these results will be provided at the end of this section.) However,

under all different multicast group sizes, non-CS multicast offers higher PDR than

CS multicast.

Using longer values for hardware channel switching delay results in lower PDR for

all multicast group sizes. Specifically, in the medium size network, with a source

rate of 150 packets/sec, the PDR value for non-CS multicast varies from 88% to

91% as the multicast group size varies from 10 to 40 (see Figure 4.3(a)). When

channel switching is involved and the hardware switching delay is 2 ms, the PDR

values vary between 88% to 90%. When the switching delay is 5 ms, these PDR

values go down to 87% and 88%, respectively.

Running the same set of experiments with higher traffic loads and for different

multicast group sizes shows that in all conditions, the conclusion is the same: CS

multicast has lower PDR than non-CS multicast. Also, in CS multicast, longer

hardware switching delay results in lower PDRs.

95



• Average end-to-end delay. The effect of channel switching on the average end-to-

end delay is illustrated in Figures 4.3(b) to 4.5(b) and in Figures 4.6(b) to 4.8(b)

for the 49-node and 100-node networks, respectively. In all cases, as the multicast

group size increases, the average end-to-end delay increases. The reason is that

more forwarders are required to support the multicast receivers and therefore, the

multicast tree grows larger. As a result, source-to-destination path lengths also

become longer and medium contention in the tree also increases. As our simulation

results indicate, the average end-to-end delay for CS multicast is longer than that of

non-CS multicast. Specifically, in the large network, when the multicast group size

is 10 and under traffic load of 200 packets/sec, the values for the average end-to-

end delay are 3 ms and 7 ms for non-CS multicast and CS multicast, respectively.

When the multicast group size grows to 70, such values increase to 3.6 ms and 7.6

ms, respectively (see Figure 4.7(b)). Moreover, longer hardware switching delay (5

ms vs. 2 ms) results in longer average end-to-end delay. In the 100-node network,

when the multicast group size is 10 and under 150 packets/sec traffic, the average

end-to-end delay for CS multicast with hardware switching delays of 2 ms and 5 ms

are 6 ms and 15 ms, respectively. When the multicast group size is 70, these values

are 8 ms and 17 ms, respectively (see Figure 4.6(b)).

• Average throughput. Figures 4.3(c) to 4.5(c) and in Figures 4.6(c) to 4.8(c) illustrate

the results of our experiments for the average throughput of the 49-node network

and 100-node networks, respectively. For the medium size network, the throughput
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goes higher as the multicast group size grows. For the large size network, the

situation is reverse and the average throughput goes down as the multicast group

size increases (a detailed explanation for these results will be provided at the end

of this section). However, for both medium and large size networks and for all

multicast group sizes, CS multicast has lower throughput than non-CS multicast.

In the large size network, given a hardware channel switching delay of 2 ms, a source

rate of 250 packets/sec and a multicast group size of 10, the throughput values for

non-CS multicast and CS multicast are 0.6 Mbps and 0.58 Mbps, respectively.

Under the same condition, as the multicast group size grows to 70, these values

reach 0.553 Mbps and 0.524 Mbps, respectively (see Figure 4.8(c)).

• Average delay jitter. The simulation results obtained for the average delay jitter are

illustrated in Figures 4.3(d) to 4.5(d) and in Figures 4.6(d) to 4.8(d) for the 49-node

and 100-node networks, respectively. As the results indicate, in both networks, the

average jitter delay increases as the multicast group size increases. The reason is

that a higher number of multicast receivers create a larger multicast tree and thus

higher medium contention among the nodes, resulting in larger average jitter values.

We can also observe that in all cases, CS multicast has higher values of jitter in

comparison with non-CS multicast.

It may be noted that in our medium size network, the average PDR and throughput

increase as the multicast group size grows. The reason is that more multicast receivers

require a larger multicast tree with more multicast forwarders. More forwarders in a tree
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increases the chance of overhearing for multicast nodes. As explained in section 2.1, the

overhearing effect improves the delivery rate among nodes and thus leads to a higher PDR

in the tree. However, in the large-size network, the PDR goes down as the multicast group

size increases (as opposed to the scenario in the medium-size network). The reason is

that longer path lengths negate the positive effect of overhearing. Tables 4.3 and 4.4 show

the average source-to-destination path lengths and the average number of forwarders for

the medium and large size networks. As illustrated in these tables, source-to-destination

paths in the 100-node network are longer and the number of forwarders is higher when

compared to the 49-node network.

The simulation results show that the overhead of channel switching is most significant

for the average end-to-end delay metric. (The explanation for this result is provided in

the summary of Section 4.3.1.) Specifically, in the large network, the difference in average

end-to-end delay of non-CS and CS multicast is 4.2 ms vs. 7.8 ms, an increase of 85.7%.

Table 4.3: Average path lengths and number of forwarders in the medium size network

Multicast Group Average Path Length Average Number Of Forwarders

10 2.04 8.2

20 2.01 11.6

30 2.00 14

40 2.1 16.5
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Table 4.4: Average path lengths and number of forwarders in the large size network

Multicast Group Average Path Length Average Number Of Forwarders

10 2.81 13.3

30 2.82 25.13

50 2.79 32

70 2.79 36

4.3.3 Function of Number of Channels

The number of overlapping channels in this set of experiments varies from 3 to 11 and the

multicast group size is 30 and 50 for the medium-size and large-size networks, respectively.

The simulation results for the 49-node network are shown in Figures 4.9, 4.10 and 4.11.

The results for the 100-node network are presented in Figures 4.12, 4.13 and 4.14. We ran

simulations with traffic loads of 150 packets/sec, 200 packets/sec and 250 packets/sec.

When the traffic load was 150 packets/sec, we were able to run simulations with both

hardware switching delay values of 2 ms and 5 ms. With traffic loads of 200 packets/sec

and 250 packets/sec, we could only use a hardware switching delay of 2 ms as explained

in Section 4.2. Following is an analysis of the performance of CS multicast and non-CS

multicast as functions of the number of channels used.

• Average packet delivery ratio. The PDR results for the 49-node and 100-node net-

works are illustrated in Figures 4.9(a) to 4.11(a) and in Figures 4.12(a) to 4.14(a),
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respectively. Deploying more channels in a network reduces channel sharing, inter-

ference and medium contention among nodes, which in turn improves the PDR. For

instance, when using three channels in the large network with a traffic load of 250

packets/sec and a hardware switching delay of 2 ms, the PDR values for non-CS

multicast and CS multicast are 59% and 56%, respectively. When eleven channels

are used, these values increase to 73% and 70%, respectively (see Figure 4.14(a)).

Furthermore, the results show that in all cases, CS multicast offers lower PDRs

than non-CS multicast. Moreover, longer hardware switching latency results in

lower PDRs.

• Average end-to-end delay. Figures 4.9(b) to 4.11(b) and Figures 4.12(b) to 4.14(b)

illustrate the performance of CS and non-CS multicast in terms of average end-

to-end delay as a function of the number of channel in the 49-node and 100-node

networks, respectively. The results indicate that as the number of channels in-

creases, the average end-to-end delay is shortened. Using fewer channels increases

channel sharing and medium contention among nodes, which leads to longer aver-

age end-to-end delay. Specifically, in the large size network, given three channels, a

hardware switching delay of 2 ms and a traffic load of 250 packets/sec, the average

end-to-end delay is about 13 ms and 9 ms for CS multicast and non-CS multicast,

respectively. Under the same conditions, with eleven channels in use, such values

are reduced to 7 ms and 4 ms, respectively (see Figure 4.14(b)).

• Average throughput. The results obtained from our simulations are illustrated in
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Figures 4.9(c) to 4.11(c) and in Figures 4.12(c) to 4.14(c) for the 49-node and

100-node networks, respectively. The results show that as the number of channels

increases, the average throughput also increases. Moreover, for all channel con-

figurations in our simulations, CS multicast offers lower throughput than non-CS

multicast. Furthermore, as the hardware channel switching delay increases, the

throughput decreases. For instance, in the large-size network with a traffic load of

250 packets/sec, when three overlapping channels are used, the average throughput

for non-CS multicast and CS multicast are 0.59 Mbps and 0.578 Mbps, respectively.

Under the same conditions, when 11 overlapping channels are used, the throughput

values go up to 0.725 Mbps and 0.705 Mbps (see Figure 4.14(c)), respectively.

• Average delay jitter. The simulation results for average delay jitter are illustrated

in Figure 4.9(d) to 4.11(d) and in Figures 4.12(d) to 4.14(d) for the 49-node and

100-node networks, respectively. Our simulation results indicate that the jitter

values decrease as the number of channels increases. The reason is that using more

channels in a network reduces interference, medium contention and channel sharing,

which results in smaller jitter values. Also, CS multicast incurs higher jitter values

than non-CS multicast.

4.4 Chapter Summary

We performed a simulation-based study to evaluate the impact of channel switching on the

performance of multicast in MCMR WMNs. We considered different simulation scenarios
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with and without channel switching. We measured the average PDR, throughput, end-

to-end delay and delay jitter as functions of multicast group size, number of channels

used in the network and traffic load. The results obtained from the simulations show

that CS multicast performs worse than non-CS multicast in all scenarios due to channel

switching delay. The latency of channel switching has the most significant effect on the

average end-to-end delay.
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Figure 4.1: Functions of traffic load - 49-node network (hardware switching delay is 2 ms)
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Figure 4.2: Functions of traffic load - 100-node network (hardware switching delay is 2

ms)
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Figure 4.3: Functions of group size - 49-node network (150 packets/sec)
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Figure 4.4: Functions of group size - 49-node network (200 packets/sec)
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Figure 4.5: Functions of group size - 49-node network (250 packets/sec)
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Figure 4.6: Functions of group size - 100-node network (150 packets/sec)
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Figure 4.7: Functions of group size - 100-node network (200 packets/sec)
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Figure 4.8: Functions of group size - 100-node network (250 packets/sec)
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Figure 4.9: Functions of number of channels - 49-node network (hardware switching delay

is 2 ms)
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Figure 4.10: Functions of number of channels - 49-node network
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Figure 4.11: Functions of number of channels - 49-node network

113



Figure 4.12: Functions of number of channels - 100-node network
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Figure 4.13: Functions of number of channels - 100-node network
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Figure 4.14: Functions of number of channels - 100-node network
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Chapter 5

Comparison between the c ≤ r and

c > r Approaches

As discussed in Section 2.4, the c ≤ r approach does not require channel switching

and therefore, benefits from a simple implementation. However, using a low number of

channels in a network increases medium contention, channel sharing and interference,

which in turn reduces the number of simultaneous transmissions, hence lowers the net-

work throughput. As a result, the c ≤ r approach may be perceived as offering lower

performance than the c > r approach. On the other hand, the c > r approach requires

efficient channel switching schemes and carries additional channel switching costs, which

is not negligible as shown in [30, 31] and demonstrated in Chapter 4. In this chapter,

we perform a simulation-based study to compare the performance of multicast for the

two cases: c ≤ r and c > r. Specifically, our goal here is to compare the performance of

multicast between two groups of networks. The first group uses the c > r approach and
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the M4 algorithm for channel assignment. The second group uses the c ≤ r approach for

channel assignment and the MCMNT algorithm [41] for multicast routing.

5.1 Implementations

In this chapter, our goal is to compare the performance of multicast using the c ≤ r and

c > r approaches. The implementations of the two approaches are described below:

• c ≤ r: In this set of experiments, every node is equipped with three radios to

receive and to forward multicast data packets. The number of channels assigned to

a node is less than or equal to the number of radios it possess; therefore channel

switching is not required. To build the multicast routing tree, we apply the MCMNT

algorithm [41] which follows the c ≤ r channel assignment (CA) approach. The

MCMNT multicast routing tree connects the multicast source to all destinations

such that the total number of transmissions required to deliver one packet from

the source to all destinations is minimum (see Section 2.5). The MCMNT uses

the “CA-first, routing-second” approach and therefore, we need to perform channel

assignment first. We use a random CA scheme that complies with the constraint

c ≤ r. In this set of experiments, we assume three orthogonal channels as specified

in IEEE 802.11b. Throughout this chapter (including the graphs), the experiments

based on the c ≤ r CA approach are denoted by “MCMNT”, the multicast routing

algorithm used in these experiments.

• c > r: In this set of simulations, we use the shortest-path-tree (SPT) algorithm
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to build multicast routing trees. The SPT connects the multicast source to each

destination via a minimum hop count path. Next, we use the M4 CA algorithm

(see Section 2.4.4) to assign channels to the links in the multicast tree. The M4 CA

belongs to the c > r approach and its goal is to minimize the interference among

nodes in a given MCMR WMN. It it is applied on top of a pre-built multicast

routing tree.

For this set of simulations, each node has three radios that are used for receiv-

ing data, sending data and managing control messages, respectively. Furthermore,

since a node can be assigned more channels than the number of radios it pos-

sesses, we require a channel switching scheme which is implemented as follows.

Before transmitting a data packet, a forwarder s in the multicast tree broadcasts

an announcement (ANC) message on the control channel (using the CSMA/CA

protocol) to announce the channel on which it will multicast the next data packet.

Upon receiving the ANC, multicast neighbours of s tune to the announced channel

to receive the multicast packet. (It may happen that not all neighbours receive the

ANC message and thus may not be able to capture the data packet following the

ANC message. Therefore, this channel switching scheme follows the current“best-

effort” philosophy of medium access control for multicast in IEEE 802.11 WMNs

as offered by the CSMA/CA protocol.) Finally, the forwarder transmits the data

packet on the announced channel, also using the CSMA/CA protocol. To better

demonstrate the effect of channel switching delay on the performance metrics, we
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use two different hardware switching delay values of 2 ms and 10 ms. Since the

value of software switching latency (about 0.05 milliseconds as measured in our

simulations) is negligible in comparison with the hardware switching used (2 ms

or 10 ms), we do not include it in our simulations. (However, in cases where the

hardware switching latency is comparable to the software switching latency, the

software switching latency must be considered.)

We emphasize here that the M4 algorithm always require a channel switching (CS)

scheme because a node may be assigned more channels than the number of radios it

possesses. Therefore, in practise, the M4 algorithm is usually used in combination

with a CS scheme. The only reason that we simulated M4 without CS here is

to provide a theoretical comparison of M4 with the MCMNT algorithm, assuming

an ideal condition in which the number of radios is unlimited. Throughout this

chapter, the scenarios of M4 without CS are identified by “non-CS M4” and the

scenarios of M4 with channel switching are referred to as “CS M4”.

Furthermore, in all figures, the graphs corresponding to “CS M4” with 2 ms and

10 ms switching delay are indicated by “CS M4 (2ms)” and “CS M4 (10ms)”,

respectively.

5.2 Simulation Parameters and Performance Metrics

The simulation parameters are the same as those described in Section 3.1, unless other-

wise stated. Table 5.1 lists the common parameters. In our simulations, we randomly
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distribute the nodes in the network area using a uniform distribution and place the mul-

ticast source in the centre of the area. (Figures B.1 to B.8 in the Appendix B show the

examples of simulation topologies along with the corresponding multicast routing trees.

In these figures, the multicast receivers are highlighted in red and the multicast source is

node 1).

The performance metrics consist of average packet delivery ratio, average end-to-end

delay, average throughput and average delay jitter as defined in Section 3.2. Specifically,

we measure these metrics as functions of:

• Multicast group size. The number of multicast destinations varies from 10 to 40

in the 49-node network and from 10 to 70 in the 100-node network. The source

transmits at a rate of 90 packets/s in the 100-node network and 250 packets/s

in the 49-node network. The traffic rates are selected based on the calculations

presented in Section 4.1 and the channel switching delay used for each scenario.

• Multicast traffic load. The multicast source rate at the application layer increases

from 100 to 350 packets/s for both 49-node and 100-node networks. The multicast

group size is 30 and 50 for 49-node network and 100-node networks, respectively.

Table 5.2 summarizes the parameters of the above simulation scenarios.

5.3 Experimental Results

The graphs obtained from the simulations are shown in Figures 5.1 to 5.4. Below we

discuss and analyse the results.
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Table 5.1: Common simulation parameters

Parameter Value

Network size
50 nodes in a 1200m x 1200m area

100 nodes in a 1700m x 1700m area

Path loss model
free source for distances shorter than 250m

two-ray for distances longer than 250m

Fading model non

Transmission range 315m

Transmission rate at physical layer 11 Mbits/s

Physical layer protocol PHY802.11b

Medium access control MAC 802.11 with DCF

MAC for multicast flow CSMA/CA

Packet size (excluding header size) 512 bytes

Queue size at routers 50 Kbytes

Queueing policy at routers first-in-first-out

Traffic model of sources constant bit rate (CBR)

Duration of each experiment 600 seconds of simulated time

Number of runs per data point 50

Confidence interval 95%
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Table 5.2: Parameter setting for the simulations

Function of Parameters 49-node network 100-node network

Multicast source rate
source rate 100 to 350 packets/s

group size 30 nodes 50 nodes

Multicast group size
source rate 250 packets/s

group size 10 to 40 nodes 10 to 70 nodes

5.3.1 Function of Traffic Load

The simulation results for the 49-node and 100-node networks are shown in Figures 5.1

and 5.2, respectively. We analyze and compare the performance of the M4 and MCMNT

algorithms as the multicast group size varies:

• Average packet delivery ratio: Figures 5.1(a) and 5.2(a) illustrate the average packet

delivery ratio as a function of the traffic load for 49-node and 100-node networks,

respectively. In all cases, as the traffic load increases, the PDR decreases, as ex-

pected. However, in both 49-node and 100-node networks, MCMNT offers higher

PDRs than non-CS M4 and CS M4 (2ms). The reason is the lower numbers of

transmissions in MCMNT, which result in less medium contention, channel sharing

and interference among nodes in the routing trees. Specifically, in the 100-node

network, when the traffic load is 150 packets/sec, the PDR values corresponding

to MCMNT, non-CS M4 and CS M4 (2ms) are 92%, 86% and 83%, respectively.
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When the traffic load is 350 packets/sec, the PDR values corresponding to MCMNT,

non-CS M4 and CS M4 (2ms) are 62%, 55% and 50%, respectively.

Although MCMNT uses only three channels, it provides higher PDRs than the

M4 algorithm that uses eleven overlapping channels. The reason is that lower

numbers of transmissions of MCMNT outperform the channel diversity effect of

eleven channels in M4.

• Average end to end delay: Figures 5.1(b) and 5.2(b) show the average end-to-end

delay as a function of the traffic load for the 49-node and 100-node networks, re-

spectively. For all traffic conditions, M4 without CS offers smaller values of average

end-to-end delay than MCMNT. The reason is shorter path lengths (hop counts) in

M4 routing trees, which use SPT as their routing algorithm(See Table 5.3 for a com-

parison of average path lengths in routing trees produced by the SPT and MCMNT

algorithms.) Note, however, that in practice M4 requires channel switching. Thus,

the above result does not apply in real life, but is provided for a theoretical com-

parison to illustrate the effect of path length on the end-to-end delay.

Among all, CS M4 incurs the longest average end-to-end delays due to channel

switching delays as explained at the end of Section 4.3.3. Specifically, in our 49-

node network, when the multicast source rate is 350 packets/sec, the average end-

to-end delay values for MCMNT, M4 and CS M4 are 3.6 ms, 2.8 ms and 6.5 ms,

respectively. When the multicast source rate is 150 packets/sec, these values are

2.8 ms, 2.0 ms and 5.3 ms, respectively.
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• Average throughput: The simulation results for the average throughput for the 49-

node and 100-node networks are illustrated in Figures 5.1(c) and 5.2(c), respectively.

In all scenarios for both 49-node and 100-node networks, MCMNT provides better

throughput than M4 and CS M4. Specifically, in the 100-node network, when the

multicast source rate is 350 packets/sec, the average throughput values for the

MCMNT, M4 and CS M4 are 0.87 Mbps, 0.75 Mbps and 0.71 Mbps, respectively.

When the multicast source rate is 150 packets/sec, these values are 0.55 Mbps,

0.50 Mbps and 0.49 Mbps, respectively. MCMNT provides higher throughput than

non-CS M4 and CS M4 thanks to its higher PDRs. Although the throughput is a

function of the PDR and end-to-end delay, the higher PDR of MCMNT outweighs

its longer end-to-end delay and, as a result, the throughput of MCMNT is higher

than that of non-CS M4 and CS M4.

• Average delay jitter: Figures 5.1(d) and 5.2(d) illustrate the average delay jitter as

a function of the traffic load for the 49-node and 100-node networks, respectively.

MCMNT has longer jitter values than non-CS M4 and CS M4. The reason lies

in the longer paths of MCMNT when compared to M4 and CS M4(see Table 5.3).

In general, longer paths introduces larger number of forwarders to the multicast

tree. With more forwarders, network gets more busy; therefore, channel sharing

and medium contention increases and as a result, the delay jitter values increase.

Specifically, in our 100-node network, when the traffic load is 350 packets/sec, the

average delay jitter values for MCMNT, CS M4 and M4 are 8.7 ms, 6.6 ms and 5.8
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ms, respectively.

In conclusion, MCMNT provides better PDR and throughput than non-CS M4 and

CS M4. MCMNT also gives shorter end-to-end delay in comparison with CS M4. Non-CS

M4 provides better performance than MCMNT in terms of average end-to-end delay and

average delay jitter and under all traffic loads (However, M4 without CS will not be used

in practice, because the M4 algorithm always requires channel switching). Finally, among

all, CS M4 has the lowest performance due to switching delay.

5.3.2 Function of Multicast Group Size

In this section, we run each simulation using two different hardware channel switching

delay values, 2 ms and 10 ms. The graphs in Figures 5.3 and 5.4 show the results for the

49-node and 100-node networks, respectively. We analyse the performance of the three

schemes: MCMNT, non-CS M4 and CS M4.

• Average packet delivery ratio. Figures 5.3(a) and 5.4(a) illustrate the average packet

delivery ratio as a function of the number of multicast destinations for 49-node

and 100-node networks, respectively. In both networks, MCMNT provides better

delivery ratios for different multicast group sizes. Low numbers of transmissions

enable MCMNT to outperform non-CS M4 and CS M4. Specifically, in our 100-

node network (Figure 5.4(a)), when the group-size is 10, the values of PDR for

MCMNT, non-CS M4 and CS M4 (10 ms) are 96%, 93% and 82%, respectively. As

the group size increases to 70, such values decrease to 90%, 84% and 79%.

126



• Average end-to-end delay. The results for the average end-to-end delay for 49-node

and 100-node networks are illustrated in Figures 5.3(b) and 5.4(b), respectively. In

all simulations for both 49-node and 100-node networks, non-CS M4 has shorter

average end-to-end delay in comparison with the MCMNT. The reason is shorter

path lengths in M4 routing trees when compared with path lengths in MCMNT

trees (see Table 5.3). (Note that, in practice, M4 requires channel switching and

the results for the comparison between MCMNT and non-CS M4 are only provided

to demonstrate the effect of path length on the end-to-end delay). Among all, CS

M4 with 10 ms switching delay has the longest average end-to-end delay and the

reason is the channel switching delay that occurs between every two consecutive

data packets.

Specifically, in our 100-node network, when the multicast group size is 70, average

end-to-end values for the non-CS M4, MCMNT and CS M4 (10 ms) hardware

switching delay are 3.8 ms, 5.4 ms and 33 ms, respectively (see Figure 5.4(b)).

Table 5.3: Average path lengths for the 49-node network

Group size Average path length (SPT) Average path length (MCMNT)

10 2 3.4

20 1.95 3.34

30 1.90 3.12

40 1.85 2.84
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• Average throughput. Figures 5.3(c) and 5.4(c) illustrate the average throughputs for

the 49-node and 100-node networks, respectively. In all cases, MCMNT provides

higher throughputs than non-CS M4 and CS M4. For instance, in the 100-node net-

work, when the group size is 10, the values of the average throughput for MCMNT,

non-CS M4 and CS M4 with 10 ms hardware switching delay are 0.345 Mbps, 0.33

Mbps and 0.299 Mbps, respectively. When the group size is 70, these values are

0.308 Mbps, 0.289 Mbps and 0.266 Mbps, respectively. Following is the explanation

for this result. The throughput is a function of the PDR and end-to-end delay as

defined in Section 3.2. In comparison with CS M4, MCMNT has higer PDR values

and shorter end-to-end delays, and therefore, provides higher values of through-

put. In comparison with non-CS multicast, MCMNT offers higher values of PDR,

but longer end-to-end delay. However, the higher PDR of MCMNT outweighs its

longer end-to-end delay. Therefore, MCMNT has higher throughput than non-CS

multicast.

• Average delay jitter. Figures 5.3(d) and 5.4(d) illustrate the average delay jitter for

the 49-node and 100-node networks, respectively. MCMNT has longer delay jitter

values than non-CS M4 and CS M4. MCMNT has longer path lengths (measured in

hops) in comparison with M4 and CS M4 (see Table 5.3) and longer paths introduces

larger number of forwarders to the multicast tree. With larger number of nodes,

network gets more busy; therefore, channel sharing and medium contention increases

and as a result, the delay jitter values increase.

128



Specifically, in the 100-node network, when the group size is 10 and hardware

switching delay is 2 ms, the average delay jitter values for the MCMNT, M4 and

the CS M4 are 7.5 ms, 4.3 ms and 6 ms, respectively. When group size is 70, these

numbers increase to 9.2 ms, 4.8 ms and 8 ms, respectively.

In summary, as the multicast group size grows, MCMNT provides better throughput

and PDRs than M4 and CS M4. The reason is that MCMNT benefits from lower numbers

of transmissions. CS M4 incurs the longest values of average end to end delay because of

the channel switching overheads.

MCMNT and non-CS M4 have the longest and the shortest values of average delay

jitter, respectively. The reason is that in all M4 simulations, we use the SPT algorithm

to build multicast trees. SPT uses the shortest path when delivering a packet from a

source to a destination (while MCMNT paths are longer), resulting in lower jitter values

as explained above.

5.4 Chapter Summary

In this chapter, we conduct a simulation-based study to compare the performance of

multicast for the two cases where c ≤ r and c > r. For the first approach (c ≤ r), we

use the MCMNT routing algorithm and random channel assignment. For the second

approach (c > r), we use the SPT routing algorithm and the M4 CA algorithm to build

multicast routing trees and assign channels to links, respectively. We measure the average

packet delivery ratio, throughput, end-to-end delay, and delay jitter as functions of the
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group size and traffic load. Our simulation results show that in all cases

• MCMNT provides higher average PDRs and throughput than CS M4 because of its

lower numbers of transmissions.

• MCMNT offers shorter end-to-end delay than CS M4 due to the channel switching

overhead that CS M4 incurs.

• Non-CS M4 and CS M4 have lower jitter than MCMNT, thanks to shorter paths

in their multicast routing trees.
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Figure 5.1: Functions of traffic load - 49-node network
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Figure 5.2: Functions of traffic load - 100-node network
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Figure 5.3: Functions of group size - 49-node network (90 packets/sec)
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Figure 5.4: Functions of group size - 100-node network (90 packets/sec)
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Chapter 6

Conclusion and Future Research

Directions

In this thesis, we present simulation-based studies of the following problems:

1. The performance of multicast in MCMR WMNs with three orthogonal channels

versus eleven overlapping channels defined in IEEE 802.11b.

2. The performance of the Minimum-interference Multi-channel Multi-radio Multicast

(M4) algorithm with and without channel switching.

3. The performance of the Multi-Channel Minimum Number of Transmissions (MCMNT)

algorithm (which does not do channel switching) in comparison with the M4 algo-

rithm (which performs channel switching).
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Performance of the M4 Algorithm: Orthogonal vs. Overlapping Chan-

nels

We studied the performance of networks that use three orthogonal channels versus those

using eleven overlapping channels of IEEE 802.11b. In our work,we measured the average

packet delivery ratio (PDR), end-to-end delay, throughput and delay jitter as functions

of traffic load and multicast group size. The results obtained from our simulations show

that in all cases, using eleven overlapping channels offers higher performance in terms of

packet delivery ratio, end-to-end delay, throughput and delay jitter.

Impact of Channel-Switching on the Performance of Multicast in MCMR

WMNs

We performed simulation-based study to measure the overhead of channel-switching on

the performance of the M4 algorithm in MCMR-WMNs. We simulated different network

scenarios and ran each simulation for two cases: with and without channel switching. In

our simulations, we used eleven overlapping channels as specified in IEEE 802.11b. We

measured the average PDR, throughput, end-to-end delay and delay jitter as functions

of multicast group size, number of channels used in the network and traffic load. The

results obtained from the simulations show that channel switching multicast performs

worse than non-channel switching multicast in all scenarios due to channel switching

delay. Moreover, the latency of channel switching has the most significant effect on the

average end-to-end delay.

136



Comparison between the c ≤ r and c > r Approaches

We compared the performance of multicast using two channel assignment approaches:

c ≤ r and c > r. For the first approach, we used a random channel-assignment scheme and

the MCMNT routing algorithm. For the second approach, where c > r, we used the M4

channel assignment algorithm and shortest path multicast routing trees. We measured the

average PDR, end-to-end delay, throughput and jitter as functions of multicast group size,

number of available channels and traffic load. The results obtained from the simulations

show that in all cases, in terms of average PDR, end to end delay and throughput, the

c ≤ r network offers better results. As for the average delay jitter, the c > r network

provides better results.

Open Issues and Directions for Future Research

In the following sections, we outline open issues and research directions for future work.

Theoretical analysis of channel switching overheads on multicast performance

In Chapter 4 and Chapter 5, we applied a simple channel switching algorithm to the

simulations. In our future work, we will perform a theoretical analysis to evaluate the

performance of multicast with and without channel switching.
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More comprehensive simulations by using multiple multicast flows

When evaluating the performance of multicast, we used a single multicast source in our

simulations. To have a more comprehensive evaluation of the performance of multicast

with and without channel switching, we will further use multiple multicast sources in our

simulation scenarios.

Channel assignment schemes for MCMNT

In our work in Chapter 5, we used random channel assignment scheme along with

MCMNT multicast tree in our simulations. In our future work, we will evaluate the

performance of multicast when applying more sophisticated channel assignment schemes

in our simulations.
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Appendix A

Implementation of Channel

Switching in QualNet Simulator

We used QualNet network simulator for the simulations reported in this thesis. QualNet

simulator is a scalable simulation engine which makes good use of computational resources

and models large-scale networks with heavy traffic and mobility, in reasonable simulation

time.

This simulator uses the layered architecture of the TCP/IP network protocol stack (see

Figure A.1). Within that architecture, data moves between adjacent layers. QualNet’s

protocol stack consists of, from top to bottom, the application, transport, network, data

link and physical layers.

Adjacent layers in the protocol stack communicate via well-defined APIs, and gener-

ally, layer communication occurs only between adjacent layers. For example, transport-

layer protocols interact with application and network layers, but cannot do so with the
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data link-layer protocols or the physical-layer protocols. This rule concerning communi-

cation only between adjacent layers may be circumvented by the programmer.

Although QualNet simulator comes with many built-in protocols, its functionality can

be further extended by implementing and adding custom protocols to each of the layers

of the QualNet protocol stack.

For this thesis, to be able to run the channel switching simulations, we modified the

source code of the QualNet and added our channel switching algorithm to augment the

functionalities of the simulator. The channel switching algorithm that we implemented

and added to QualNet is described in Section 4.2. Table A.1 presents a list of source files

that we modified and the number of lines of code added to each file.

Specifically, we modified files “networkip.cpp” and “network.cpp” to add the code of

our channel switching algorithm into the simulator. In file “multicastrouting.cpp”, we

modified the queue structure of the routers in QualNet in order to accommodate the An-

nouncement Messages (ANC) generated by the channel switching algorithm as described

in Section 4.2.
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Table A.1: List of the source files modified in QualNet

File name Layer in protocol stack Lines of code added

networkip.cpp Network layer 223

network.cpp Network layer 114

multicastrouting.cpp Network layer 87

Figure A.1: QualNet protocol ptack

141



Appendix B

Sample Network Topologies

Figures B.1 to B.8 illustrate sample network topologies used in our simulations. In these

figures, nodes are indicated by numbers and are distributed randomly in a square area

the dimension of which is specified on the axes. The multicast source node, node 1, is

located in the centre of the area and the multicast receivers are illustrated in red. The

blue line segments connecting the nodes represents the multicast routing tree connecting

the multicast source to all multicast destinations.
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Figure B.1: 49-node network using MCMNT routing tree and 10 multicast receivers
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Figure B.2: 49-node network using SPT routing tree and 10 multicast receivers
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Figure B.3: 49-node network using MCMNT routing tree and 40 multicast receivers
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Figure B.4: 49-node network using SPT routing tree and 40 multicast receivers

146



Figure B.5: 100-node network using MCMNT routing tree and 10 multicast receivers
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Figure B.6: 100-node network using SPT routing tree and 10 multicast receivers
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Figure B.7: 100-node network using MCMNT routing tree and 70 multicast receivers
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Figure B.8: 100-node network using SPT routing tree and 70 multicast receivers
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