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CHAPTER I

INTRODUCTION

Over the past four decades, the exponential increase in the computing power of mi-

crochips has been the consequence of the relentless scaling of complementary metal-

oxide-semiconductor (CMOS) integrated circuits based on Moores law [156]. While it

is expected that this trend extends for at least another 10 years, active research in the

field of the beyond-CMOS technology is underway in pursuit of low-power logic and

non-volatile circuits [165, 164]. One of the most explored beyond-CMOS options is

spintronics, where the electron spin is used as a computational state variable. Among

many proposed spintronic devices, digital computing using lateral metallic non-local

spin valves (NLSVs) with spin-transfer torque (STT) effects [8], also known as all-

spin logic (ASL), has drawn significant attention due to ultra-low voltage operation,

non-volatility, higher logical efficiency, high density integration, and availability of a

complete set of Boolean functions [142]. However, to realize ASL integrated circuits,

device scalability is extremely important since for advanced technology nodes, a mi-

croprocessor typically comprises billions of digital switches. Furthermore, the large

dynamic power associated with STT-driven magnetization switching also becomes an

issue for ASL to become a viable beyond-CMOS technology option. Therefore, it is

of interest to (i) identify the scaling limits of the ASL [26], (ii) explore several ways to

reduce or eliminate these scaling limits [28, 29, 25], and (iii) even improve the energy

efficiency of the scaled ASL components.

On the other hand, in addition to spintronics, where ferromagnetism has been
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widely used to manipulate and store bits [178], recently ferroelectricity has also at-

tracted significant interest because of its promising potential in technological applica-

tions [48]. Ferroelectric materials can be used to represent binary data as well, since

their spontaneous polarization can be switched directly by applying an electric field.

Recent experimental and theoretical work show that ferroelectricity can still survive

down to a few nanometers [62, 135, 216, 188, 69], in which electronic transport is

mainly dominated by quantum-mechanical tunneling. Therefore, a device composed

of a thin ferroelectric (FE) layer sandwiched by two metallic electrodes, also known

as a ferroelectric tunnel junction (FTJ), is proposed to generate giant tunneling elec-

torsistance (TER), which is typically a few orders of magnitude larger than tunneling

magnetoresistance (TMR) in magnetic tunnel junctions (MTJs) [224]. Hence, it is

also of interest to have a deep and systematic understanding of the transport prop-

erties of FTJs and explore any possible technique to further improve TER for FTJs

as beyond-CMOS non-volatile logic or memory components.

With these goals in mind, this thesis is organized as follows. First, in Chapter

II, scaling limits on ASL are investigated theoretically. Next, in Chapters III and

IV, novel structures to interconnect ASL using Si, Cu, and Al as channel materials

are explored to loosen these scaling limits. Furthermore, to completely get rid of the

energy associated with interconnects, Chapter V proposes a new concept in which

automotion of magnetic domain walls (DWs) along ferromagnetic (FM) wires are

used to propagate digital signals for ASL. By combining all the advantages from

the structures shown in Chapters II to V, a new scheme, where digital computing

is performed using STTs in spin valves (SVs) and DW automotion in FM wires, is

presented in Chapter VI. For beyond-CMOS non-volatile components using the FE,

Chapter VII shows an original theoretical approach based on quantum mechanics and

thermodynamics that can well describe experimental I-V characteristics in various

FTJs, and also explain the controversy in inverse TER observed from different groups.
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Chapter VIII concludes the thesis and also discusses the outlook for both spintronic

and FE non-volatile logic and memory in the beyond-CMOS era.

Overall, this thesis is aimed at (i) exploring novel device and interconnect con-

cepts for energy-efficient STT-driven spintronic logic, and (ii) understanding elec-

tronic transport in FTJs as non-volatile memories in the beyond-CMOS era. Before

we dive into the details of each chapter, in the rest of Chapter I, an overview of

CMOS scaling is given to highlight the motivation of this thesis, and to present the

background knowledge for both ferromagnetism and ferroelectricity that may help

readers understand this thesis better.

1.1 CMOS Scaling

The goal of CMOS scaling (or Moore’s law) is to improve the performance of a mi-

crochip without significantly increasing the fabrication cost. In the past few decades,

CMOS scaling has followed the famous scaling theory (or constant-field scaling) pro-

posed by Robert Dennard in 1972, which states that when the device size is reduced

by a scaling factor of S (∼ 0.7 [161]) in each new technology generation, the channel

length (Lch), the oxide thickness (tox), the bias voltage (Vbias), and the doping den-

sity (Nd) have to be adjusted accordingly by the same factor [49]. In other words,

for each generation, the channel length, the oxide thickness, the bias voltage, and the

doping density become S×Lch, S× tox, S×Vbias, and Nd/S, respectively. The device

performance will also be improved as the device is scaled. For example, the switching

speed of a CMOS transistor becomes faster as the channel length is shorter due to

the reduction of the electron traveling time from the source to the drain. However,

recently, there are some challenges that significantly prevent CMOS transistors from

further scaling down, and these challenges can be viewed from three different aspects,

including physical, power, as well as technology limitations [79]. In the following,

limitations from each aspect are discussed briefly.
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Figure 1: Potential energy profile in the source-to-drain direction to illustrate the
drain-induced barrier lowing (DIBL) effect in a scaled CMOS transistor.

1.1.1 Physical Limits

Physical limits in general refer to the factors that prevent CMOS transistors from

scaling as their physical size is reduced. For an ideal CMOS switch, the gate terminal

should be able to fully control the energy barrier between the source and the drain.

When a switch is on, the barrier height is reduced by the gate voltage through the

electrostatic field; thus, most of electrons can be injected thermionically from the

source to the drain and contribute the current flow. On the contrary, when a device

is off, the barrier height is large. In such a case, only few electrons can cross the

barrier and almost no current flow is established. However, due to the increase of

the drain capacitor, as the channel of a CMOS transistor is reduced to pursue a

higher switching speed, not only the gate but also the drain terminal can control

the barrier. This is illustrated in Fig. 1, where the barrier height is further reduced

in the presence of the drain voltage in a short channel device. This phenomenon is

known as drain-induced barrier lowing (DIBL) [161], and its direct effect on the device

performance is the increase of subthreshold leakage currents. Consequently, to reduce

DIBL, the gate capacitor is increased by reducing the oxide thickness, which causes

an increase in the leakage current due to direct quantum-mechanical tunneling from

the gate to the channel. Also, the mobility degradation due to remote scattering from
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doped polycrystalline silicon becomes more pronounced as the oxide becomes thinner

[36, 35]. As a result, to achieve a large gate capacitor, the high−k dielectric based on

Hf and Zr has replaced SiO2 [160]. Recently, non-planar structures such as FinFET

have been used to further enhance the gate-to-channel control [85]. Unfortunately,

no matter how strong the gate control is enhanced, as the channel length is reduced

to the region in which direct tunneling from the source to the drain occurs [111], a

CMOS transistor cannot work as a switch anymore as illustrated in Fig. 2. DIBL

can also be mitigated by increasing the channel doping density, which is also one of

the scaling rules in Dennard’s theory. However, in heavier doped channels, several

side effects such as mobility degradation due to impurity scattering, band-to-band

tunneling [160], gate-induced drain leakage [77] negatively affect both performance

and functionality of the CMOS device.

Figure 2: Potential energy profile in the source-to-drain direction to illustrate direct
quantum-mechanical tunneling as the channel length becomes too short.

1.1.2 Power Limits

As mentioned in Dennard’s scaling theory, Vbias needs to be scaled in each generation.

To have large enough on-currents, the threshold voltage (Vth) has to be also scaled

with Vbias. However, the reduction of Vth leads to more pronounced subthreshold

leakage currents, which significantly increases the static power dissipation. It is found

that the leakage currents can be increased by 10 times if the reduction of Vth is about

85mV [161]. Also, based on the analysis of the CMOS NAND noise margin, the
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scaling of Vbias stops at ∼ 0.5V to keep logic state consistency in the worst case [136].

In digital integrated circuits (ICs), the power dissipation density can be divided into

two types: dynamic power density and static power density [63]. The former is due to

the switching devices, and the latter results from leakage currents of the non-switching

devices. Because the switching frequency increases in a smaller device and Vbias has

stopped scaling in recent technology generation, the dynamic power density has been

increasing in each generation. Consequently, to suppress the power density below the

limit that can be removed, the operating frequency now remains almost constant in

each advanced technology. On the other hand, the static power density is also raised

rapidly in each generation due to the increasing subthreshold leakage currents. Fig.

3 shows that as the device dimension is reduced below a certain size (e.g. 10nm), the

static power will finally surpass the dynamic one. In such a case, a microchip will

still dissipate a significant amount of energy even in the stand-by mode.
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1.1.3 Technology Limits

CMOS transistors are typically fabricated by patterning them on a wafer using lithog-

raphy with masks. The resolution of a lithography system, CD, can be roughly

estimated by the Rayleigh equation given as

CD ∼ k
λ

NA
, (1)

where k is the lithography constant depending on the process control, λ is the lithog-

raphy wavelength, and NA is the numerical aperture of the focusing optics, describing

the focusing strength of the projection system. As a result, a shorter lithography wave

length is desirable to obtain higher resolution. The 248nm lithography wave length

combined with optical approximity correction (OPC) helped CMOS technology scale

successfully from 0.18µm to 0.13µm [207]. State-of-art 193nm ultraviolet (UV) lithog-

raphy has been widely used in current advanced CMOS patterning. For future scaled

CMOS technology (e.g. 7nm), extreme ultraviolet (EUV) lithography (λ ∼ 13.5nm)

may be required. However, the most challenging issue with the EUV patterning is

the high cost and low throughput. In addition to pursue a shorter lithography wave-

length, the multiple pattering technique has also been used to further enhance the

feature density of manufacturing ICs [106, 238].

1.1.4 Potential Solutions to Beyond-CMOS Technology

To address the issues mentioned above, lots of alternative devices have been pro-

posed, which can be roughly divided into two main categories [165, 164]. One is still

using the electron charge to represent digital bits (i.e. charging and discharging a

capacitor) such as Tunnel FETs, which can potentially reach the subthreshold swing

(SS) lower than 60mV/dec [6]. Another is using alternative state variables such as

the electron spin and electric polarization to implement digital logic mainly because

of their non-volatility. Here, devices using ferromagnetism (or electron spin) and fer-

roelectricity (or electric polarization) are particularly interesting because they may
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enable zero static power dissipation. However, for STT-driven devices such as ASL,

the power associated with the magnetization switching is much larger than that for

CMOS switches. In Ref. [142], it has been shown that the switching energy in ASL

can be comparable to or even lower than that in a CMOS transistor if some material

and interface parameters can be achieved in the future; however, so far, it is still

unclear how to realize such materials. Therefore, instead of playing with the mate-

rial parameters, part of this thesis is to reduce the switching energy in STT-driven

devices by engineering the device structure. In the following, some key concepts in

both ferromagnetism and ferroelectricity that will be used throughout this thesis are

mentioned.

1.2 Ferromagnetism

Ferromagnetism occurs as electrons in materials become spontaneously spin-polarized.

Since spintronic logic covered in this thesis is mainly based on transition FM metals

such as iron, cobalt, nickel, and their alloys, here the origin of ferromagnetism in

these materials are briefly reviewed [212, 178].

In transition metals, spontaneous spin polarization of electrons is induced by the

competition between atomic-like exchange interaction and inter-atomic hybridization.

The former prefers to align spins, and spin polarization is reduced by the latter. The

atomic-like exchange interaction can be understood easily from Hund’s rules, which

describe how nearly degenerate atomic levels are filled by electrons to minimize the

energy. From Hund’s first rule, it is known that in isolated atoms, to maximize the

spin polarization, electrons with one spin direction are put into partially filled atomic

orbitals before those with the opposite spin direction. The energy lowing from this

process is to reduce the Coulomb repulsion between electrons with the same spin

by keeping them further apart, which is basically the Pauli exclusion principle. As

a result, based on Hund’s first rule, non-zero spin angular momentum in isolated
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atoms is established by those partially filled orbitals. Note that in addition to spin

angular momentum, non-zero orbital angular momentum can also contribute mag-

netic moments of isolated atoms. On the other hand, it is well-known that energy

bands in solids are formed due to hybridization of electronic states in the neighbor-

ing atoms. During band formation, magnetic moments are suppressed mainly by (i)

quenching the orbital component of the magnetic moment through breaking spherical

symmetry for the environment of each atom, and (ii) avoiding electrons moving from

low-energy filled bands to high-energy unoccupied bands. Consequently, most solids

do not show ferromagnetism except for those with tightly bound 4f-orbitals, where

the hybridization is too weak to suppress spin polarization. However, due to partially

filled 3d-orbitals, the transition metals have both strong exchange splitting and hy-

bridization. The exchange splitting shifts the band of majority carriers lower than

that of minority carriers to stabilize ferromagnetic states, which can be considered as

the compensation of kinetic energy associated with moving electrons from low-energy

filled band states to high-energy unoccupied band states. Based on the physics men-

tioned above, several models that describe ferromagnetism in FM transition metals

are introduced.

1.2.1 Models of Ferromagnetic Materials

The most sophisticated model that accurately describes much of the key physics

in FM transition metals is based on the local spin density approximation (LSDA)

[123, 76, 101], where hybridization is treated exactly and the atomic-like exchange

interaction is handled under mean-field theory. The LSDA approximation is able

to successfully describe many properties such as magnetic moments in FM metals

without any fitting parameters. The fundamental degrees of freedom in this approach

are electron and spin densities, which are calculated by wave functions. However, so

far, no formal justification has been shown for using LSDA wave functions as real
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functions; therefore, these wave functions are now served as a good approximation to

real wave functions in most cases.

There are also two simplified models that are often used to describe FM metals.

One is known as the free-electron Stoner model, and another is known as the s-d

model. The free-electron Stoner model assumes that there are two bands in an FM

metal, and one is for up-spins and another is for down-spins. There exists a relative

shift in the energy gap between the two bands due to the exchange splitting, and

both bands have a free-electron dispersion given as

E (k) =
~2k2

2m0

+
σz∆

2
, (2)

where E is the electron energy, ~ is the reduced Planck constant, k is the electron

wave vector, σz is the Pauli spin matrix, ∆ is the exchange splitting, and m0 is the

free electron mass. Sometimes m0 is replaced by the effective mass m∗ to obtain a

better fit to the experimental results [45]. In the s-d model, ”s” and ”d” stand for

delocalized conduction electronic states and localized magnetic states, respectively.

The localized magnetic states are assumed to be weakly coupled to the ”s” states

through the interaction given as −JS · s with J being the interaction strength, S

being the local moment of each d electron shell, and s being the spin density of

conduction electrons. Fig. 4 shows a comparison between band structures under the

LSDA, free-electron Stoner, and s-d approximations for an FM transition metal [178].

From Fig. 4, it can be seen that the realistic band structure of an FM metal is far

more complicated than the parabolic shapes assumed in the Stoner model, and the d

electrons are not localized as assumed in the s-d model due to the strong hybridization

within the d bands and of the d bands with s bands. However, even though both

models are not able to describe the full band structure of an FM metal that can be

calculated under the LSDA approximation, they are extremely useful to illustrate the

essential physics behind an FM metal, describe the experimental results by adjusting

a few fitting parameters, and sometimes estimate the performance of a device where
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FM metals are involved. As will be shown later, the Stoner model is used to describe

spin injection from an FM metal into a non-magnetic semiconductor or metal [28, 29]

due to its successful agreement with experimental results in MTJs by varying simply

a few material parameters such as the interface barrier and effective mass [45].

Figure 4: Comparison between the band structures of a FM transition metal using
different approximations [178]. (a) Local spin density approximation (LSDA), (b)
Stoner model, and (c) s-d model.

1.2.2 Spin Currents and Spin Relaxation

From the band structure models introduced above, spin-polarized currents can be

understood as a result of different band structures for majority and minority electronic

states in an FM metal. In other words, thanks to spin-dependent electronic properties

in an FM metal, a magnetic layer can act as a spin filter and thus spin currents are

generated. Using Cr/Fe multilayers as an example, as electrons are injected from Cr

into Fe, down spins have a higher probability to transmit through the thin film than

up ones due to different interface and defect scattering induced by the spin-dependent

band structure [230]. Consequently, the electrons flowing out of the Fe layer become

spin-polarized in the direction of down spins in the Cr/Fe/Cr structure. Furthermore,

as spin-polarized currents flow into a non-magnetic material such as Cu or Si, spin

polarization of the current can only persist on the scale of the spin relaxation length,

which is typically a few hundreds of nm in Cu [176] and about several microns in
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Si [131]. Spin relaxation in general is referred to a process that brings the non-

equilibrium spin-polarized electrons back to the equilibrium in a material. Therefore,

since NM materials are not spin-polarized under equilibrium, the spin relaxation

length in NM materials can be considered as a characteristic length in which the

spin polarization of the current can be preserved. Beyond this length scale, the spin

orientation in currents is mostly destroyed through a significant dephasing process

induced by both phonon and impurity scattering [176]. Spin currents, Is, are typically

defined as

Is = I↑ − I↓ (3)

with I↑ and I↓ being currents comprising up- and down-spin electrons, respectively.

The spin polarization in currents, P , is usually defined as spin currents normalized

to charge currents given as

P =
Is
Ic

=
I↑ − I↓
I↑ + I↓

, (4)

where Ic is the charge current. Spin currents in this thesis play an important role in

propagating spin information between FM metals. Note that the magnetic moment

and spin density vector are always in the opposite direction. Interestingly, people

typically define that the FM metal magnetized to the ”up (down)” direction is due

to the ”spin-up (spin-down)” electrons in spintronic devices for convenience, and this

convention will also be followed while calculating the spin current. Consequently, as

will be shown later, the STT term in the differential equation for the magnetization

dynamics (see Eq. 10) is written in terms of the magnetic-moment flow, which is the

the spin current defined above.

1.2.3 Spin-transfer Torque and Magnetic Dynamics

In any material system, a STT is present as long as the flow of spin angular momen-

tum is not uniform. For example, consider a spin current flowing into a single-domain
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FM thin film, whose magnetic moment is not collinear with that of the spin current.

Due to the filtering process, the spin current flowing out of the thin film must have the

same magnetic moment as the FM material. As a result, to generate the difference

in the magnetic moment between two spin flows, it is required for the FM thin film

to absorb a portion of spin angular momentum carried by incident electrons. During

this process, the FM material reorients the spin direction of the flowing electrons by

exerting a torque on them. Because the conservation of spin angular momentum is

approximately valid in FM metals, the magnetization of the FM material also expe-

riences an equal and opposite torque from the conducted electrons. The latter is also

know as the STT, and its magnitude can be typically calculated either by consider-

ing (i) the mutual precession of the flowing spin and the magnetization during their

interaction [78] or (ii) the net change in spin currents before and after experiencing

STTs [178]. Fig. 5 illustrates the physical origin of a STT in FM metals.

Figure 5: Schematic of the origin of spin-transfer torques (STTs) in FM metals. The
yellow arrows represent the direction of the magnetic moment.

As illustrated in Fig. 5, it can be seen that as long as the magnitude of STT is

strong enough, the magnetization of an FM metal can be aligned with the incident

electron spin, and this switching magnetization dynamics is typically described by

micromagnetics, which is a phenomenological and also efficient approach to model

magnetism on a mesoscopic length scale [19, 59]. Note that micromagnetics is not

aimed to describe the dynamics of atomic magnetic moments, but rather taking the

continuum limit, and it has become popular mainly because the magnetic devices of

interest are usually much larger than the atomic length. In such a case, calculations

based on the atomic scale are extremely time-consuming and thus become impractical.
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Here, several key concepts in micromagnetics are reviewed briefly, and the macrospin

approximation, which is widely used to investigate the magnetization dynamics, is

also discussed.

In magnetic systems, the magnetization tends to align with an effective field,

which in general varies with the space, and typically is contributed by four different

sources, including the external applied magnetic field, magnetocrystalline anisotropy,

micromagnetic exchange, and the magnetostatic field. For each contribution, there is

the free energy associated with it, and the corresponding field is simply the functional

derivative of the free energy with respect to the magnetization given as

~H (~r) =
−1

µ0Ms

∂F

∂ ~m (~r)
, (5)

where µ0 is the free space permeability, Ms is the saturation magnetization, F is

the free energy contributed by each source, ~m is the magnetic unit vector at each

domain, and ~r is the position vector. Magnetocrystalline anisotropy mainly results

from the spin-orbit coupling, and the magnetization will tend to align with certain

lattice directions. The free energy of this material anisotropy in general has differ-

ent mathematical forms depending on the lattice structure of the material. In FM

materials, the micromagnetic exchange interaction tends to align the magnetizations

of the neighboring domains in the same direction to reach low-energy configurations.

The magnetostatic field is a highly non-uniform and non-local effect, which results

from the magnetic field generated by the magnetization (or magnetic dipole) of each

domain. Mathematically, the total free energy including four contributions can be

written as

F = −µ0Ms

∫
d3rHext · ~m (r)−Ku

∫
d3r (n̂ · ~m (r))2 (6)

+A

∫
d3r

((
∂ ~m

∂x

)2

+

(
∂ ~m

∂y

)2

+

(
∂ ~m

∂z

)2
)

−µ0M
2
s

8π

∫
d3r

∫
d3r′ ~m (~r) ·

3
(
~m
(
~r′
)
· ~x
)
~x− ~m

(
~r′
)
|~x|2

|~x|5
,
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where Hext is the external applied magnetic field, Ms is the saturation magnetization,

~x = ~r − ~r′, A is the exchange constant, and Ku is the material anisotropy energy

density. By using the definition shown in Eq. 5, the corresponding effective magnetic

field is given as

~H (~r) = ~Hext +
2Ku

µ0Ms

n̂ (n̂ ·m (~r)) +
2A

µ0Ms

∇2 ~m (7)

+
Ms

4π

∫
d3r′

3
(
~m
(
~r′
)
· ~x
)
~x− ~m

(
~r′
)
|~x|2

|~x|5
.

As mentioned previously, since micromagnetics is attempted to describe magnetiza-

tion dynamics on the mesoscopic length scale, the atomic exchange discussed in the

band structure of FM metals is not explicitly shown in the above expressions. Instead,

the atomic exchange effect is implicitly included by the following constraints: (i) ~m is

a unit vector, and (ii) the magnitude of the magnetization is equal to the saturation

magnetization.

In the absence of STTs, as the magnetization is not in equilibrium, it will precess

around the effective field, which may depend on time. If there is no process that

dissipates the system energy, this precession will last forever and the magnetization

distribution remains on the same energy surface. The equation of motion for the

magnetic precession is given as

∂ ~m

∂t
= −γµ0

(
~m× ~Heff

)
, (8)

where γ is the gyromagnetic ratio (γ = 17.6 × 1010 tesla−1s−1). To account for the

energy dissipation, a phenomenological damping term is introduced into Eq. 8 [70]

and the equation becomes

∂ ~m

∂t
= −γµ0

(
~m× ~Heff

)
+ α

(
~m× ∂ ~m

∂t

)
, (9)

where α is known as Gilbert damping coefficient, which can be calculated by including

both intrinsic and extrinsic physical processes [185, 148]. The dominant intrinsic
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process for FM semiconductors [198] and transition metals [71] can be described by the

Kambersky damping model based on electron-hole pair generation [107]. Note that

as FM materials are in contact to NM metals, there is also a well-known phenomenon

called spin pumping that also contributes the damping. Spin pumping in general

refers to a process where spin currents are injected into NM metals through the

magnetization precession in FM materials [221, 155, 81].

To account for the STT in the magnetization dynamics, in practice, Eq. 9 is

modified by assuming that ∂ ~m
∂t

is directly proportional to the STT and given as [141]

∂ ~m

∂t
= −γµ0

(
~m× ~Heff

)
+ α

(
~m× ∂ ~m

∂t

)
−
~m×

(
~Is × ~m

)
eNs

(10)

with Is being the net spin current flowing into the FM metal, e being the elemen-

tary charge, and Ns being the number of Bohr magnetons inside the magnet, defined

as 2MsV
γ~ , where V is the volume of an FM metal. However, the direct insertion of

STT into Eq. 10 requires some discussion because some subtle physics is involved

in this step. The main assumption of Eq. 10 is that all of the transverse spin com-

ponents absorbed by the FM metal are used to reorient the magnetization, instead

of other processes such as the excitation of short-wavelength spin wave modes or be-

ing transferred to the atomic lattice. Nevertheless, this assumption is still a good

approximation to explain most of the present-day STT experiments. Furthermore,

in a more strict sense, not only spin but also orbital angular momentum can affect

the magnetization. In other words, the total angular momentum and the magneti-

zation should be written as ~s + ~l and
−µB(2~s+~l)

~ , respectively, where ~s as well as ~l

are spin and orbital angular momentum density vectors, respectively and µB is the

Bohr magneton. However, in an FM metal, it is a good first-order approximation to

ignore the orbital contribution since the orbital moments are significantly suppressed

by strong hybridization of d electrons, and thus Eq. 10 is used in most STT analyses

for metallic multilayers.
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Another approximation that is often used in STT analyses is known as the macrospin

approximation, basically assuming that the magnetization of an FM material is

spatially uniform during its motion and thus can be treated as a macrospin. The

macrospin approximation is able to caputre some fundamental physics in STT-driven

dynamics. For example, the threshold for the onset of the precession states and the

magnetization switching can be estimated accurately by the macrospin approximation

[158]. However, in some recent experiments, it has been shown that the STT-driven

switching is far more complicated than that described under the macrospin approx-

imation [1]. Therefore, here a brief discussion on the limitations of the macrospin

approximation is given.

As mentioned above, the macrospin approximation basically assumes that there

exists only one domain in an FM material, and no multi-domain structure will be

formed under any excitation. The critical size of a single-domain FM body can be

estimated by the energy minimization between the exchange energy and the mag-

netostatic energy. If only the exchange effect is considered, a single-domain state is

preferred as the size of an FM metal is scaled down to the exchange length, defined as

lexch =
√

2A
µ0M2

s
. This critical length can be further increased if the FM material has

magnetocrystalline anisotropy that also stabilizes the uniform magnetization. How-

ever, the actual critical length can only be determined through numerical simulations,

and is typically about (4− 8) lexch with lexch being 5nm for most FM materials [178].

Therefore, the upper bound of a single-domain FM body is about 40nm, which is

much smaller than most of the STT studies and explains the failure of the macrospin

description in some experiments. Interestingly, there still exists some cases where the

macrospin approximation is a fairly good approach even though the sample size is

far larger than the critical dimension. This result can be mainly attributed to the

following two reasons. First, the critical length mentioned above is determined by the

magnetic configuration with the lowest energy. Since this length is estimated simply
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from the static configuration, it cannot be used to predict if the transition from a

single- to a multi-domain state occurs during the magnetization reversal, in which an

energy barrier is typically required to be overcome. Second, the critical length is valid

only for the geometry having the same order of magnitude in the x, y, and z direc-

tions (e.g. cubes). For an FM thin film that is often used in STT-driven devices, its

thickness is much smaller than the lateral dimensions, and the balance between both

exchange and magnetostatic energies may change, leading to a larger critical length.

As a result, for any given device geometry, it is necessary to perform full-scale mi-

cromagnetic simulations to see if the macrospin approximation is reasonable. So far,

it has been demonstrated that the macrospin approach can quantitatively explain

some experimental results in the structure involving multilayer nanopillars due to a

very small dimension where a STT is applied [158]. Part of devices and interconnects

introduced in this thesis only allow STTs exerted on a small FM region and thus

are also modeled by the macrospin approximation. On the other hand, any size of

point contact structure is not suitable for the macrospin approximation because of

the strong exchange effect from extended magnetic layers [181, 182].

Figure 6: Schematic of a macrospin under the effects of the effective field, the damp-
ing, and the STT. A field-like (FL) torque is also include; however, it is usually
ignored in metallic layers. The easy axis is assumed to be in the z direction.

There are several important STT-driven modes that can be described by Eq. 10

under the macrospin approximation. A macrospin under the effects of the effective

field, the damping, and the STT is illustrated in Fig. 6. Consider that the initial
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magnetic moment is slightly tilted away from the easy axis (z-axis in Fig. 6) due

to thermal noise fluctuations or the applied magnetic field, without any STT and

the damping effects, the magnetic moment will precess around the effective field in a

circle. To reduce the total energy, the damping tends to push the magnetic moment

back to the easy axis. As a result, in the absence of STTs, the magnetic moment

under a damping process will follow a spiral path with the decreasing precession angle

and move toward the easy axis. As a STT is exerted on the macrospin, depending

on the direction of the current flow, its direction can be either the same or opposite

to that of damping torque. If the STT is in the same direction to the damping, it

basically increases the effective damping process in an FM material. On the other

hand, if the STT is in the opposite direction to the damping, there are three modes

that can be excited depending on if the point of instability is passed. First, if the

magnitude of the STT is smaller than the damping, meaning that the instability point

is not passed, similar precession back toward the easy axis mentioned above occurs,

and is also known as the damped motion. Next, as the precession angle is increased

by the greater STT and finally crosses the instability point, dynamic equilibrium, also

known as stable precession, can be achieved if the damping torque increases with the

precession angle faster than the STT. Finally, if the damping is always smaller than

the STT after crossing the instability point, the precession angle can be increased

to 180◦, and this dynamics is the famous magnetization switching, which will be

extensively applied to the devices and interconnects introduced in this thesis.

1.2.4 Magnetic Domain Walls

As the size of FM metals in the device becomes larger than the critical length (i.e.

interconnects), magnetic domains are established to lower the total energy described

by Eq. 5. At different device scales, the dominant interaction is also different. For

example, the micromagnetic exchange is short-ranged and tends to align nearby spins,
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the magnetocrystalline anisotropy is also short-ranged and orients spins to some par-

ticular lattice directions, and the magnetostatic interaction is long-ranged and prefers

anti-parallel alignment for distant parts of the FM material. Note that the magne-

tostatic interacton is mainly determined by the sample shape (as known as shape

anisotropy) and is much weaker than the exchange effect on the short-range scale. As

a result, due to the magnetostatic effect, as the sample becomes larger, the result-

ing configuration is typically broken into several domains and creates some specific

magnetic patterns under equilibrium. The transition regions between different do-

mains are known as magnetic domain walls, where the magnetization rotates from

one domain’s orientation to another’s. The length of the transition region (or the

length of DWs), lDW , is determined by the competition between magnetocrystalline

anisotropy and exchange interaction given as
√

A
Ku

. A wider transition region re-

duces the exchange energy but increases the magnetocrystalline energy. In soft FM

materials such as Permalloy (Py), since the material anisotropy is very weak, the DW

length is determined by shape and exchange interactions. In a thin-film FM wire,

there exists two common DW structures depending on the sample size. One is called

the transverse wall (TW), and another is called the vortex wall (VW). Fig. 7 shows

the spin structures of the two different walls. In the TWs, the exchange energy is

minimized by putting free poles at the edge. As the width and thickness of the wire

increase, the magnetostatic energy increases, and in such a case, a VW is preferred

since the free poles can be minimized at the expense of increasing the exchange en-

ergy. Reference [147] has shown that for Py, the boundary between the TW and the

VW is about t · w = 60l2exch with t and w being the thickness and the width of the

FM wire, respectively. For FM interconnects introduced in this thesis, t ·w is roughly

2 × 20nm2, which is much smaller than 60l2exch and thus only TWs in FM wires are

considered in this thesis.
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(a) (b) 

Figure 7: Schematic of two different types of magnetic domain walls (DWs) in an
FM thin-flim wire. (a) Transverse wall (TW), and (b) vortex wall (VW).

1.2.5 Temperature Effects

As the temperature is deviated from zero Kelvin, spin transport (or spin relaxation

length) is degraded due to the increasing scattering rates (e.g. phonon) [176]. On

the other hand, at room temperature, it is required to consider the effect of thermal

random fields on the magnetization dynamics, especially as the size of FM materials

becomes smaller. This is mainly because the magnitude of the thermal random field,

ν, is increased with the reducing dimension and can be mathematically expressed as

ν =

√
2αkBT

µ2
0γMsV

, (11)

where kB the Boltzmann constant and T is the temperature. Also, the current thresh-

old for the onset of the magnetization switching and the time required to reverse the

magnetization are both significantly modified under thermal fluctuations. Typically

thermal fluctuations allow the magnetization switching to occur at the currents be-

low the critical threshold estimated in the absence of thermal field, and also result in

a switching time distribution rather than a single value [28]. Furthermore, thermal

noise plays a pivotal role in the non-volatility of the small STT-driven devices. As

the FM devices become smaller, the barrier height between the two low-energy mag-

netic states is reduced, and thus spins can easily get reversed with simply thermal

excitations. Under the macrospin approximation, in a FM material that has strong

magnetocrystalline anisotropy, the energy barrier, Eb, is given as [29]

Eb = KuV. (12)
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On the contrary, If the FM material has weak material (magnetocrystalline) anisotropy

such as Py, the shape (magnetostatics) anisotropy is dominated for the energy barrier

given as [23]

Eb = (Nyy −Nzz)
µ0M

2
s V

2
, (13)

where Nyy as well as Nzz are the demagnetization tensors in the easy plane.

1.3 Ferroelectricity

There are two basic requirements for a material to be considered as an FE material.

One is that a material should have spontaneous polarization under equilibrium, and

another is that the direction of polarization can be reversed by an applied electric

field. Ferroelectricity may occur if a dielectric reaches the condition called polariza-

tion catastrophe, meaning that the polarization becomes very large even at a very

small applied electric field. Mathematically, the condition of polarization catastro-

phe can be shown by considering a dielectric with the susceptibility, χD. At a small

applied electric field (ED), the polarization (PD) is simply proportional to ED and

can be written as PD = χDED. As the polarization becomes larger, the dipoles in a

dielectric can also contribute the total electric field. As a result, the polarization now

becomes PD = χD (ED + λDPD), where λD is a proportionality constant for the field

induced by the dipoles, and PD can be expressed as PD = χD
(1−λDχD)

ED. Consequently,

polarization catastrophe occurs as λDχD is close to 1 since the polarization can be

extremely large even at a very small applied electric field [112]. Physically, if an ion in

a dielectric is slightly moved away from its equilibrium site under an applied electric

field, the force due to an ion-induced electric field increases much faster than the

elastic force, which tends to move the ion back to its equilibrium site. As a result,

an asymmetric shift in the equilibrium position of the ions occurs and a permanent

dipole moment (or spontaneous polarization) is established. This type of FE phase is

also known as displacive transitions (in contrast to order-disorder transitions) since
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in this picture, the ferroelectricity is originated from the ionic displacement. The

oxides with perovskite structures such as BaTiO3 and PbTiO3 are well known exam-

ples of displacive transitions [40]. In particular, recently barium titanate (BaTiO3)

has drawn significant attention since its ferroelectricity can still be preserved as the

thickness is reduced to a few nanometers, which enables the experimental demonstra-

tion of a switch based on polarization-dependent tunneling (or an FTJ) - an existing

conceptual idea since 1971 [55].

1.3.1 Polarization-Electric field Hysteresis Loop

The most relevant property of an FE material to this thesis is the polarization-electric

field hysteresis loop. This is because, as will be shown in Chapter VII, in an FTJ,

the current is determined by the polarization-dependent energy band diagram, which

follows the FE hysteresis loop closely. As a result, here, some background knowledge

about the FE hysteresis loop is given.

In general, the experimental measurement of an FE hysteresis loop can be well

described by a thermodynamic model based on Landau theory, even though this

approach is fully macroscopic, meaning that the atomic displacement mentioned above

is not captured. The success of Landau theory can be attributed to the fact that the

postulated free energy is close to the realistic free energy of an FE material [64].

Landau theory says that the free energy of a system can be expanded in terms of the

order parameter, which is the polarization in an FE material (or the magnetization in

an FM metal). As a result, the free energy, G, corresponding to the phase transition

from the paraelectric to the FE, is given as

G = αFEP
2
FE + βFEP

4
FE + · · · , (14)

where αFE and βFE are the expansion coefficients and PFE is the polarization. Note

that αFE is temperature-dependent and typically can be written as aFE (T − T0) with

aFE being a constant and T0 being the Curie temperature. In Eq. 14, only even terms
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exist since the free energy is assumed to be identical as the polarization is switched.

If the polarization reversal can also considered as a phase transition, the total free

energy including the contribution of an applied electric field (Eapplied) is given as

G = αFEP
2
FE + βFEP

4
FE + · · · − EappliedPFE, (15)

and the dynamics of the order parameter can be described by

γFE
∂PFE
∂t

= − ∂G

∂PFE
, (16)

where γFE is the viscosity coefficient. Eq. 16 is known as Landau-Khalatnikov equa-

tion (also see Eq. 88) and will be used to reproduce the measured FE hysteresis

loop from different FE thin films in Chapter VII. Fig. 8 shows schematically a typ-

ical polarization-electric field relation measured from a good FE material, which is

characterized by the spontaneous polarization, the strength of coercive field, and the

linear response of non-switchable dipoles. As will be shown in Chapter VII, with

proper expansion coefficients, Fig. 8 can be well described by the LK equation.
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Figure 8: Schematic of a typical polarization-electric field hysteresis loop for a good
FE material. Ps is the spontaneous polarization, Ec is the coercive field strength, and
εFE is a constant that represents the linear response of non-switchable dipoles to the
applied electric field.
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CHAPTER II

SCALING LIMITS ON ALL-SPIN LOGIC

2.1 Overview

The focus of this chapter is to explore the potential issues that may affect the perfor-

mance and functionality of ASL as its dimension is scaled. Therefore, in this chapter,

scaling limits on ASL are studied theoretically using spin circuit theory and the

stochastic Landau-Lifshitz-Gilbert (LLG) equations under the macrospin approxima-

tion. It is found that as ASL circuits are scaled, the device delay increases significantly

due to a stronger dipole coupling between the input and the output magnets. The

effect of the dipole interaction can be mitigated by increasing the input current and

by using smaller magnets with stronger material anisotropy and weaker saturation

magnetization. Furthermore, the presence of the leakage current modifies the device

delay. Finally, both delay and energy of ASL increase dramatically as the shunt path

is shortened.

2.2 All-spin Logic

Manipulating the electron spin as a computational variable has been one of the most

promising candidates in the field of beyond complementary metal-oxide-semiconductor

(CMOS) computing [165, 164]. Among many proposed spintronic devices, digital

computing using metallic non-local spin valves (see Fig. 9), also known as ASL, has

drawn significant attention due to ultra-low voltage operation, non-volatility, and

availability of a complete set of Boolean functions [8]. In ASL, spins are injected into

the channel through a charge current path from the magnet to the ground. This spin

injection creates the spin accumulation underneath the input magnet, which leads to
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the spin diffusive current along the channel. As spins reach the end of the channel,

a STT is exerted onto the output magnet. As long as the STT is strong enough, the

magnetic state at the output can be controlled by that at the input. Consequently,

either COPY or INVERT operation can be realized by a single ASL device [8]. Inter-

estingly, making ASL smaller can enhance the STT exerted on the output, since less

spin-flip scattering occurs while spins diffuse toward the end [226]. This contributes

to ASL circuits becoming more energy-efficient as the channel length is shortened.

However, there are three issues coming up in scaled ASL, illustrated in Fig. 9, which

will make the device fail if the current pulse is not adjusted accordingly: (i) As the

input and output magnets become closer, the dipole interaction between magnets

rather than the STT will dominate the output switching. (ii) When cascading ASL

devices, there is an unwanted leakage current in the channel due to the voltage driving

the next stage. This leakage current becomes larger as the channel length is reduced,

and output switching time will suffer. (iii) The reduction in the shunt path makes

fewer spins reach the end of the channel since most of spins flow into the ground

directly; thus, ASL will become less energy-efficient or cannot even realize functions

properly. The following sections aim to explore these scaling effects on ASL. Note

that the width of the channel can also be shortened to make ASL smaller; however,

the spin relaxation length will be impaired due to more sidewall/grain boundary scat-

tering inside the channel [176]. As a result, the easy axis of the magnet is designed

to be in the direction of the channel width (the z axis in Fig. 9) to minimize spin-flip

scattering due to the dimensional scaling.

2.3 Mathematical Models

To estimate the spin current flowing through ASL, circuit models for spin transport

in the NM material and ferromagnet/normal metal interface are used [141, 13]. The

equivalent circuit for a single ASL device, including the effects of the driving current
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Figure 9: Factors limiting scaling of all-spin logic: dipole coupling between the input
and the output magnets, the leakage current from the output, and the shunt path
acting as a spin sink [26].

at the next stage, is shown in Fig. 10, and the corresponding conductance matrix,

G, can be obtained by applying the standard nodal analysis (see [25] as an example).

The voltage vector including both charge and spin components, V , is obtained

using the linear Ohmic relation given as

V = G−1I (17)

with I being the current vector representing charge and spin currents at each node

defined as follows:

I = [I1 N N N N I2]T , (18)

where I1 = [IASL 0 0 0], I2 = [Ileakage 0 0 0], and N = [0 0 0 0]. Note

that IASL and Ileakage are calculated using a simple resistor network shown in the

inset of Fig. 10. The spin currents flowing into the input and output magnets can be

estimated using the voltage vector across the magnet, and will be the input parameters

to the equation of the magnetization dynamics as mentioned below.

The magnets in ASL are often designed to be small enough so that the magnetic re-

sponse can be in the range of nanoseconds. As a result, the magnets here are assumed

to be single-domain, and the corresponding magnetization dynamics follows the LLG
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Figure 10: Equivalent spin circuit for ASL with current sources at both input and
output. The inset shows a resistor network for a current source on the magnet [26].

equation including the STT term [141, 201] (see Eq. 10) under the macrospin approx-

imation [210]. The effective magnetic field in the LLG equation includes the material

anisotropy, self-demagnetization [10], thermal noise [20], and the dipole effect [108].

Due to the non-uniform nature of dipole interaction, the average dipole field acting

on the magnet is evaluated by numerically integrating all the dipole components over

the volume of the cubic shape [108]. Note that the field-like torque is incorporated

into the imaginary part of interface mixing conductance, which typically is close to

zero at the ferromagnet/normal metal interface [13]. The stochastic LLG equation

is solved numerically using the midpoint method [29]. Fig. 11 illustrates how spin

circuits and LLG equations are coupled for ASL under the dipole interaction. Since

both interface conductance and dipole field depend on the magnetic orientation of

the magnet, simultaneously solving LLG equations and spin circuits is required to

describe the full magnetization dynamics of the input and output magnets. Note

that the dipole field acting on the output is calculated using the magnetization of the

input, and vice versa.
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Figure 11: Self-consistent scheme for ASL dynamics. Hdipole,21 is the dipole field
imposed on the output (denoted as 2) from the input magnet (denoted as 1), and
vice versa [26].

2.4 Results and Discussion

In the following simulations, unless stated otherwise, the magnet size, shown in Ta-

ble 1 along with typical material parameters, is chosen to be 120nm×20nm×2nm.

This corresponds to the demagnetization-induced energy barrier of 70kBT at room

temperature, enough to ensure a reasonable magnetic retention time [210]. The spin

transport parameters of Cu in [176] are used to include the dimensional scaling effects

on spin relaxation. For simplicity, the input and output magnets are assumed to be

in-plane magnetized for all the simulations. The out-of-plane magnetized magnets

are also of interest because of the high thermal stability and the low switching cur-

rent. However, the mathematical approach used here is quite general and thus can

be applied to explore the same scaling factors in the out-of-plane case.

2.4.1 Dipole Interaction

In ASL, the input magnet creates stray field affecting the magnetization dynamics

of the output magnet, and vice versa. The strength and direction of the stray field

mainly depend on the distance and magnetizations of the magnets. Let us first ex-

amine the ASL operation without stray fields. Fig. 12(a) shows the magnetization

dynamics in ASL without dipole fields, and it is found that the input can be copied

into the output as long as spin injection is performed at the input [8]. Note that the
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Table 1: Simulation parameters for all-spin logic (ASL) in Section 2.4. Lc, Lg, Ic,
Ms, Ku,z, and α are the channel length, shunt path, input current, saturation mag-
netization, material anisotropy energy density, and damping coefficient, respectively.

Symbol Value Unit

Lc 45 nm

Lg 30 nm

Ic −3 mA

Ms 106 A·m−1

Ku,z 0 joule·m−3

α 0.01 -

switching time (delay) is defined by the moment when mz crosses zero. Furthermore,

as the thermal field is added in Fig. 12(b), the delay is fluctuating over simulation

runs and distributed within a certain range. When dipole coupling between magnets

is included, as shown in Fig. 12(c), the delay becomes longer and the input magne-

tization dynamics is also modified. This is because the presence of dipole fields acts

like an additional anisotropy to the magnet, making the STT to become relatively

weaker. Also, the delay distribution due to the noise becomes broader as shown in

Fig. 12(d), since the noise becomes more pronounced in the magnetization dynamics.

The same trends are also observed in the INVERT operation since the dipole fields

induced by the magnetization reversal are similar.

The scaling limit imposed by the dipole coupling can be seen in (a) and (c) of Figs

13 and 14. As the magnets are far apart, the delay including dipole fields is almost

the same as that without dipole coupling. However, as the channel length is reduced,

the delay increases significantly due to greater dipole fields between magnets. Also,

a stronger dipole interaction broadens the delay distribution in the short channel as

shown in (b) and (d) of Figs. 13 and 14. Note that as the channel length is longer,

delay fluctuations also become greater since the STT is weaker due to more spin

relaxation in the channel.
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Figure 12: (a) and (c) Magnetization dependence on time for the input (top) and the
output (bottom) magnets without and with dipole fields, respectively. Thermal noise
fields are not included in both (a) and (c). (b) and (d) are the delay distributions
due to the noise over 1000 stochastic simulations without and with dipole fields,
respectively [26].
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To mitigate the dipole effect in scaled ASL, the most straightforward way is in-

creasing the current to make the output mainly dominated by STTs. Fig. 13(a) shows

the increase in the delay due to dipole fields is shorter when the current flowing into

ASL is greater. Furthermore, it is shown in Fig. 13(b) that thermal fluctuations

are significantly reduced under a stronger current. Therefore, reducing the effect of

dipole coupling in ASL can be realized at the expense of the higher switching en-

ergy. Another way to reduce the dipole effect is by adding material anisotropy to

the magnets. As illustrated in Figs. 13(c) and (d), when the channel is shortened,

the delay with stronger material anisotropy does not increase as much compared to

that without uniaxial anisotropy, and the delay fluctuations due to the noise are also

suppressed.

From Figs. 13(a) to (d), it is seen that the increasing STT with respect to the

magnet would be a more efficient way to minimize the dipole effect compared to modi-

fying anisotropy. Rather than injecting larger currents into ASL, using a magnet with

a smaller saturation magnetization (Ms) also enhances the STT without consuming

additional energy. Also, the dipole field produced by a magnet becomes weaker if

Ms is smaller [108]. Note that since the energy barrier (EB) is proportional to the

square of Ms (see Eq. 13), one needs to make sure that the magnet stability is still

maintained while reducing Ms. In Figs. 14(a) and (b), where EBs (kBT ) are 70, 45,

and 35 for Ms (A
m

) being 106, 8 × 105, and 7 × 105, respectively, it is shown that by

reducing Ms, the increase of delay due to the dipole coupling is almost eliminated,

and the delay fluctuations are greatly suppressed. Furthermore, in addition to Ms,

making the magnet size smaller can also increase the role of STT, and again one has

to ensure non-volatility in ASL while scaling the magnets. As expected, Figs. 14(c)

and (d) show the increase in the delay and the broadening of the delay distribution

are both greatly mitigated in the short channel. The EBs (kBT ) in Figs. 14(c) and

(d) are 70, 55, and 40 for the largest volume to the smallest one, respectively.
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Figure 13: (a) and (c) Delay vs. channel length under different magnitudes of the
injection current in ASL and material anisotropies. Data with and without dipole
fields are shown. (b) and (d) Average delay and standard deviation (over 100 stochas-
tic simulations) vs. channel length corresponding to the cases shown in (a) and (c),
respectively [26].
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Figure 14: (a) and (c) Delay vs. channel length under different saturation magneti-
zations and volumes of the magnets. Data with and without dipole fields are shown.
(b) and (d) Average delay and standard deviation (over 100 stochastic simulations)
vs. channel length corresponding to the cases shown in (a) and (c), respectively [26].
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2.4.2 Leakage Currents

For a single ASL device, the output is mainly controlled by the input through one-way

diffusion of spins. However, for a complex circuit involving multiple ASL devices [23],

the input and output are not well-isolated since there is a leakage current flowing from

the output to the input as illustrated in Fig. 9. As a result, the output switching

is not only determined by the input but also depends on the direction of the leakage

current.

In Fig. 15(a), it is shown that positive and negative current sources at the output

decrease and increase the delay, respectively. This can be explained by either spin

injection or extraction is performed at the output. If a negative current is applied

at the output (the opposite spins with respect to those at the input are injected into

the channel), the spin polarization along the channel and the STT are reduced; thus,

the delay is increased. Note that Fig. 15 is for the COPY operation with the initial

anti-parallel configuration; however, the trend remains the same for the INVERT

operation with the initial parallel configuration because the input current is simply

reversed. Also, it can also be seen in Fig. 15(a) that the delay does not increase

significantly as ASL is scaled even though the leakage current is increased in a short

channel. This is because the delay is more sensitive to the STT close to the critical

current. Thus, despite the fact that the leakage current is reduced in a longer channel,

the change in delay is still comparable to that in the short channel. Furthermore, as

shown in Fig. 15(b), the delay fluctuations with a negative leakage current is wider

than those with a positive one due to the reduced STT.

To eliminate the leakage currents, it was proposed to electrically separate each

stage from the next and to use dipole coupling to transfer information between stages

[90]. However, it is difficult to obtain an error-free magnetization reversal through

mutual dipole fields due to the mixing between damping and precessional dynamics

[108]. Thus, alternatively, using interconnects based on DW automotion can reduce
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the leakage and is suitable for ASL scaling [25]. To completely remove the leakage, a

simple spin valve (SV) with a tunneling barrier can be used to cascade ASL devices

[29, 28]. However, the function provided by an ASL device after an SV stage is limited

since the same voltage is shared by both ASL and SV devices.
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Figure 15: (a) Delay vs. channel length with and without the leakage current.
Both positive and negative leakage currents are shown. (b) average delay with the
standard deviation (over 100 stochastic simulations) vs. channel length with positive
and negative leakage currents. The dipolar interaction is ignored. [26]
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2.4.3 Shunt Path

Figure 16 shows that delay, energy and thermal fluctuations increase as the shunt

path becomes shorter. This is mainly because most of spins are injected directly into

the ground rather than contributing to the STT at the end. A larger delay results in

a larger switching energy since a longer current pulse is required. Note that in real

integrated circuits, shunt paths may not be scaled correspondingly with the devices

since typically a global ground is shared by all the devices in a chip though long

interconnects.
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Figure 16: Average delay and energy with the standard deviation (over 100 stochastic
simulations) vs. shunt path. The channel length is 120 nm. [26]

2.5 Summary

In this chapter, the effects of dipole coupling, leakage currents, and the shunt path

which may limit scaling of ASL have been explored [26]. It was found that operation of

in-plane Permalloy-based ASL can be preserved at the expense of switching time and

energy at channel length of > 30nm. In the next two chapters, a novel interconnect
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structure based on a simple SV with a tunneling barrier at the input is presented to

improve the energy efficiency of ASL circuits. Si as the channel material is discussed

in Chapter III, and Chapter IV focuses on Cu and Al-based interconnects.
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CHAPTER III

SILICON INTERCONNECTS FOR ALL-SPIN LOGIC

3.1 Overview

In this chapter, a Si spin interconnect for all-spin logic is analyzed by a comprehensive

physical model including spin injection, spin transport, and stochastic magnetization

dynamics. It is shown that the spin current density and spin polarization of the

current can be improved by changing material properties, interface conditions, and

structure dimensions. Furthermore, with the help of an electric field, spin information

can preserve and propagate between magnets in a highly doped µm-scale Si channel.

Different from metallic all-spin logic, instead of the short spin relaxation length, the

main constraint of a Si spin interconnect is the high bias voltage required to mini-

mize the energy-delay product. The minimum energy-delay product and correspond-

ing bias voltage can be reduced significantly by downscaling the nanomagnet. This

improvement in the magnetic response allows Si to provide a compatible low-power

interconnect technology to metallic all-spin logic.

3.2 Silicon Spin Interconnects

As mentioned in the previous chapter, a lateral non-local spin valve configuration

with a metallic spin channel, also known as ASL, provides a low resistive current

path and is suitable for logic devices [8, 9]. However, any emerging device technol-

ogy needs to be complemented with compatible interconnects; otherwise, the energy,

delay, and circuitry for signal conversion will be prohibitive. Spin logic devices can

potentially outperform CMOS logic devices in terms of the energy-delay product if

proper improvements in nanomagnet material properties are achieved [142]. However,
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the short spin relaxation length of metallic channels will severely increase the energy

dissipation of the spin interconnects. At room temperature, metallic spin channels

such as Cu and Al are constrained as they suffer from spin relaxation lengths as short

as a few hundred nanometers. The problem is compounded for smaller channel widths

[176]. Hence, it is of great interest to pursue alternate spintronic channel materials.
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Figure 17: Schematic of a Si interconnect for ASL. The receiving magnet is assumed
to form an Ohmic contact with the interconnect. Spin injection from the input
magnet, spin transport through the channel, and stochastic magnetization dynamics
of the receiving magnet are key elements to describe the operation of a Si all-spin
interconnect [29].

Silicon, the cornerstone of CMOS technology, can preserve electron spin polariza-

tion over a distance of several microns [127, 131] and even longer under an applied

electric field. This promising feature makes Si a strong candidate in the application

of spin communication. Figure 17 shows the structure of the proposed Si all-spin in-

terconnect, in which the logic directionality is obtained by the tunnel barrier inserted

only at the transmitter side [45]. Along the channel, the spin signal is accelerated

by an electric field and stored into the output magnet by the STT effect through

the spin current [201]. In this chapter, a comprehensive physical model, including

spin injection, spin transport, and stochastic magnetization dynamics, is provided to

explore the possibility of Si as interconnects for ASL.
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Electrical spin injection into n-type Si has been successfully demonstrated in ex-

periments at both low [197, 191, 227, 102] and room temperature [44, 96, 132]. From

a theoretical point of view, initially spin injection was treated by assuming that both

spin current and spin accumulation are continuous at the junction, and found that

spin polarization of the current depends on conductivities of the magnet and channel

(the so-called conductivity mismatch problem) [100, 192, 193, 239]. Meanwhile, it was

concluded that a substantial discontinuity of spin accumulation due to selective inter-

face conductance significantly improves spin polarization of the current [180, 240, 58].

Selective conductance of spins from Fe/Co/Fe electrodes via MgO is well described by

symmetry-dependent filtering [21]. However, a material system to inject spins from

an FM metal into Si through a thin oxide is yet to be fully understood. Recently,

while spin injection into GaAs through Al2O3 has been studied [39], spin polarization

of the FM and spin-back flow process, which can be attributed to spin accumula-

tion at the oxide/semiconductor interface [57, 15, 95], are not taken into account.

Hence, this paper focuses on non-symmetry dependent spin injection via metallic

tunneling oxides. To study this phenomenon, a transport model, accounting for the

effect of direct quantum tunneling combined with current-dependent interface spin

accumulation (ISA), is built up to examine the impact of the material properties and

structure dimensions on spin currents and spin polarization of the current. The non-

equilibrium Greens function (NEGF) method [149, 46] with the single band effective

mass Hamiltonian is used to describe quantum tunneling due to its successful agree-

ment with experimental data in MTJs by adjusting a few material parameters such

as the interface barrier and effective mass [45]. We note that detailed experimental

effort to elucidate the nature of spin injection into silicon interconnects are essential

to develop an accurate picture. Our injection models can be calibrated to these exper-

iments to further assist spin device/interconnect development. In particular, optical

spin spectroscopy [74, 119], non-local spin injection into silicon [44, 191, 227], and
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spin pumping with inverse spin Hall effect in semiconductors [93, 184] can provide

essential parameters.

To explore the possibility of Si interconnects for ASL, the injection model is then

combined with spin transport and magnetization dynamics to obtain the switching

time, switching energy, and EDP of an Si all-spin interconnect. While using Si as a

channel for spin communication has been proposed in Ref. [50], the spin orientation

in the transmitter is detected by charge currents flowing through spin-up and spin-

down receiving magnets instead of the spin-transfer torque switching. Therefore, the

potential of Si in the ASL configuration still needs to be clarified.

3.3 Spin Injection

In this section, a physical model for injecting spins from an FM metal into a Si channel

with the effect of interface spin accumulation is presented. Based on this model, the

dependences of the spin current and spin polarization of the current on the FM metal,

insulating oxide, and semiconducting channel are discussed.

3.3.1 Tunneling Interface

Unlike metals, the efficiency of electrically injecting spins from the FM metal into

the Si channel is extremely low due to conductivity mismatch. To overcome this

problem, a thin oxide layer as a tunnel barrier is introduced between the FM metal

and the channel. To simplify the problem, the semi-infinite layered structure shown

in Fig. 18 is used to capture essential physics of spin injection instead of a full

interconnect. Here we assume spin accumulation in the non-magnetic channel is due

to direct tunneling of spin-polarized electrons in the FM metal. In other words, in the

following analysis, spin-flipping scattering and trap-assisted tunneling originating due

to imperfect interface conditions or the poor quality of the oxide [220] are ignored.

The current due to electrons tunneling from the FM metal into the Si channel is

calculated by the NEGF formalism. For the tunneling region, the Green’s function,
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Figure 18: Schematic of the semi-infinite FM/oxide/Si structure and its energy
band diagram, U(z), for spin injection analysis. The blue and black lines are the
band diagrams for up-spin and down-spin electrons, respectively [29]. The tunneling
current is calculated by the non-equilibrium Green’s function (NEGF) method, and
the spin drift-diffusion equation is used to handle spin transport in the channel. Both
mechanisms are connected through interface spin accumulation, µs0. Ec↑ and Ec↓ are
the majority and minority band of the magnet, respectively. EF is the Fermi energy
of the magnet. ∆Ef is the exchange splitting in the magnet. φ1 and φ2 are the
barrier heights at the FM/oxide and oxide/Si interface, respectively. ∆Et is the band
splitting in the oxide. VTL is the voltage across the tunneling region. Vs is the surface
band bending of the Si channel. At the oxide/Si interface, the chemical potentials of
the majority and minority carriers, µ↑ and µ↓, respectively, are split according to µs0.
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G, is defined as

G = [EI−H−ΣL −ΣR]−1, (19)

where E is the total electron energy, I is an identity matrix whose size depends on the

number of grid points used in the numerical calculation, H is the single band effective

mass Hamiltonian, and ΣL(R) is the self-energy of the left (right) contact, which is

assumed to be the quasi-equilibrium region of the FM metal (Si channel). Since the

structure is three-dimensional (3-D), the total electron energy can be written as

E = E‖(z) + E⊥(z) + U(z), (20)

where z is the direction of the current flow (see Fig. 17), E‖ is the longitudinal

energy, E⊥ is the transverse energy, and U is the FM metal/oxide/Si energy band

diagram defined in Fig. 18, which is obtained by solving Poisson equation under the

Thomas-Fermi approximation. By assuming that θ is the angle between the electron

motion and the electric field (in the z direction), and both total electron energy and

transverse wave vector, kt, are unchanged during the transport, the transverse energy

is given as

E⊥(z) =
~2k2

t

2m∗(z)
=
m∗(z1)[E − U(z1)] sin2 θ

m∗(z)
, (21)

where z1 is the location where electrons are injected and m∗(z) is the effective mass

profile for the tunneling region. Note that at the interface, the effective mass is

assumed to be the average of adjacent layers [46].

The one-dimensional (1-D) single band effective mass Hamiltonian operator is

written as

Ĥ = −~2

2

1

∂z
(

1

m∗(z)

∂

∂z
) +

~2k2
t

2m∗(z)
+ U(z), (22)

and the corresponding tridiagonal matrix in the finite difference scheme is given as

H =


Hn,n = tn−1 + tn+1 +

~2k2t
2m∗(zn)

+ U(zn),

Hn,n+(−)1 = −tn+(−)1,

(23)
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where tn is the coupling strength between the nearest grid points given as ~2/2m∗(zn)a2,

n is an integer from 1 to N , N is the number of grid points used in the numerical

calculation, and a is the distance between the nearest grid points. The self-energy

under open boundary conditions is given as

ΣL(R) =


Σi,j = −teik‖a, for i = j = 1(N)

Σi,j = 0, otherwise,

(24)

where t = ~2/2m∗(z1(N))a
2 and k‖a = cos−1(1 − E‖(z1(N))/2t) for the left (right)

contact. From Eqs. (19) to (24), Green’s function can be calculated, and the trans-

mission coefficient through the junction at the given energy and transverse wave

vector is given as

T (E, kt) = trace(ΓLGΓRG†), (25)

where ΓL(R) is the broadening function of the left (right) contact given as i(ΣL(R) −

Σ†L(R)), and G† is the conjugate transport of the Green’s function. The tunneling

current density is then calculated by the Landauer formula given as

J = − e

Ah

∫
∂E
∑
kt

T (E, kt)[fL(E)− fR(E)], (26)

where e is the elementary charge, A is the cross-sectional area, h is the Planck con-

stant, and fL(R) is the Fermi-Dirac distribution function of the left (right) contact

given as fL(R)(E) = 1/[1 + exp(
E−µL(R)

kBT
)], in which µL(R) is the chemical potential

of the left (right) contact. The majority and minority current densities, denoted as

J↑ and J↓, respectively, are calculated using the corresponding energy band diagram

in the Hamiltonian. As mentioned in Chapter I, the spin current density, Js, and

the charge current density, Jc, are defined as J↑ − J↓ and J↑ + J↓, respectively. The

spin polarization of the current is the spin current density normalized to the charge

current density.
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3.3.2 Non-magnetic Channel

The spin density, ns, in the NM material is described by the 1-D spin drift-diffusion

equation [239, 240] given as

L2
s

∂2ns
∂z2

+ Le
∂ns
∂z
− ns = 0, (27)

where Ls =
√
Dnτs is the spin diffusion length, Le = µnτsE is the spin drift length,

τs is the spin relaxation time, Dn and µn are the electron diffusion coefficient and

mobility, respectively, and E is the electric field along the channel. By assuming

that all the donors are ionized at room temperature, the electric field can be roughly

estimated by Ohm’s law given as E = J/eNdµn, where Nd is the doping density

of the channel. To handle the degenerate semiconductor, the spin density and spin

accumulation, µs, are linked through the Joyce-Dixon approximation [103] given as

µs '
kBT

2
ln(

1 + ns
Nd

1− ns
Nd

) + kBT
ns√
8Nc

, (28)

where kB is the Boltzmann constant, T is the operating temperature, and Nc is the

conduction band effective density. In the channel, both drift and diffusion transport

mechanisms contribute to the spin current given as

Js = eDn
∂ns
∂z

+ ensµnE. (29)

The boundary conditions are (i) the spin current at the beginning of the channel,

which corresponds to the tunneling current, and (ii) zero spin accumulation (or spin

density) at the end of the channel due to the semi-infinite structure. For spin transport

parameters such as spin relaxation time and mobility, the compact model developed

in Ref. [177] and the measured data reported in Ref. [121] are used to account for

the effect of doping density.

At the oxide/Si interface, since spin accumulation, which depends on the tunneling

current, modifies chemical potentials of majority and minority carriers and leads to a
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change in injected spin current, a self-consistent solution to the NEGF formalism and

the spin drift-diffusion equation is necessary to study spin injection. Note that spin

accumulation at the FM metal/oxide interface is negligible compared with that at the

oxide/Si interface due to large density of states in the FM metal [14]. Furthermore,

electrons are assumed to be free from scattering while traveling through the space-

charge region. This approximation is valid especially for a highly doped channel,

which is desired for interconnects due to low resistive current paths. The procedure

for obtaining a self-consistent solution is as follows: (i) for both majority and minority

carriers, calculate the tunneling current without any modification of the chemical

potential due to spin accumulation at the oxide/Si interface; (ii) use the tunneling

spin current to solve the spin drift-diffusion equation and obtain the channel spin

accumulation profile, from which interface chemical potentials are updated as follows:

µ↑(↓) = µR + (−)µs0, (30)

where µ↑(↓) and µs0 are the modified chemical potential of majority (minority) carriers

and spin accumulation at the oxide/Si interface, respectively; (iii) re-calculate the

tunneling current based on new chemical potentials. The iteration between (ii) and

(iii) continues until the interface spin accumulation converges.

3.3.3 Results and Discussion

As mentioned above, the injected spin current changes with spin accumulation at the

oxide/Si interface. To be more precise, ISA decreases and increases the transport

energy range of interest for majority and minority carriers, respectively, leading to

the reduction of the spin current and spin polarization of the current [57, 15, 95].

ISA becomes significant only when it is comparable to the transport energy range

of interest. Thus, figures 19 to 22 show that the reduction of the spin current due

to ISA becomes important especially at a small voltage. This is because at low

voltages, a small shift in the voltage leads to a large increase in the current magnitude,
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which results in significant spin accumulation at the interface. Furthermore, in the

low bias region, large spin currents and lightly doped channels make the reduction

more pronounced due to increased ISA. However, for the spin current density with a

reasonable switching response (in the order of 1010 A/m2 for soft magnets), because

the corresponding transport energy range of interest is usually much larger than ISA,

this reduction can be considered as a second-order effect.
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Figure 19: (a) Spin current density and (b) spin polarization of current versus the
voltage across the tunneling region under different doping densities of the channel
in the presence and absence of ISA [29]. The simulation parameters are given as
follows: φ1 = 2.6 eV, φ2 = 2.6 eV, EF = 2.25 eV, ∆Ef = 2.15 eV, ∆Et = 0 eV,
m∗ = 0.2m0, and ε = 10ε0. The oxide thickness is 0.5 nm. (c) and (d) are the energy
band diagrams illustrating spin polarization of the current increases when the voltage
and doping density increase, respectively. The yellow arrows represent additional
majority carriers tunneling through the junction, which increases both spin current
density and spin polarization of the current.
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Spin injection depends largely on the surface band bending near the oxide/Si

interface (often called Schottky barrier). In Figs. 19(a) and (b), it is found that a

larger voltage and a heavier doped channel result in higher spin currents and spin

polarization of the current. This can be explained by the energy band diagram shown

in Figs. 19(c) and (d), illustrating a larger voltage and higher doping density reduce

the effect of the Schottky barrier, leading to higher tunneling probability and allowing

more majority carriers tunneling through the junction. Furthermore, it can be seen in

Figs. 20(a) and (b) that having a smaller FM metal/oxide interface barrier improves

spin injection. This can be attributed to the fact that for a smaller FM metal/oxide

barrier, the Schottky barrier height decreases as shown in Fig. 20(c); therefore, the

tunneling probability increases and more majority carriers can tunnel through the

junction, resulting in larger spin currents and spin polarization of the current. In

general, a FM metal with the smaller work function has a lower interface barrier and

is appropriate for efficient spin injection [154].

Figure 21(a) shows that a thinner oxide leads to a larger spin current because

tunneling probability increases as the thickness decreases; however, spin polarization

of the current weakly depends on the oxide thickness as shown in Fig. 21(b) since

(i) the oxide discussed here has no intrinsic spin selectivity to provide additional spin

polarization to the FM electrode, and (ii) the Schottky barrier does not change too

much with the oxide thickness. Furthermore, at a small applied bias, a thinner oxide

suffers from more serious reduction due to ISA so spin polarization of the current

decreases. Nevertheless, for the spin interconnect, this reduction is not important

because the voltage across the tunneling region is typically large enough to provide

the spin current for switching the magnet. At a higher bias, the thinner oxide leads

to higher spin polarization of the current. Note that the effect of metal induced gap

states (MIGS) for the FM metal/oxide interface is not taken into account here [129];

that is, the FM metal/oxide interface barrier maintains a constant value for different
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Figure 20: (a) Spin current density and (b) spin polarization of current versus the
voltage across the tunneling region under different FM/oxide interface barrier heights
in the presence and absence of ISA [29]. The simulation parameters are given as
follows: Nd = 5 × 1018 cm−3, φ2 = 2.6 eV, EF = 2.25 eV, ∆Ef = 2.15 eV, ∆Et = 0
eV, m∗ = 0.2m0, and ε = 10ε0. The oxide thickness is 0.5 nm. (c) The energy
band diagram illustrating spin polarization of the current increases when the φ1 de-
creases. The yellow arrow represents additional majority carriers tunneling through
the junction, which increases both spin current density and spin polarization of the
current.
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oxide thicknesses.

Using different oxides as a tunneling barrier also has a significant impact on spin

injection. This is because each oxide has its own tunneling effective mass and interface

barriers, which gives distinct transmission properties. Figure 22 shows how spin

currents and spin polarization of the current change when Al2O3, HfO2, and SiO2 are

used as tunneling barriers. The parameters for each oxide are given in Table 2 [186].

Since spin polarizations of the current for different oxides are similar, the oxide with

high electron affinity and low tunneling effective mass is desired for injecting high

spin currents.

Table 2: Oxide parameters used in Fig. 21. 4 eV and 4.05 eV are used for the work
function of an FM metal, ΦF , and the electron affinity of Si, χs, respectively. By
assuming that the energy band diagram is aligned according to the bulk properties of
each layer, the interface barrier heights φ1 and φ2 are defined as ΦF − χ and χs − χ,
respectively.

Al2O3 HfO2 SiO2

m∗ (m0) 0.2 0.2 0.5

χ (eV) 1.45 2.55 0.95

ε (ε0) 10 20 3.9

The exchange effect in an FM metal plays an important role in spin injection. A

smaller exchange energy means more minority carriers exist in an FM metal. This

reduces spin polarization of an FM metal and impairs spin injection quantities as

shown in Fig. 23. Hence, an FM metal with high spin polarization is desirable

for injecting spin into an NM channel. Note that the interface barrier height may be

modified by using different FM electrodes due to the change of the interface conditions

and work function; therefore, the benefit of high spin-polarized electrode might be

shadowed due to an increase of the barrier height at the FM metal/oxide interface.

Furthermore, an oxide with intrinsic spin selectivity can also improve spin injection

because majority and minority carriers in an FM metal see different potential energy
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Figure 21: (a) Spin current density and (b) spin polarization of the current versus
voltage across the tunneling region under different oxide thicknesses in the presence
and absence of ISA [29]. The simulation parameters are given as follows: Nd = 5×1018

cm−3, φ1 = 2.3 eV, φ2 = 2.6 eV, EF = 2.25 eV, ∆Ef = 2.15 eV, ∆Et = 0 eV,
m∗ = 0.2m0, and ε = 10ε0.
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Figure 22: (a) Spin current density and (b) spin polarization of the current versus
voltage across the tunneling region under different oxide materials in the presence and
absence of ISA [29]. The simulation parameters are given as follows: Nd = 5 × 1018

cm−3, EF = 2.25 eV, ∆Ef = 2.15 eV, and ∆Et = 0 eV. The parameters for each
insulator are given in Table 2. The oxide thickness is 0.5 nm.
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profiles while traveling through the oxide. In Fig. 24, the band splitting, ∆Et,

is used to represent additional spin polarization provided by the tunneling barrier.

Increasing ∆Et means more minority carriers are blocked; thus, better spin injection is

attained. This filtering effect is more obvious as the number of majority and minority

carriers in the magnet become close, which implies that for a magnet with high spin

polarization, the spin selectivity of the oxide may not offer a significant improvement

to spin injection. Note that this simple model only gives a qualitative explanation for

improving spin injection using the spin-selective oxide. For a real spin-filtering oxide

like MgO, an atomistic approach in calculating the band structures of the FM metal

and the oxide is required to accurately model the transport properties [187].

1.0 1.2 1.4 1.6 1.8 2.0 2.2

1010

2x1010

3x1010

4x1010

5x1010
 

Sp
in

 c
ur

re
nt

 d
en

si
ty

 (A
/m

2 )

Exchange splitting Ef (eV)

Ef = 2.25 eV
0.0

0.2

0.4

0.6

0.8

1.0

Sp
in

 p
ol

ar
iz

at
io

n 
of

 c
ur

re
nt

Figure 23: Spin current density and spin polarization of the current versus the
exchange splitting [29]. The simulation parameters are given as follows: Nd = 5×1018

cm−3, φ1 = 2.3 eV, φ2 = 2.6 eV, EF = 2.25 eV, ∆Et = 0 eV, m∗ = 0.2m0, and
ε = 10ε0. The oxide thickness is 0.5 nm.

In reality, there may exist some accumulated charges (either positive or negative)

at the imperfect oxide/Si interface, and the interface barrier height (φ2 shown in Fig.
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Figure 24: Spin current density and spin polarization of the current versus band
splitting of the insulator, ∆Et [29]. The simulation parameters are given as follows:
Nd = 5 × 1018 cm−3, EF = 2.25 eV, φ1 = 2.3 eV, φ2 = 2.6 eV, m∗ = 0.2m0, and
ε = 10ε0. The oxide thickness is 0.5 nm.
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18) is no longer simply determined by the work function difference between the oxide

and Si. The barrier height at the oxide/Si interface affects spin injection in a signif-

icant way, since a larger barrier height, which decreases the Schottky barrier, allows

more majority carriers tunneling through the junction and increases the spin current

density and spin polarization of the current as shown in Fig. 25. Consequently, the

reduced Schottky barrier (such as Cs treated Si surface [96]) is desired for efficient

spin injection. However, the accumulated charges at the interface may degrade spin

injection due to the increasing spin-flipping process even though the Schottky barrier

is reduced. This is because when a Schottky barrier is lower, the electric field differ-

ence at the oxide/Si interface becomes larger, meaning more net charges accumulated

from defects at the interface. A defect with net spin may produce spin-dependent

scattering and degrade spin injection. However, in the case of Cs treated Si surface,

the improvement offered by the reduction in the Schottky barrier height seems to

outweigh any degradation caused by extra spin flippings at the interface based on

experimental results in Ref. [96].

Spin injection into Si has a strong non-linear dependence on the applied bias due

to the nature of the tunneling mechanism. The spin quantities increase with the

voltage and finally almost saturate as shown in Figs. 19 to 22. This is because as

a bias voltage becomes larger, more and more majority carriers can tunnel through

the junction, leading to an improvement in spin injection as we mentioned previ-

ously. However, as the voltage keeps increasing, the contribution to the current from

increased majority carriers becomes negligible since their energies are far below the

Fermi energy and the corresponding transmission coefficient is too small; therefore,

the spin quantities gradually saturate. As a result, due to these non-linear relations

between spin quantities and the applied voltage, injecting large spin currents with

high spin polarization can be realized at the small bias voltage. Note that the spin

currents calculated in Ref. [186] are slightly larger than those we calculate here. The
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difference may result from the approximations made in the Tsu-Esaki model [222],

which assumes the transverse effective mass is independent of the spatial coordinate

so that the longitudinal energy is also conserved during the transport. However, for a

more realistic situation considered in this work, the FM metal, oxide, and Si usually

have different transverse dispersion relations and only the total energy is conserved.

Moreover, the difference becomes larger at a smaller voltage due to ISA, which has

also been ignored in Ref. [186]. Nevertheless, the dependences of spin polarization

of currents on material and dimension parameters in Ref. [186] are similar to those

in the absence of ISA shown in this paper. In Ref. [39], the impacts of doping

density, interface barrier, and Schottky barrier on spin polarization of currents are

not consistent with those shown here. This discrepancy may be from the fact that

spin polarization of an FM metal in Ref. [39] is simply described by the splitting of

chemical potentials at the FM metal/oxide interface, instead of the exchange energy

splitting used in this chapter.

3.4 Spin Interconnects

In this section, the spin injection model is extended by including spin transport

through the channel and magnetization dynamics of the output magnet to describe

the full operation of a Si all-spin interconnect. Through this model, the impacts of the

interconnect parameters such as channel length and doping density on the switching

behavior and power dissipation are quantified.

3.4.1 Spin Transport and Magnetization Dynamics

To understand the switching behavior of a full Si all-spin interconnect, it is necessary

to incorporate spin transport of the channel and output nanomagnet dynamics into

the spin injection model mentioned in the previous section. Spin currents and spin

accumulation at the end of the channel depend on the Si/output magnet interface

conductance, which is a function of the angular position in the nanomagnet and can
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Figure 25: Spin current density and spin polarization of the current versus the
oxide/Si interface barrier height, φ2. The inset shows a larger φ2 results in a smaller
Schottky barrier height [29]. The simulation parameters are as follows: Nd = 5×1018

cm−3, φ1 = 2.3 eV, EF = 2.25 eV, ∆Ef = 2.15 eV, ∆Et = 0 eV, m∗ = 0.2m0, and
ε = 10ε0. The oxide thickness is 0.5 nm.
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be described by a 4 × 4 matrix Gint given as [141, 13]

Gint(~m) = R−1(~m)Gint(x̂)R(~m) (31)

where Gint(x̂) is the interface conductance matrix with nanomagnet magnetization

being in the x direction (the easy axis)

G↑↑ +G↓↓ G↑↑ −G↓↓ 0 0

G↑↑ −G↓↓ G↑↑ +G↓↓ 0 0

0 0 2Re(G↑↓) 2Im(G↑↓)

0 0 −2Im(G↑↓) 2Re(G↑↓)


(32)

and R(~m) is the rotation matrix

1 0 0 0

0 r22 r23 r24

0 r32 r33 r34

0 r42 r43 r44


. (33)

For the expressions above, ~m is the magnetic moment unit vector of the output mag-

net, and G↑↑, G↓↓, and G↑↓ are majority, minority, and mixing interface conductances,

respectively. The elements in the rotation matrix are defined as follows:[
r22 r23 r24

]
= X̂ = m̂r (34)

[
r32 r33 r34

]
= Ŷ = − X̂ × x̂

|X̂ × x̂|
(35)

[
r42 r43 r44

]
= Ẑ = X̂ × Ŷ . (36)

Equation (32) implies that spin accumulation at the end of the channel is not only

contributed by the injected spin current but also by the mixing conductance at the

Si/output magnet interface. For simplicity, the components in Gint(~m) for heavily

doped Si to magnet are assumed to be similar to those at a metal to magnet interface.
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The current density and voltage vector across the interface are linked through

Gint(~m) according to Ohm’s law given as [141]

~J = Gint(~m)~V (37)

where ~J = [Jc Jsx Jsy Jsz] and ~V = [V Vsx Vsy Vsz]. Note that Jc here is the same

as the tunneling current injected from an FM metal due to charge conservation. By

assuming that the spin voltage (or spin accumulation) in the nanomagnet is negligible,

the spin accumulation vector at the end of the Si channel can be written as

µ̂s = −e(Vsxx̂+ Vsyŷ + Vsz ẑ). (38)

Equation (38) serves as one of the boundary conditions for the spin drift-diffusion

equation in the x, y, and z directions. In general, for an arbitrary magnetic moment

of the receiving magnet, the spin tunneling current has to be solved self-consistently

with the spin drift-diffusion equation and the interface conductance matrix due to ISA.

However, as mentioned in the previous section, for a reasonable switching response,

ISA can be ignored so that the NEGF method is decoupled from the spin drift-

diffusion equation. Note that since spin accumulation at the end of the NM channel is

initially unknown, iteration between the spin drift-diffusion equation and the interface

conduction matrix with self-consistency is still required to obtain the spin current

entering the output nanomagnet.

The phenomenological equation (or LLG equation) describing the receiving nano-

magnet is given in Eq. 10, where ~Heff includes material anisotropy, shape anisotropy,

and thermal random noise [141]. Implicit in the LLG equation is that the magnitude

of the magnetic moment remains constant as mentioned in Chapter I. Mathematically,

the internal field can be written as

~Heff = ~Hu + ~Hs + ~Ht. (39)

By assuming the easy axis is in the x direction, the material anisotrophy field is given
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as

~Hu = (
2Ku

µ0Ms

mx)x̂ (40)

where Ku is the material anisotropy energy density. The shape anisotropy field,

coming from demagnetization inside the magnet, is given as

~Hs = −Ms(Nxmxx̂+Nymyŷ +Nzmz ẑ) (41)

where Nx, Ny, and Nz are the components of the demagnetization tensor which de-

pend on the geometry of the magnet [10]. Thermal noise in the nanomagnet manifests

as fluctuations in the internal anisotropy field [19]. At room temperature, a Gaussian

white noise is used to model the thermal field, acting isotropically on the nanomagnet

and is written as

~Ht = Hxx̂+Hyŷ +Hz ẑ =

√
2αkBT

µ2
0γMsV

(
∂Wx

∂t
x̂+

∂Wy

∂t
ŷ +

∂Wz

∂t
ẑ) (42)

where Wx, Wy, and Wz are three independent Wiener processes in the x, y, and z

directions, respectively. The distribution of the thermal field satisfies the following

conditions:

< Hi(t) >= 0, (43)

and

< Hi(t)Hj(t
′) >=

2αkBT

µ2
0γMsV

δ(t− t′)δij. (44)

The stochastic LLG equation in Eq. 10 is numerically solved by the midpoint method

in the sense of Stratonovich calculus [43]. Note that with all the internal fields

mentioned above, the fluctuation due to the thermal noise follows

< φ2 >=
kBT

µ0MsV [| ~Hu| −Ms(Nxx −Nyy)]
(45)
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where φ is the angle between the magnetic moment unit vector and the easy axis

under no spin current, and < > means the average value. Figure 26 is a valida-

tion of the stochastic LLG solver using (45) and the switching time under a simple

demagnetization field pointing in the out-of-plane direction given as [210]

τsw =
τ0 ln( π

φ0
)

( I
Ic
− 1)

(46)

where τ0 is a fitting parameter, φ0 is the initial angle of the magnet given as
√
kBT/2Eb,

I is the current entering the magnet, and Ic is the critical current for magnetization

reversal given as

Ic =
2e

η~
(2αEb)(1 +

| ~Hs|
2| ~Hu|

). (47)

where η is spin polarization of the current. As shown in Fig. 26, because of the

increasing importance of the thermal noise effect, the results from the stochastic

solver start to deviate more from the curve obtained from the analytical expressions

as the barrier height and the input current decrease.

The magnetization dynamics for a Si all-spin interconnect is realized in the follow-

ing procedure: (i) in the beginning, the tunneling spin current, served as one of the

boundary conditions for the spin drift-diffusion equation, is calculated by the NEGF

formalism; (ii) the spin drift-diffusion equation and the interface conduction matrix

are solved self-consistently to obtain the spin current entering the receiving magnet;

(iii) with the torque from the spin current, the LLG solver is used to evaluate the

magnetic moment at the next time step. An iteration between (ii) and (iii) establishes

the time evolution of the magnetic moment unit vector for the receiving nanomagnet.

3.4.2 Results and Discussion

Using the full model described above, the impacts of the doping density, channel

length, interface resistance, and applied bias on the switching response of the in-

terconnect are investigated. Quantities used to characterize the performance of an
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Figure 26: Comparison between the stochastic LLG solver and the analytical expres-
sion for < φ2 > (the inset is for τsw) [29].

interconnect are the switching time, τsw, switching energy, Esw, and energy-delay

product (EDP). A fast switching response with the low energy is desirable for a high

performance interconnect. The EDP is usually used to compromise the switching

speed and the energy if their trends are opposite. The input pulse duration is as-

sumed to be equal to the switching time even though promising strategies of the STT

switching exist [166]. Therefore, the switching energy and EDP can be considered as

a worst-case situation here. The EDP is given as

EDP = Eswτsw = IV τ 2
sw (48)

where Esw = IV τsw and V is the voltage across the interconnect. The parameters

used for the receiving magnet are listed in Table 3 [13, 142].

In the following simulations, initially the magnetic moments of the input and out-

put magnets are assumed to be in the negative and positive x directions, respectively,

so the switching time is defined as the magnetic moment of the output magnet in the
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Figure 27: (a) Switching time and (b) energy versus doping density for different
channel lengths [29]. The injected spin current is constant and equal to 3.8 × 1010

A/m2. The solid lines represent the average value of five data points for each set of
parameters. The same representation is used in Figs. 28 to 31.
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Table 3: Parameters for the interface conductance matrix and the LLG equation.
Lm, Wm, and tm are the length, width, and thickness of the nanomagnet, respectively.

Symbol Value Units

µ0 4π × 10−7 joule·A−2·m−1

γ 17.6× 1010 tesla−1·s−1

Ms 2.5× 105 A·m−1

α 0.0021 -

Lm 75.7 nm

Wm 37.8 nm

tm 3 nm

Ku 6× 104 joule·m−3

G↑↑ 0.6× 1015 Ω−1·m−2

G↓↓ 0.2× 1015 Ω−1·m−2

Re(G↑↓) 5.5× 1015 Ω−1·m−2

Im(G↑↓) 1.5× 1013 Ω−1·m−2

x direction changes from 1 to −1. To show the fluctuation of the thermal noise, five

simulations are done for each set of parameters. In Figs. 27 and 28, it is shown that

the switching time can be independent of both channel length and doping density for

a µm-scale channel because the electric field improves the effective spin relaxation

length significantly. As a result, the switching energy can be reduced by increasing

the doping density without sacrificing the speed. However, if the channel becomes

highly degenerate, the electric field cannot compensate the loss of spin relaxation time

due to more impurity scattering [53], and the switching time will start to increase

with the doping density. Since spin information is carried by the charge current, the

switching energy increases with the channel length.

The switching time can be reduced by improving the magnetic response of the

nanomagnet, which can be done by engineering interface tunneling resistance such as

changing the work function of the FM metal and the electron affinity of the oxide as
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Figure 28: (a) Switching time and (b) energy versus channel length for different
doping densities [29]. The injected spin current is constant and equal to 3.8 × 1010

A/m2.
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mentioned in the previous section. As shown in Fig. 29, a lower interface tunneling

resistance gives faster switching time due to a larger STT exerted onto the magnet.

However, a high switching energy is required for low interface tunneling resistance

because of a large voltage drop across the channel.
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Figure 29: (a) Switching time and (b) energy versus channel length for different
values of interface tunneling resistance [29]. The doping density of the channel is
4.78× 1019 cm−3 and R0 is 6.4× 10−12 Ω· m2.

Another way to improve the magnetic response is to increase the applied voltage.

Figure 30 shows that the switching time becomes shorter as the applied bias increases.
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However, a large applied bias, which is responsible for a high switching energy, is

needed for a long channel to provide enough currents for switching the magnet. As

a result, unlike metallic ASL, instead of the short spin relaxation length, the major

limit of the Si spin interconnect is a high applied bias due to the resistive µm-scale

channel. For the spin communication in the GHz applications, the required voltage

is at least larger than 2 V for a 2.5 µm-long channel. Moreover, there exists an

optimum voltage to obtain the lowest EDP since the switching time and energy have

opposite trends with the applied bias. As shown in Fig. 30, the optimal voltages

are about 0.3 V, 1 V, and 3 V for the channel lengths equal to 100 nm, 1 µm, and

2.5 µm, respectively. The large optimal voltage for the lowest EDP is also a critical

constraint to the applications of long Si spin interconnects.

The problem of a large optimal applied voltage can be mitigated by downscaling

the receiving nanomagnet. In Fig. 31, the optimal voltage for the lowest EDP is

significantly reduced as the magnet becomes smaller because the switching response

is largely improved. The EDP is also reduced since both switching time and energy are

decreased by downscaling the magnet. Note that at room temperature, the thermal

noise plays an important role in the interconnect performance. Figures 27 to 30 show

that the fluctuations due to the thermal noise become more pronounced especially

for a long highly doped channel and at a small applied bias since the STT is weaker.

Reducing the size of the magnet not only improves the EDP but also reduces the

fluctuations induced by random noise (see Fig. 31). Note that downscaling the

magnet reduces the energy barrier, Eb, which determines how long the magnet can

retain its state in the absence of the spin current; therefore, the short life time for

maintaining the magnetic state may cause an issue in a non-volatile interconnect if

the magnet becomes too small. However, in a logic circuit, it is not necessary that

all devices and interconnects are non-volatile for non-volatile circuits. For instance,

one can envision a non-volatile circuit in which only the inputs and outputs of each
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Figure 30: (a) Switching time, (b) energy, and (c) energy-delay product (EDP) versus
applied voltage for different channel lengths [29]. The doping density of the channel
is 4.78× 1019 cm−3.

pipeline state are non-volatile.

3.5 Summary

To sum up, in this chapter, a comprehensive physical model of the Si interconnect

for ASL is developed. Using this model, spin injection and the switching response of

a Si all-spin interconnect are analyzed. In the first part of this chapter, it is shown

that to efficiently inject large spin currents, the nanomagnet should have high spin

polarization and a low work function, the oxide layer needs to be thin and to have a

high electron affinity, a small tunneling effective mass, and intrinsic spin selectivity,
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Figure 31: (a) Switching time, (b) energy, and (c) energy-delay product (EDP) versus
applied voltage for different sizes of the receiving nanomagnet [29]. The interconnect
length is 1 µm and the doping density of the channel is 4.78× 1019 cm−3.

the oxide/Si interface barrier height should be large, and the Si channel needs to be

heavily doped. Because of the strong non-linear relations between the applied bias

and spin injection quantities, it is possible to inject large spin currents with high

efficiency at the small voltage.

In the second part of this chapter, the impacts of the Si channel length, doping

density, interface tunneling resistance, and applied bias on the switching response are

discussed. An electric field along the channel improves the effective spin relaxation

length significantly and enables spin information propagate through a highly doped

µm-scale interconnect without too much degradation. An increase in the applied
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voltage lowers the interconnect delay at the price of a higher energy per switching

operation. As a result, there exists an optimal voltage that minimizes the EDP of

a Si spin interconnect. The impact of downscaling the sizes of the nanomagnets on

the switching time and energy of Si spin interconnects has been quantified, and it

has been demonstrated that size scaling is quite effective in improving the potential

performances of these µm-scale interconnects.
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CHAPTER IV

COPPER AND ALUMINUM INTERCONNECTS FOR

ALL-SPIN LOGIC

4.1 Overview

Similar to the previous chapter, in this chapter, a simple spin-valve (SV) configuration

combined with STT-driven switching is also used as an energy-efficient interconnect

structure for ASL. However, instead of Si, interconnects using Cu and Al as channel

materials are considered and analyzed based on physical models for spin injection, spin

transport, and magnetization dynamics. The results indicate the proposed metallic

interconnects dissipate less energy as compared to ASL interconnects based on the

non-local spin-valve configuration. Compared to a similar spin interconnect with a Si

channel, the spin currents and injection efficiencies are predicted to be higher since no

Schottky barrier is formed at the interface of metals like Cu or Al with an insulator.

Because of the longer spin relaxation length in Al as compared to Cu, the delay

and energy dissipation are lower when Al is used especially at longer lengths where

signal loss becomes important. While metallic spin interconnects are faster and more

energy-efficient in short lengths because of their smaller resistances and higher spin

injection efficiencies, they are outperformed by spin interconnects with Si channels

at long lengths because the spin relaxation lengths in Si can be as long as many

micrometers whereas in metals they are limited to a few hundred nanometers.

4.2 Copper and Aluminum Spin Interconnects

In ASL, as shown in Fig. 32(a), electrons carrying spin information diffuse through

the channel and exchange their angular momentum with the target nanomagnet [201].
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The in-built non-reciprocity is achieved by putting the ground location close to the

transmitter [202]. Both COPY and INVERT operations can be realized by ASL,

meaning that it can be used as a switch or an interconnect. However, this ASL

configuration is not energy-efficient to be used as an interconnect because (i) a big

fraction of spins injected by the transmitter into the channel directly flow into the

ground. (ii) From the receiver to the ground, there are still redundant current paths

increasing power dissipation, which becomes significant as the interconnect length or

number of nanomagnets in the previous stage increases. Consequently, to overcome

the problems mentioned above, the interconnect shown in Fig. 32(b) is used for ASL.

In this structure, the spin signal from the previous ASL stage is copied using an

SV configuration combined with the STT-driven switching. For the case of metallic

channels (e.g. Cu or Al), the non-reciprocity is realized by inserting a thin oxide at the

transmitter side [45]. If the channel is semiconducting (e.g. Si), the non-reciprocity is

maintained by an electric field across the channel [29], and a tunneling barrier at the

transmitter is still required to overcome the so-call conductivity mismatch problem

[192, 180]. The higher energy efficiency of this structure is achieved by (i) eliminating

the redundant current paths in the previous ASL stage, and (ii) no loss of injected spin

due to lack of shunt path to the ground. Thus, it is of great interest to understand

how to design this SV-like interconnect for ASL. In this chapter, our emphasis is

on the interconnects made of metallic channels such as Cu and Al. The design and

analysis for the semiconducting channel such as Si have already been discussed in the

previous chapter [29].

4.3 Mathematical Models

In this section, a physical model to study spin injection, spin transport and stochastic

magnetization dynamics in metallic SV-like interconnects is presented.

The analysis of the metallic spin interconnect can be divided into three parts: spin
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Figure 32: (a) Switching components connected by ASL-type interconnects [28].
The blue rectangles are the nanomagnets and the dark gray rectangles are insulating
spacers. The arrows show the electrical currents. The dark gray arrows indicate
the redundant electrical current paths increasing power dissipation. The light green
arrow shows the electrical current with which a considerable fraction of spin current
is shunted directly to the ground. (b) Switching components connected by CSV-like
interconnects, where the losses resulting from the charge currents in the shunt path
of the interconnect and those in the previous ASL switch are eliminated. The yellow
rectangle is the tunneling oxide. The initial magnetic unit vectors of the transmitting
and receiving nanomagnets are assumed to be [−1, 0, 0] and [1, 0, 0], respectively.
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injection, spin transport, and magnetization dynamics. Here spin injection is realized

by electrons tunneling from the FM metal into the NM metal since a thin oxide is

used at the transmitter side to achieve non-reciprocity. The tunneling currents in this

chapter are calculated using the NEGF method based on a single-band effective mass

Hamiltonian [46]. Because of the strong screening effect in metals, these injected spin-

polarized electrons travel through the channel mainly via the diffusion mechanism,

which can be well-described by the spin diffusion equation [226]. Once electrons reach

the end of the channel, they try to change the magnetization of the receiving magnet

by the STT. The magnetic response of the nanomagnet under the STT from out-of-

plane spin currents and effective field including material anisotropy, shape anisotropy,

and thermal noise is given by solving the LLG equation [141]. The random noise field

is treated as three independent Wiener processes in the x, y, and z direction and the

resulting stochastic LLG equation is numerically solved by the midpoint method in

the sense of Stratonovich calculus [43].

The mathematical details of the tunneling currents and LLG equation have been

given in the previous chapter [29]. Here we only stress some key points which

are distinct from those in Si as follows: (i) The potential energy profile of FM

metal/oxide/NM metal shown in Fig. 33 lacks a Schottky barrier due to a strong

screening effect in metallic materials. This energy band diagram is used to calculate

the Green’s function, transmission coefficient, and tunneling currents. (ii) The effects

of spin accumulation on tunneling currents can be ignored in both FM and NM metals

due to the large density of states in metallic materials [14]; thus, spin tunneling cur-

rents can be given by solving the NEGF method directly rather than self-consistently

with the spin diffusion equation. (iii) Instead of the spin drift-diffusion equation

[239, 240], the spin diffusion equation is used to describe spin transport in the chan-

nel given by

∂2µs,i(z
′)

∂z′2
=
µs,i(z

′)

L2
sf

(49)
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where µs(z
′) is the spin accumulation profile along the NM channel, Lsf is the spin

diffusion length, and i represents either the x, y, or z direction. The spin current

profile, Js(z
′), in the NM channel is given as

Js,i(z
′) = σ

∂µs,i(z
′)

∂z′
(50)

where σ is conductivity of the NM metal. The boundary conditions for the channel

are spin tunneling currents and spin currents at the end of the channel, which are

obtained by solving Eqs. (49) and (50), as well as the interface conductance matrix

[13] simultaneously. Note that spin accumulation in the receiving nanomagnet is

assumed to be zero.

Ec↑ 

Ec↓ 

Ef,FM 

Φ2 

Φ1 

Ef,NM 

∆E 

FM metal NM metal 

oxide 

eVa 

Figure 33: The energy band diagram of the FM metal/oxide/NM metal structure
[28]. Ef,FM and Ef,NM are Fermi energies of the ferromagnet and normal metal,
respectively. Ec↑ and Ec↓ are conduction band edges for up-spin and down-spin elec-
trons, respectively. ∆E is the exchange energy splitting. Φ1 and Φ2 are interface
barrier heights at the ferromagnet/oxide and oxide/normal metal interfaces, respec-
tively. eVa is the difference in Fermi level between the ferromagnet and normal metal
due to the applied voltage.
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4.4 Results and Discussion

In this section, we use the model mentioned in the previous section to study Cu and

Al as channel materials in the SV-like interconnect structure and compare them with

Si. The effects of different channel materials on spin injection, delay, and energy of

the interconnect are discussed. We also show SV-like configuration is more energy-

efficient than ASL in the use of interconnects.

4.4.1 Spin currents and Injection Efficiency

Spin injection plays an important role in determining the performance of the intercon-

nect. The efficiency of spin injection is defined as injected spin currents normalized to

the electrical currents. Larger injected spin currents give a faster magnetic response of

the receiving nanomagnet, and higher injection efficiency reduces the power dissipa-

tion needed for injecting spin. Due to a thin oxide, a dominant transport mechanism

of spin injection into the interconnect is the tunneling process. The parameters for

the spin injection calculation are summarized in Table 4.

Table 4: Simulation parameters for tunneling currents. m∗, χ, Φ, and Ef are the
effective mass, electron affinity, work function, and Fermi energy of the material
[186]. The effective mass of the FM metal, Cu, and Al are assumed to be equal to
m0, where m0 is the free electron mass. Fermi energy and exchange energy splitting
of the ferromagnet (in units of eV) are 2.25 and 2.15, respectively [45].

Al2O3 HfO2 SiO2

m∗ (m0) 0.2 0.2 0.5

χ (eV) 1.45 2.55 0.95

Cu Al

Φ (eV) 4.65 4.28

Ef (eV) 7 11.6

Figure 34 shows spin tunneling currents and injection efficiencies versus the applied

bias. It is found that the tunneling currents into Cu and Al are significantly larger
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Figure 34: (a) Spin current and (b) injection efficiency versus the applied voltage
for Cu, Al, and Si [28]. The insulator thickness is 0.5 nm. The work function of the
ferromagnet is 4 eV. Al2O3 is used as a tunneling barrier. Since the Si channel is
highly degenerate, the effect of spin accumulation on the spin currents is ignored [29].
Inset (i) and (ii) in (b) show the effect of the Schottky barrier and work function of
the metal on the energy band diagram.

78



than those into Si. This is because there is no Schottky barrier at the oxide/metal

interface to reduce the tunneling probability. Moreover, the existence of a Schottky

barrier in a semiconducting channel can also explain higher injection efficiencies into

the metal. A larger Schottky barrier blocks more majority carriers in the ferromagnet

and thus spin injection efficiencies are reduced in Si. Spin tunneling currents into Al

are only slightly larger than those into Cu even though the difference in their work

functions is about 0.4 eV. This is because only electrons with the energies considerably

higher than the Fermi energy of the ferromagnet experience the change of the barrier

height (Φ2 in Fig. 33). Since the Fermi-Dirac distribution decays exponentially for

energies a few kT above the Fermi energy, the dependence of the current magnitude

on the barrier height is weak. For spin injection efficiencies, Cu and Al are close since

no Schottky barrier exists at the interface of either metal to introduce an additional

spin selectivity.

In Fig. 35, we study the impact of changes in the FM metal/oxide interface barrier

height (Φ1 in Fig. 33), oxide thickness, and oxide material on spin currents and

injection efficiencies. It is found that the spin current is larger if Φ1, oxide thickness,

and tunneling effective mass are lowered, which is because of an increased tunneling

probability. In general, Φ1 can be changed significantly by using the ferromagnet with

a different work function, an oxide with a different electron affinity, and by having

surface charges at the ferromagnet/oxide interface. However, spin injection efficiency

is weakly dependent on these parameters, since there is no Schottky barrier in the

metallic system to introduce an additional spin selectivity. An oxide with certain spin

preference such as MgO can also potentially improve spin injection efficiencies [21].

For simplicity, only oxides without any intrinsic spin selectivity are considered in this

paper. Note that large spin injection efficiencies in Figs. 34 and 34 (> 80%) are

because we use a highly spin-polarized ferromagnet such as the CoFeB alloy, where

the Fermi energy and exchange energy splitting are close [45], as a spin injector in
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Figure 35: Spin current and injection efficiency versus the applied voltage with
different (a) interface barrier heights, Φ1, (b) oxide thicknesses, and (c) oxide materials
[28]. For (a), the tunneling effective mass is 0.2m0, Φ2 is 3.2 eV, and the oxide
thickness is 0.5 nm. For (b), Φ1 is 2.55 eV, the tunneling effective mass is 0.2m0, and
Φ2 is 3.2 eV. For (c), the work function of the ferromagnet is 4 eV, Cu is used as an
interconnect, and 0.5 nm is used as the oxide thickness.
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the simulations.
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Figure 36: Spin current and injection efficiency versus the exchange energy splitting/
Fermi energy ratio [28].

Figure 36 shows in metals, both spin currents and injection efficiencies increase

with the spin polarization of the FM metal. This is because a higher spin polarization

gives more majority carriers contributing tunneling currents. From Figs. 35 and 36,

we know that spin injection efficiencies into a metallic channel are mainly determined

by spin-polarized electrons in the FM metal, rather than the oxide and interface

barrier. This particular trend in normal metals agrees with experiments for spin-

polarized tunneling into a superconducting metal, where the injection efficiency is also

given by the net polarization of the electrons in the FM metal [151]. However, to the

best of our knowledge, experiments for spin-polarized tunneling into a normal metal is

still lacking, and our hope is that more experiments on the ferromagnet/oxide/normal

metal structure can be stimulated by this new interconnect structure to explore the

underlying physics more.
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4.4.2 Delay and Energy Performance

The energy dissipation of the interconnect, Eint, is given as

Eint = IV τint (51)

where I is the electrical current flowing through the interconnect, V is the total

applied bias across the interconnect, and τint is the delay time spin information needs

to be written into the receiver. In the following simulations, since the transit time

of electrons traveling through the channel is much smaller than the responding time

of the magnet, the delay time is defined when the magnetization of the receiving

nanomagnet in the x direction changes from 1 to 0. Note that the initial magnetic unit

vectors of the transmitting and receiving nanomagnets are assumed to be [−1, 0, 0]

and [1, 0, 0], respectively (see Fig. 32).

The delay and energy depend on how many spin-polarized electrons can transfer

their angular momentum with the receiving nanomagnet. High injected spin cur-

rents give a strong spin signal at the beginning of the interconnect; however, how

far these spins can propagate depends on the spin relaxation length (SRL) of the

channel. In general, SRLs in metals are mainly determined by spin relaxation time

and diffusion coefficient, which are strong functions of scattering mechanisms. As a

result, to account for the effects of scatterings on spin transport parameters, compact

models developed in Ref. [176] are used. The imperfection of the metallic intercon-

nect is considered by grain-boundary reflectivity (R), average separation of the grain

boundaries (d), and sidewall specularity (p). Simulations parameters for the nano-

magnet, interface conduction matrix, and interconnect are summarized in Table 5.

Furthermore, at room temperature, the thermal noise plays an important role in the

magnetic response; therefore, we run the simulations five times for the same set of

parameters to roughly estimate the thermal fluctuations. Note that a large number

of simulations are still required to obtain the accurate noise variance.
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Table 5: Parameters of the nanomagnet, interface conduction matrix, and intercon-
nect for all the delay and energy simulations [141, 13]. Lm, Wm, and tm are the
length, width, and thickness of the nanomagnet, respectively. Wint and tint are the
width and thickness of the interconnect, respectively.

Symbol Value Units

Ms 2.5× 105 A·m−1

α 0.0021 –

Lm 37.8 nm

Wm 18.9 nm

tm 1 nm

Ku 6× 104 joule·m−3

G↑↑ 0.6× 1015 Ω−1·m−2

G↓↓ 0.2× 1015 Ω−1·m−2

Re(G↑↓) 5.5× 1015 Ω−1·m−2

Im(G↑↓) 0.015× 1015 Ω−1·m−2

Wint 18.9 nm

tint 37.8 nm

p 0 –

R 0.3 –

d 18.9 nm
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Figure 37: Delay and energy versus the interconnect length under a fixed bias voltage
[28]. In this case, SRLs of Cu and Al are about 202 nm and 512 nm, respectively.
The applied voltage is 0.1 V. For each set of parameters, five simulations are done to
estimate the random fluctuations due to the thermal noise. The same estimation is
also used for Figs. 38 and 39.
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In Fig. 37, the delay and energy are plotted versus the interconnect length for Cu

and Al as channel materials. It can be seen that both delay and energy increase with

the interconnect length. This can be explained by more electrons lose their initial

spin polarization in a longer channel due to spin relaxation. In Cu, due to a shorter

SRL, the delay and energy increase much faster than those in Al. Also, thermal

fluctuations become more pronounced in a longer channel because of a weaker STT

from spin currents. From Fig. 37, we can see that a 700 nm-long Cu interconnect

suffers from serious thermal noise fluctuations.

To mitigate thermal noise fluctuations, the most straightforward way is to enhance

the STT on the receiving nanomagnet using a larger applied bias. The delay, energy,

and EDP versus the applied bias are given in Fig. 34, where the channel length is

chosen to be 400 nm, which is the typical length of local interconnects [165, 164].

The EDP is defined as the product of delay and energy. From Fig. 38, it is found

that less thermal fluctuations and the smaller delay are obtained at the expense of

higher power dissipation. Furthermore, with the same bias voltage, Al turns out to

be a better option than Cu as the channel material due to a faster magnetic response

and lower energy dissipation. Since the delay and energy have opposite trends with

respect to the voltage, the EDP is often used to find out the optimal voltage. However,

unlike Si, there is no optimal voltage that minimizes the EDP in the metallic channel.

This is because the delay decreases rapidly when the spin current is small, and for

the short interconnect, the spin current entering into the receiving magnet is mainly

determined by spin injection. Since injected spin currents in a metallic channel are

much larger than those in a Si channel, the decrease in the delay can be compensated

by an increase in the spin current, making the EDP almost independent of the voltage.

Thus, the optimal voltage for a metallic spin interconnect can be determined by the

system requirements such as delay, energy, or noise tolerance.

Figure 39 shows the energy dissipation for Cu, Al, and Si SV-like interconnects
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Figure 38: (a) Delay, energy and (b) energy-delay product versus the applied voltage
for 400 nm-long Cn and Al interconnects [28].
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as a function of the channel length. As a reference, the energy dissipation of a Cu

ASL interconnect (see Fig. 32(a)) is also shown. Here only the energy dissipation

corresponding to the interconnect (the middle section between the dashed lines in Fig.

32) has been plotted. The circuit models developed in Ref. [12] are used to simulate

the Cu ASL interconnect. The delay in Si interconnects is obtained at the optimal

applied bias that minimizes the EDP [29]. From Fig. 39, it is found that metallic

channels consume less power in a short interconnect due to a low resistive current

path; however, in a long µm-scale interconnect, the energy dissipated by the metallic

channel increases rapidly because of short SRLs. Therefore, since SRLs in metals are

restricted to hundreds of nanometers, metals like Cu and Al are suitable for the use

of short local interconnects. The Si channel is a better option for longer interconnects

since it has longer spin relaxation time and its SRL can be further improved by an

electric field [177]. The same trend can also be deduced from the analytical expressions

in Ref. [28]. Furthermore, in the same figure, it is also shown that the SV-like

configuration turns out to be a more energy-efficient interconnect structure than its

ASL counterpart. The real energy saving offered by SV-like interconnects is even

higher since we have ignored the extra energy dissipation caused by the redundant

current paths in the previous ASL stage.

4.5 Summary

In this chapter, a simple SV structure with STT-driven switching has been used as

a more energy-efficient interconnect for ASL. Using Cu and Al as channel materials,

the interconnect is analyzed through a comprehensive set of physical models includ-

ing spin injection, spin transport, and stochastic magnetization dynamics. For spin

injection, it is predicted that due to lack of a Schottky barrier at the oxide/NM metal

interface, significantly higher spin injection efficiencies can be achieved with metals
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like Cu and Al. Moreover, spin polarization in an FM metal is the main factor de-

termining the spin injection efficiency in the FM metal/oxide/NM metal structure.

This is very different from the case with Si channel, where injection efficiency depends

largely on interface barriers. For the delay and energy dissipation, Al outperforms

Cu due to its longer SRL, and both Al and Cu are better than the Si channel in

local short interconnects due to low resistance of metallic structures. However, in the

application for longer interconnects, Si is a more promising candidate due to its long

spin relaxation time and the possibility of using an electric field to improve its spin

relaxation length. In metallic interconnects like Cu and Al, the energy dissipation

increases rapidly as the channel length goes beyond hundreds of nanometers.
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CHAPTER V

DOMAIN WALL INTERCONNECTS FOR ALL-SPIN

LOGIC

5.1 Overview

In this chapter, a novel interconnect concept based on automotion of magnetic DWs

is presented. The proposed interconnect is analyzed using a comprehensive numerical

model including an equivalent circuit for ASL operations [141], the 1-D LLG equation

for domain wall creation, reflection, and disappearance at the boundaries. Analytical

expressions for domain wall transport [195, 217, 140] along the wire are also presented.

From the model, it is found that the reflection of the domain wall can be eliminated

by using a material with high Gilbert damping coefficient at the end, the energy dissi-

pation can be independent of the interconnect length, and domain wall displacement

and energy dissipation can be further improved using a material with a low damping

factor and saturation magnetization. Furthermore, the interconnect reliability is also

studied by applying the thermal random noise analysis on the dynamics of domain

walls, and it is found that thermal fluctuations can have a significant impact on the

interconnect performance; thus, the interconnect with a low Gilbert damping factor

is desired to suppress the thermal noise effects.

5.2 Domain Wall Interconnects

For ASL, interconnects have been studied using a lateral simple SV with STT switch-

ing using copper, aluminum, and silicon as channel materials in Chapters III and IV

[29, 28]. It is shown that the energy of the interconnect is significantly reduced by

eliminating the shunt path in ASL. Also, depending on the length of the interconnect,
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the energy can be minimized by choosing a metallic or semiconducting channel due to

different spin relaxation lengths [176, 177] and the electric field effect [239]. However,

no matter what structure or material is used, spin tunneling injection is still required

to create spin polarization in the NM semiconducting channel or maintain the reci-

procity of the metallic interconnect. To avoid this charge to spin conversion, it is

intuitive to use FM wires as interconnects, where the spin information can be stored

and propagate directly. A magnetic DW is the transition region between magnetic

domains in the FM material. As a result, it is of interest to explore the possibility of

DWs as interconnects for ASL.

Despite the fact that a DW can be moved over a significant distance by an ex-

ternal magnetic field [195], in-plane spin current [11, 134, 243, 237], or out-of-plane

spin current [114], it still requires an additional energy to create a magnetic field or

electrical current associated with spin torque on the interconnect. Recently, auto-

motion of DWs has been demonstrated [34], and it is shown that due to intrinsic

transverse anisotropy, which is mainly due to demagnetization inside the wire, a DW

can travel a long distance with a high velocity (∼ 1k m/s) by simply transforming its

shape. The concept of spintronic interconnects using automotion of DWs has been

proposed in [167]. However, in terms of energy, it has an obvious advantage over the

existing proposed interconnects [29, 28], where the charge current flowing through the

channel is always required to carry spin information. Therefore, this chapter aims at

clarifying the potential of DW automotion as interconnects for ASL.

The interconnect structure is shown in Fig. 40, where the logic stages are con-

nected by an FM interconnect which is uniformly magnetized initially. The DW is

created and propagates automatically once the previous logic stage finishes the com-

putation. The energy for the interconnect is simply that required for DW creation,

which is exactly the same as that used in logic computation in the previous device

stage; therefore, this configuration is particularly interesting compared to those based
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Figure 40: Schematics of all-spin logic (ASL) interconnects using automotion of
domain walls (DWs) and creation of DWs using ASL [25]. The Cartesian coordinate
used for the calculations of interconnects is also defined.

on STT switching since there is no extra power consumption for data transmission in

the interconnect as illustrated in Fig. 41. Note that a leakage current path through

the interconnect exists, and the resulting STT may either improve or degrade the

DW transport depending on the functionality of ASL. However, this leakage current

is typically negligible because of the relatively high resistance of the very thin (∼2

nm) FM interconnect compared to NM metallic wires in ASL. For simplicity, in this

chapter, a single inverter or a buffer is used for the device stage, which in general can

be a more complex function such as a majority gate [163, 23].

5.3 Mathematical Models

To analyze the proposed interconnect scheme shown in Fig. 40, it is necessary to

appropriately describe the operation of ASL, DW creation, reflection, and disappear-

ance at the edges, and DW displacement in the channel. Fig. 42 shows the numerical

procedure for modeling the DW interconnect for ASL. Since, at each time step, spin
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Figure 41: Schematics illustrating the difference between interconnects based on
spin-transfer-torque switching and automotion of DWs [25]. The ferromagnetic metals
are represented by blue rectangles with black arrows. The red arrows represent the
direction of electrical current.

currents for creating the DW depend on ASL/interconnect interface resistance, which

is determined by the magnetization of the wire, simultaneously solving the ASL equiv-

alent circuit and 1-D LLG equation is required to model the DW creation. Once a

DW is created at the beginning of the interconnect, it can be well-described by two

important parameters in the Walker’s trial form [195] as we will show later, the dis-

placement (χ) and phase (φ) of the DW. The analytical expression for DW transport

is used to estimate how far the DW can move automatically in the channel. Finally,

as the DW approaches the end of the wire, the magnetization distribution of the

interconnect is plugged back into the 1-D LLG equation to see whether the DW is

either reflected or destroyed. Note that analytical DW transport equations only work

in the absence of random noise fluctuations. Hence, when discussing the thermal

noise effects on DW dynamics, the LLG equation is required to be solved through-

out the interconnect. In this section, the mathematical formalism of the ASL, 1-D
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Figure 42: The numerical procedure for modeling DW interconnects for ASL [25].

LLG equation, and DW transport models are presented, and the comparison in DW

transport between the analytical expressions and numerical simulations can be found

in Appendix A.

5.3.1 Switching Device

The ASL structure is shown in the device part of Fig. 40. In ASL, the spin-polarized

electrons, injected by local charge currents, diffuse through the channel and insert

STTs onto the FM interconnect. If a STT is strong enough, the magnetization in

the region where spin current is present will be reversed, and a DW is created. To

model the operation of ASL, the circuit representations of spin transport in the non-

magnetic channel and ferromagnet/normal metal interface [141, 13] are used, and the

equivalent circuit of ASL with the interconnect on which spin currents are applied is

shown in Fig. 43. The corresponding circuit conduction matrix, G, is obtained by

applying the nodal analysis on the circuit (see Appendix A) and defined as

{V } = G−1{I}, (52)
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where {V } and {I} are the voltage and current vectors representing charge and spin

components at each node. The current vector only has one non-zero component

representing the source of charge currents. Note that parallel interface conduction

matrices are used to describe multiple domains in the FM interconnect, where the

exchange effect is accounted for by the 1-D LLG equation. The magnitude of spin

currents at the end of ASL is also affected by the magnetization profile of the wire;

therefore, at each time step, once the magnetization of the wire is updated, the

corresponding voltage vector at each node can be calculated from Eq. 52, and spin

currents responsible for creating a DW are also known using the following equation:

Iij = G (Vi − Vj) , (53)

where Iij is the 4× 1 current vector flowing from the node i to the node j; therefore,

the current density used in the 1-D LLG equation for DW creation is given as

Js =
1

Ain

[
N∑
k=1

Iij( ~mk)

]
(54)

with Ain being the cross-sectional area at the ASL/wire interface and k is the index

for each domain. Note that Js changes with time during the DW creation because of

the magnetization reversal in the beginning of the channel.

5.3.2 One-dimensional Landau-Lifshitz-Gilbert Equation

The magnetization dynamics of the wire is governed by the LLG equation. Since here

the structure we are interested in is a wire, where typically the width and thickness are

much smaller than the length, the magnetization in the cross-sectional area is assumed

to be uniform; therefore, instead of 3-D micromagntic simulations [167], the 1-D LLG

equation is used to capture the essential physics of DWs in a FM interconnect [217].

The 1-D LLG equation under the effects of an external magnetic field, spin-torque
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Figure 43: The circuit representation of ASL connected by FM wires for modeling
DW creation [25]. The red, blue, and light yellow bars represent the conductance of
the contact, FM metal/NM metal interface, and NM transport channel, respectively.

from in-plane and out-of-plane spin currents is given as

∂ ~m

∂t
= −γµ0(~m× ~Heff ) + α(~m× ∂ ~m

∂t
)− γaJ [~m× (~m× ~p)]− uJ(

∂ ~m

∂z
) (55)

+βuJ(~m× ∂ ~m

∂z
),

where γ is the gyromagnetic coefficient, α is the Gilbert damping coefficient, µ0 is

the free space permeability, ~m represents the unit vector of the magnetization of each

domain, and ~Heff is the effective magnetic field including the uniaxial anisotropy

field, ~Hu, demagnetization field, ~Hd, exchange interaction, external magnetic field,

~Hex, and thermal random field, ~Hth, defined as

~Heff = ~Hu + ~Hd +
2A

µ0Ms

∂2 ~m

∂z2
+ ~Hex + ~Hth, (56)

where Ms is the saturation magnetization, A is the exchange constant, and ~Hu, ~Hd,
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~Hex, and ~Hth are given as

~Hu =
2Ku,x

µ0Ms

mxx̂+
2Ku,y

µ0Ms

myŷ +
2Ku,z

µ0Ms

mz ẑ, (57)

~Hd (zi) = −Ms

[∑
j

Nx,ijmx(zj)x̂+
∑
j

Ny,ijmy(zj)ŷ +
∑
j

Nz,ijmz(zj)ẑ

]
,(58)

~Hex = Hex,xx̂+Hex,yŷ +Hex,z ẑ, (59)

~Hth (zi) =

√
2αkBT

µ2
0γMsVD

[
∂Wx (zi)

∂t
x̂+

∂Wy (zi)

∂t
ŷ +

∂Wz (zi)

∂t
ẑ

]
, (60)

where kB is the Boltzmann constant, T is the temperature, VD is the volume of each

domain, and W is the Weiner process. The thermal random fields are assumed to

be isotropic, spatially and temporally uncorrelated and satisfy the following relations

[175]

〈Hth (zi, t)〉 = 0, (61)

〈Hth,a (zi, t)Hth,b (zj, t
′)〉 =

2αkBT

µ2
0γMsVD

δabδ (zi − zj) δ (t− t′) (62)

with 〈·〉 denoting the ensemble average, and a, b being indices labeling cartesian com-

ponents. Note that the demagnetization field at each time step has spatial dependence

and is calculated using the entire magnetization profile along the wire with the de-

magnetization tensor including magnetostatic interactions between magnetic domains

[162, 153]. In Eq. 55, aJ is the coefficient for the Slonczewski torque defined as

aJ =
~Js,out−of−plane

2etMs

, (63)

where Js,out−of−plane is the magnitude of out-of-plane spin current density, t is the

thickness of the wire, and e is the elementary charge. Note that the field-like torque

is incorporated into the imaginary part of the mixing conductance in the interface

conductance matrix, which is negligible at the normal metal/ferromagnet interface

[13]. For torque due to in-plane spin currents, µJ and βuJ represent the strengths

of the adiabatic and non-adiabatic processes, respectively, where β is typically in the
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range between 0.01 to 0.1 for different types of the DW [54], and uJ is given as

uJ = −µBJs,in−plane
eMs

, (64)

where µB is the Bohr magneton, and Js,in−plane is the magnitude of in-plane spin

current density. In this chapter, a perfect FM strip with no specific pinning site is

assumed. In practice, extrinsic pinning may exist along the interconnect due to local

defects or line-edge roughness that may impair the DW automotion. However, these

extrinsic factors could be significantly reduced or even completely eliminated as the

technology advances; thus, this chapter aims at the intrinsic properties of an ASL

interconnect using the DW automotion. The numerical procedure of solving Eq. 55

is provided in Appendix A.

5.3.3 Domain Wall Transport

Fig. 44 shows the Walker’s trial form [195] can fit the DW created by ASL well in the

absence of thermal fluctuations; therefore, instead of solving the 1-D LLG equation for

the entire wire, the analytical expressions based on Walker’s trial solutions are used to

capture the DW transport in the interconnect. The standard approach [195, 217, 140]

is followed to derive the analytical expressions for DW transport, and the detailed

derivation can be found in Appendix A. Note that the derived expressions here not

only include transverse anisotropy (automotion) but also an external magnetic field,

in-plane and out-of-plane spin currents to be consistent with Eq. 55.

The equations of motion for DW transport in the channel are given as

(
1 + α2

) ∂χ
∂t

=
−γ∆(Kx −Ky) sin 2φ

QMs

+ (1 + αβ)µJ +
γ∆paJ
Q

+
γ∆αµ0Hex

Q
,(65)(

1 + α2
) ∂φ
∂t

=
αγ(Kx −Ky) sin 2φ

Ms

+
(β − α)Q

∆
µJ − γpαaJ + γµ0Hex, (66)

where Q is the topological charge distinguishing the type of the DW (+1: head-to-

head and -1: tail-to-tail), Hex is the magnitude of an applied magnetic field in the z

direction, p is either 1 or −1, representing z or -z spin polarization, respectively, ∆ is
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Figure 44: The comparison between the DW created by ASL/1-D LLG in a 600 nm
interconnect and Walker’s trial solutions [195]. The Walker’s trial parameters: φ =
1.32 radian and χ = 50 nm [25].

the domain wall thickness, and Ki includes uniaxial and shape anisotropy with the

form given as 1
2
µ0M

2
sNi −Ku,i. An important assumption here is that the demagne-

tization tensor, Ni, is independent of the space and only determined by the geometry

[10]; therefore, the approximate demagnetization field, ~H
′
d, is simply given as

~H
′
d = −Ms(Nxmxx̂+Nymyŷ +Nzmz ẑ). (67)

The justification of using Eq. 67 in the equations of motion for DW transport is

provided in Appendix A. In the following section, Eqs. 65 and 66 are used to study

DW transport along the interconnect after a DW is created.

5.4 Results and Discussion

In this section, the comprehensive numerical model mentioned in Section 5.3 (see

Fig. 42) will be used to study ASL interconnects based on the automotion of the

DW. First, we focus on how to avoid DW reflection at the end of the interconnect,
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which is an undesired feature in transmitting information. Next, the delay and energy

of DW automotion interconnects in the ASL configuration are quantified. The perfor-

mance of DW automotion interconnects can be optimized by adjusting the strength

of transverse anisotropy and Gibert damping coefficient. Finally, the effects of ther-

mal noise on interconnect reliability are discussed. Note that all the interconnects

simulated in this section are in-plane magnetized initially since a higher wall veloc-

ity can be obtained from in-plane DWs [167]. A perpendicularly-magnetized wire is

interesting as well since ASL using perpendicular magnetization anisotropy (PMA)

magnets potentially has higher thermal stability and lower switching current [234].

However, the design aspects discussed in this section for an in-plane wire is general

and thus also adaptable to the PMA one.

5.4.1 Domain Walls at Boundaries

After a DW is created by ASL, it moves toward the end of the interconnect au-

tomatically due to transverse anisotropy. For the purpose of the interconnect, the

magnetization of the wire has to be completely reversed when the DW reaches the

end, which is possible if the DW is destroyed as it is close to the boundary; however,

in some cases, instead of being destroyed at the edge, the DW is reflected and the

magnetization of the wire is recovered as the DW moves backward. This is an unde-

sired feature for the use of the interconnect since the transmitting signal is coming

back; therefore, it is of interest to understand the DW reflection so that a proper

structure can be designed to make the DW disappear at the end of the interconnect.

Fig. 45 shows the time evolution of the magnetization at the end of the intercon-

nect for the cases that the DW is reflected and destroyed. For the reflection, the DW

with an opposite phase, which is responsible for a negative velocity, is recreated at

the end of the channel as the DW reaches the boundary. On the other hand, if there

is no enough energy for the DW to reform, through the damping mechanism, the DW
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will gradually disappear at the end of the channel.

Fig. 46(a) shows the DW energy is a key parameter to determine the transient

behavior of the DW at the end of the interconnect. In Fig. 46(a), a DW with

a given phase is initially located near the boundary and it moves toward the end

automatically due to transverse anisotropy. It is found that with a higher damping

coefficient, the DW tends to disappear at the end since most of energy is dissipated

during the transport. Also, with a constant damping coefficient, the DW in a lower

energy configuration (see Fig. 46(b)) prefers to disappear at the end. However,

the control of the DW phase reaching the end is quite difficult since it depends on

both injected spin currents from ASL and DW transport in the channel; hence, high

damping materials [138] incorporated at the end of the interconnect as shown in Fig.

40 are recommended to prevent DWs from being reflected.

5.4.2 Delay, Energy, and Material Targets

After knowing that the DW will disappear at the end using high damping materials,

the delay of the interconnect can be defined as

DELAY = τc + τt, (68)

where τc is the time for ASL creating the DW in the interconnect, and τt is the time

for the DW traveling to the end of the channel. The energy of the entire structure is

given as

ENERGY = IcV τp, (69)

where Ic is the charge current supply on ASL, V is the voltage on the transmitting

magnet of ASL, and τp is the pulse duration of the current supply. Note that the

current source can be turned off once the DW is formed in the interconnect; thus, for

the lowest energy operation, τp would be equal to τc, which will vary due to different

current sources; however, for simplicity, here the pulse duration is set to be 1 ns in

all the simulations. The simulation parameters are summarized in Tables 6 and 7.
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Figure 45: The time evolution of the magnetization at the end of the interconnect
for (a) DW reflection (α = 0.01) and (b) DW disappearance (α = 0.1) [25]. The
domain wall is located near the boundary initially and moves toward the edge due to
automotion.
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Figure 46: (a) The effects of phase and Gilbert damping coefficient at the end of
the interconnect on the DW reflection and disappearance. Red lines represent the
DW is reflected, and blue lines represent the DW is destroyed at the end [25]. The
interconnect length is 400 nm and the DW is located at z = 360 nm initially. The
Gilbert damping coefficient changes from 0.01 to 0.1 for z = 360 nm to z = 400 nm,
and is set to be 0.01 for the rest of the wire. Note that if φ is exactly π/2 or 0, the
domain walls have zero speed. (b) Schematics for illustrating high and low energy DW
configurations in the in-plane ferromagnetic interconnect. The green arrow represents
the direction of material anisotropy. The red region is where the damping coefficient
is changed in Fig. 46(a).
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Table 6: Simulation parameters for ASL. The transport parameters of the Cu chan-
nel are obtained from the compact model developed in Ref. [176]. Note that the
imaginary part of mixing conductance is assumed to be zero for the FM metal/NM
metal interface.

Symbol Value Unit

Length for the ground path, Lg 30 nm

Width for the ground path, Wg 20 nm

Thickness for the ground path, tg 20 nm

Channel length, Lc 100 nm

Channel width, Wc 20 nm

Channel thickness, tc 20 nm

Surface specularity, p 1 −

Grain boundary reflectivity, R 0.1 −

Majority interface conductance, G↑↑ 0.6× 1015 Ω−1·m−2

Minority interface conductance, G↓↓ 0.2× 1015 Ω−1·m−2

Mixing interface conductance, G↑↓ 5.5× 1015 Ω−1·m−2

Table 7: Simulation parameters for the FM interconnect. Note that no material
anisotropy in the transverse direction is assumed (Ku,y = Ku,z = 0).

Symbol Value Unit

Free space permeability, µ0 4π × 10−7 joule·A−2·m−1

Gyromagnetic ratio, γ 17.6× 1010 tesla−1·s−1

Saturation magnetization, Ms 0.25/1× 106 A·m−1

Gilbert damping coefficient, α 0.001/0.007/0.01 −

Exchange constant, A 2× 10−11 joule·m−1

Uniaxial anisotropy energy density, Ku,x 1.2× 105 joule·m−3

Interconnect length, Lint 100− 1000 nm

Interconnect width, Wint 20 nm

Interconnect thickness, tint 2 nm
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Figure 47: The delay and energy versus the interconnect length. The current source
for ASL is 0.5 mA [25]. For the ferromagnetic interconnect, the saturation magneti-
zation is 1 × 106 A/m and damping coefficient is 0.01. The infinite delay represents
no DW reaching the end of the interconnect.

Fig. 47 shows the energies needed for different interconnect lengths are the same.

This is because the required energy for the interconnect is simply to create the DW,

instead of driving the DW. Due to shape anisotropy, the DW is able to move automat-

ically along the interconnect without consuming any energy. Note that the delay does

not linearly increase with the interconnect length since due to the damping process,

the DW velocity becomes slower as the DW travels through the wire. Therefore, if

the interconnect is too long for a DW to reach the end, the delay becomes infinite.

The current source in ASL plays an important role in determining the interconnect

performance. Fig. 48(a) shows with different magnitudes of the current supply, the

delay changes in an oscillating behavior. This can be explained by the fact that the

initial phase of the DW depends on the injected spin current in a similar fashion, which

is also observed in 3-D micromagnetic simulations [167]. Since the DW velocity has

the sinusoidal dependence on the phase, a faster velocity is not necessarily obtained
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from a stronger current. Therefore, even though the time for DW creation increases

as the current magnitude is reduced, there is no guarantee for obtaining a shorter

delay using a stronger current. Furthermore, in Fig. 48(a), we can see that when the

current is low enough, the delay becomes infinite since within the current pulse, the

spin torque from ASL is not strong enough to create the DW that moves properly.

Thus, there exists a minimum energy for operating the interconnect. However, in

Fig. 48(b), in the case of longer interconnects, the delay also becomes infinite as the

current increases. This is because the initial DW phase created by ASL fails to provide

enough velocity that drives the DW to the end of the interconnect. In such a case,

the DW stops in the middle of the interconnect and the delay becomes infinite. As a

result, choosing a proper biasing current working for different interconnect lengths is

critically important for interconnects using automotion of DWs.

To mitigate the DW-stopping issue in longer interconnects, as shown in Fig. 49(a),

a FM material with a lower Gilbert damping coefficient [73, 3] is suggested since in

such a case, the DW can preserve its velocity longer and travel over a reasonable

distance for the use of interconnects. On the other hand, in Fig. 49(b), the energy

of the interconnect can be further reduced by using a material with a lower satura-

tion magnetization since the DW can be created with the lower current. However,

the delay does not necessarily increase with saturation magnetization since both DW

creation time and initial DW velocity depend on the magnitude of STT. Further-

more, saturation magnetization also affects how DW velocity changes in the channel.

Therefore, instead of saturation magnetization, reducing damping mechanisms in the

interconnect will be a more efficient way to improve the displacement. Moreover, the

energy performance can be further improved by using a metallic channel in ASL with

a longer spin relaxation length, e.g., a channel with smaller grain boundary reflectiv-

ity and larger surface specularity, since the minimum charge current in ASL required

to create a DW can be reduced.
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Figure 48: The delay and energy versus the magnitude of the ASL current supply for
(a) 100 nm and (b) 400 nm interconnects [25]. The parameters for the interconnects
are the same as those shown in Fig. 47.
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Figure 49: The effects of (a) Gilbert damping coefficient (Ic = 0.5 mA) and (b)
saturation magnetization on the delay (the interconnect length is 100 nm) [25].
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5.4.3 Thermal Fluctuations

At room temperature, thermal fluctuations on magnetization dynamics inside the

interconnect is inevitable; therefore, it is of interest to study how DW automotion is

influenced by the thermal noise. Fig. 50(a) shows that the DW automotion is strongly

dependent on the thermal noise. This is mainly because the fluctuating DW phase due

to the noise changes the velocity as the DW travels through the interconnect; thus, the

trajactory of the DW displacement in time can largely deviate from that without the

noise. This large deviation can impair the reliability of the interconnect significantly

since the DW can reach the end of the wire with quite different delays. The similar

constraint can be also be observed in interconnects based on STT switching [29, 28],

where the delay distribution becomes wider as the interconnect length increases or the

applied voltage is reduced. As a result, to reduce the noise effect on DW automotion,

an interconnect with low Gilbert damping is recommended since the magnitude of

the thermal field can be reduced, and the deviation from the noiseless situation is

largely suppressed using a low damping channel as shown in Fig. 50(b).

5.4.4 Summary

In this chapter, interconnects for ASL using automotion of DWs are proposed to

make ASL circuits more energy-efficient, and are analyzed using a hybrid physical

solver including ASL equivalent circuits, 1-D LLG equation, and equations of motion

for DW transport. Through the model, the reflection of the DW is eliminated by

adding a layer with a high damping coefficient at the end of the FM interconnect.

The energy and delay are also studied. It is found that the delay of the interconnect

using DW automotion can be independent of the length; furthermore, the intercon-

nect performance can be improved by reducing both saturation magnetization and

damping coefficient along the channel, and the reliability can be also enhanced by a

low damping channel.
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Figure 50: The thermal noise effects (T = 300 K) on the domain wall displacement
using automotion with different damping coefficients (a) α = 0.01 and (b) α = 0.001
[25]. The interconnect length is 400 nm with saturation magnetization being equal
to 1× 106 A/m (Ic = 1 mA).
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CHAPTER VI

LOW-POWER SPIN VALVE/DOMAIN WALL LOGIC

6.1 Overview

By combining all the advantages of the structures discussed from Chapter III to

V, in this chapter, a novel scheme for non-volatile digital computation is proposed

using STTs and automotion of magnetic DWs [30]. The basic computing element

is composed of a lateral SV with two FM wires served as interconnects, where DW

automotion is used to propagate the information from one device to another. The non-

reciprocity of both device and interconnect is realized by sizing different contact areas

at the input and the output as well as enhancing the local damping mechanism. The

proposed logic is suitable for scaling due to a high energy barrier provided by a long

FM wire. Compared to the scheme based on non-local spin valves (NLSVs) in Chapter

V, the devices can be operated at lower current density due to utilizing all injected

spins for local magnetization reversals, and thus improve both energy efficiency and

resistance to electromigration. This device concept is justified by simulating a buffer,

an inverter, and a 3-input majority gate with comprehensive numerical simulations,

including spin transport through the FM metal/NM metal interfaces as well as the

NM channel and stochastic magnetization dynamics inside FM wires. In addition to

digital computing, the proposed framework can also be used as a transducer between

DWs and spin currents for higher wiring flexibility in the interconnect network.

6.2 Spin Valve/Domain Wall Logic

Spintronics, a field of switching magnetization using variety of sources [87], has re-

cently been one of the most promising candidates in the beyond CMOS computing
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[165], as power dissipation due to leakage currents in present-day integrated circuits

increases with device density, doubling approximately every two years according to

the Moore’s law [156]. The major advantage of encoding digital information into mag-

netic states is their non-volatility, which eliminates the delay and energy required to

save and fetch the data when a microprocessor is put in a sleep state, with power

off. It thus loosens the power constraints in a microprocessor. In most of the pro-

posed spin-based logic devices [165], the bit is represented by the magnetization of

a single-domain ferromagnet, and the communication between bits is realized using

either spin currents [8, 247], the dipolar coupling [47, 41], or spin wave propagation

between magnetoelectric cells [113, 52]. However, no matter how well the data is pre-

served while bits are transmitted, the data retention time is degraded as the device

size is scaled due to the lowering of the energy barrier of the magnet [210]. Hence,

it is of interest to seek an alternative magnetic structure in digital computing, where

bits can be retained longer in the path of scaling.
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Figure 51: Schematic of the proposed computing element, comprising a lateral metal-
lic SV and two FM interconnects, where DW automotion is used to update the mag-
netization of the wire. The damping mechanism in the region bounded by dashed
lines is stronger than that in the rest to enhance the logic non-reciprocity, which is
also optimized by sizing the input and output contact areas (or varying Linput and
Loutput). The blue, gray, and yellow colors designate FM, insulating, and NM mate-
rials, respectively. The yellow arrow represents the magnetization orientation in the
wire. The magnetizations pointing to +x and −x are defined as 1 and 0, respectively.

Using FM nanowires to store bits in digital logic can provide better non-volatility
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than using a single-domain magnet due to a higher energy barrier of the wire. Some

spin-based devices have been proposed to realize computation by controlling the lo-

cation of the magnetic DW in the FM wire using in-plane spin currents [42, 17].

However, those devices need highly resistive MTJs to convert the magnetic signal to

the electrical one. The latter is used to drive magnetization switching in the next

stage for a more complex logic function. On the other hand, the general concept of

using FM wires as interconnects has been proposed, in which the shape-anisotropy-

driven DW motion, also known as DW automotion [34], is used to update the bit

inside the wire [167]. Recently, devices in the form of NLSVs connected by FM wires

based on automotion of DW has been proposed due to full metallic structures and

the possibility of energy-free propagation of DW once it is created [25]. In contrast,

in NLSVs, only a part of injected spins contribute a STT to DW creation in the

interconnect, and the STT becomes much weaker as the shunt path in the device is

reduced [26]. As a result, a lateral simple SV with a tunneling barrier is suggested

to eliminate the shunt path and simultaneously maintain the non-reciprocity [28, 29].

While the device is able to fully use injected spins for information processing, it still

has some drawbacks due to the fact that a tunneling barrier, that is required to

maintain the non-reciprocity [45] or overcome conductivity mismatch [180], is highly

resistive. As a result, in this chapter, to further reduce the device resistance while

all the injected spins are used to manipulate the magnetization, a metallic SV with

FM interconnects based on DW automotion is proposed as a basic element for digital

computing (Fig. 51). Unlike typical applications such as magnetic field sensors and

random access memories (RAM), where the asymmetry of SVs is achieved by either

making one magnet thicker than another or having the exchange bias provided by an

antiferromagnet on one of the magnets, here the logic non-reciprocity is realized by

sizing different contact areas of the input and the output as well as locally enhancing

the damping process underneath the input contact.

113



Figure 51 shows the device structure, comprising a simple metallic SV with two

FM wires as interconnects. A voltage is applied across the metallic channel. Since

the resistance of the FM wire is much higher than that of the NM channel thanks to

its small thickness, almost all of the current flows into the NM channel rather than

the FM wire. When a negative voltage is applied at the input, electrons with spin

polarization collinear to the magnetization underneath the input contact are injected

into the NM channel. Because of strong screening effects inside the normal metal,

injected spins travel through the channel mainly by diffusion [226]. As spin-polarized

electrons reach the end of the metallic channel, a STT is exerted onto the FM region

under the output contact. As long as the magnitude of STT is well above the threshold

for local magnetization reversal and within a certain range, a DW with a +x velocity

can be created in the beginning of the wire [167]. The DW would propagate toward

the end of the FM wire due to intrinsic shape anisotropy [34]. Therefore, the bit

is written from the input to the output and passed to the next stage through the

interconnect. Furthermore, at the output, while a DW is generated by the input,

electrons with spin polarization anti-parallel to the magnetization underneath the

output contact are accumulated at the interface and diffuse back to the input. Thus,

there is also a STT exerted on the FM region at the input. To reduce STT effects

on the input for non-reciprocity, the damping mechanism at the input is set to be

stronger than the rest of the interconnect, making the input’s response to STT weaker.

Note that local highly-damped regions may be realized by intentionally increasing the

impurity concentration (e.g. Nd) at the end of the FM wire [138]. Making the input

highly damped can also ensure that the DW can disappear at the end of the wire

and thus no data reflection occurs in the interconnect [25]. In addition to the local

enhancement of damping coefficient, the non-reciprocity can also be further improved

by varying charge current density at both input and output, which strongly influence

the magnitude of STT in the device (see Appendix B for analytical derivations). On
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the other hand, if the voltage polarity is reversed, the STT experienced by the output

is due to back-diffusive spin-polarized electrons from the input interface. Since spin

polarization of these electrons is anti-parallel to the input magnetization, the bit is

inverted as it is written into the output.
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Figure 52: The schematic of a three-inputs majority gate under the proposed scheme.
An AND or an OR gate can be realized by setting one of the inputs as a control
terminal.

To sum up, the device is switched to lower-energy parallel and anti-parallel con-

figurations as negative and positive voltages are applied, respectively. This feature is

of interest in digital computing since the bit can be encoded into the magnetization,

and non-inverting logic or inverting logic can be realized using the same structure by

simply changing the supply voltage polarity. The device operation can be understood

by making an analogy to a simple SV with one layer fixed and another layer free.

Here a ”quasi-fixed” layer is achieved by both reducing the STT applied at the input

and the input’s response to STT. In addition, a 3-input majority gate is also of inter-

est since majority logic is more efficient for implementing combinatorial logic (fewer

gates required). An AND or an OR gate can be realized by setting one of the inputs

as a control terminal [163]. Figure 52 shows a 3-input majority gate implementation

using the proposed scheme. Similar to Ref. [163], the magnetization underneath the

output contact is controlled by the net spin polarization of current flowing into the

output, which is mainly determined by the majority of the inputs. Note that for

a 3-input majority gate, if magnetizations of the inputs are not identical (e.g. two

inputs are in the +x direction and one input is in the −x direction), the net STT
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at the output is not simply the sum over all the contributions from the inputs. In

fact, the net spin torque is weakened under non-identical inputs because there are

some currents directly flowing from one input to another due to different resistances

of the signal paths (e.g. parallel and anti-parallel configurations result in low and

high resistances, respectively).

6.3 Mathematical Models

To model the proposed scheme as shown in Fig. 51, spin circuit theory is used

to describe spin transport through NM and FM metals as well as their interfaces

[13, 141, 24]. Note that in this chapter, at the NM/FM interface, the perpendicular

spin component is simply dependent on spin accumulation at the NM side [125, 24],

instead of that across FM/NM interface assumed in Ref. [141]. For FM nanowires,

the magnetization dynamics is captured by the stochastic LLG equation. Similar to

Ref. [25] (or Chapter V), a self-consistent numerical iteration between spin circuits

and the LLG equation is required to describe the time evolution of the system. In

this section, the theoretical approach to model the proposed scheme is presented in

detail.

An equivalent circuit of a single device is given in Fig. 53, where [GNM,se] and

[GNM,sh] are the series and shunt conductances of the NM material, respectively,

[GFM,se] and [GFM,sh] are the series and shunt conductances of the FM material, re-

spectively, [Gint,se] and [Gint,sh] are series and shunt conductances at the FM/NM

interfaces, respectively, Lp, Lc, and tFM are the contact length, channel length, and

thickness of FM wires, respectively, and ~m1 as well as ~m2 are the magentizations at

the input and output, respectively. Note that all the conductances in Fig. 53 are

4×4 matrices, and [Gint,se], [Gint,sh], [GFM,se], as well as [GFM,sh] vary with the local

magnetization and thus are space-dependent. The number of FM and interface sub-

circuits at both input and output is determined by the size of the contacts (i.e. Linput
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Figure 53: An equivalent spin circuit of a single device shown in Fig. 51. Blue, yellow,
and mixed blue/yellow bars stand for FM materials, NM materials, and FM/NM
interfaces, respectively. Black and red arrows stand for spin currents flowing into
the FM materials and charge current sources, respectively. Dashed and solid bars
represent shunt and series conductances, respectively.
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and Loutput in Fig. 51). The detailed mathematical expressions of these conductance

matrices can be found in Refs. [141, 24]. In this chapter, the interface shunt conduc-

tance is only required at the side where a STT is present [24], rather than both sides

assumed in Refs. [23, 203]. This is because from both experimental and theoretical

studies, the transverse spin component can only penetrate some typical FM metals

(e.g. Fe, Co, and Py) less than 1nm [248, 205, 225]. However, in some weak FM

metals such as CuNi, the transverse spin component may appear at both sides of the

FM thin film, and thus a more sophisticated expression for the interface transport

is required [124]. The overall conductance matrix for a single device, [G]4N×4N , can

be obtained using a nodal analysis similar to Ref. [25], where a set of equations are

established by the fact that the net current at each node is zero and satisfies the

following equation:

[I]4N×1 = [G]4N×4N [V ]4N×1 , (70)

where [I]4N×1 and [V ]4N×1 are current and voltage column vectors describing charge

and spin components for all the nodes in the circuit, N is the total number of nodes

in the circuit, and the index 4 includes one charge component and three spin elements

in the x, y, and z directions. By multiplying the inverse matrix of [G]4N×4N at both

sides of Eq. 5, the charge and spin voltages at each node can be obtained. And the

nodal current vector, [Iij], including both charge and spin components flowing from

the i to the j node, is given as

[Iij]4×1 = [Gij]4×4

(
[Vi]4×1 − [Vj]4×1

)
, (71)

where [Gij]4×4 is the conductance with [Iij]4×1 flowing through, and [V ]4×1 is the nodal

voltage vector having both charge and spin components. Thus, spin currents flowing

into the input and the output of a single device can be calculated by solving the

nodal equations of the equivalent circuit shown in Fig. 53. To evaluate the magnetic

responses of the wires, spin currents flowing into the FM wires at both input and
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output, calculated from the spin circuit, become the inputs to the stochastic LLG

equation given in Eq. 10. Note that here Is is the average spin current flowing into

the FM wires, and ~Heff is the effective magnetic field including material anisotropy,

~Hm, shape anisotropy, ~Hs, exchange interaction, and thermal random noise, ~Hth, and

given as follows:

~Heff = ~Hm + ~Hs +
2A

µ0Ms

∂2 ~m

∂x2
+ ~Hth, (72)

where all the internal fields are defined the same as those in Ref. [25], and A is the

exchange constant. Note that since the width and the thickness of FM wires are quite

small, magentizations in both y and z directions are assumed to be uniform and thus

the exchange field is only dependent on the x direction. From Refs. [167, 25], it has

been shown that this assumption describes DW automotion well in terms of some

important quantities of interconnect such as DW velocity and driving currents for

DW creation compared to full micromagnetic simulations. Once the magnetization

of the wire is updated after solving the LLG equation, the FM and FM/NM interface

conductance matrices will also be changed accordingly due to their dependence on

the local magnetizations. Hence, the new spin circuit has to be solved iteratively to

obtain the updated spin currents flowing into the wire, and a self-consistent numer-

ical solution between the spin circuit and the LLG equation establishes a complete

dynamics of a single device. Similarly, a 3-input majority gate can be simulated using

the equivalent circuit shown in Appendix B with the LLG equations for FM wires.

6.4 Results and Discussion

In this section, the proposed concept is justified using the numerical scheme mentioned

in the preceding section by investigating the logic non-reciprocity, and a buffer, an

inverter, as well as a 3-input majority gate are simulated. To explore the potential

of the proposed device, its performance is also compared with NLSV and CMOS

counterparts. In the following simulations, the in-plane magnetized wire is used due
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to a faster DW velocity compared to the out-of-plane one [167]. The wire length

is chosen as 300nm for typical local interconnects [165], and the mesh size is 2nm.

The magnetic wires are modeled with the material parameters of permalloy, in which

material anisotropy is weak and thus the energy barrier is mainly determined by shape

anisotropy. Furthermore, Cu is used as the non-magnetic material and the length is

chosen as 70nm, which can be further reduced to improve the energy efficiency as long

as the dipole coupling between the input and the output FM wires is weak enough

[26]. Note that Cu transport parameters such as resistivity and spin relaxation length

are obtained through the compact model developed in Ref. [176] by assuming that

the specularity (p) and reflectivity (R) of the wire are 1 and 0.1, respectively. If

not stated otherwise, for simplicity, the applied current pulse is set to be 1.5ns to

drive a single device. However, thanks to DW automotion, the current can be turned

off to save energy immediately after a DW is created in the beginning of the wire.

Simulations parameters not mentioned above are summarized in Table. 8.
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Figure 54: Time evolution of average magnetizations of FM wires for the input (top)
and the output (bottom) in an SV inverter with different damping coefficients at the
end of the wire.
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Table 8: Simulation parameters in this section. ρ and β are the resistivity and spin
polarization of conductivity for permalloy, respectively. lsf,‖ and lsf,⊥ are longitudinal
and transverse spin relaxation lengths of permalloy, respectively. lFM , wFM , and tFM
are the length, width, and thickness of FM wires, respectively. lNM , wNM , and tNM
are the length, width, and thickness of the NM channel, respectively. G↑↑, G↓↓, and
G↑↓ are majority, minority, and mixing interface conductances, respectively.

Symbol Value Unit

ρ 1.4× 10−7 [146] Ω·m

β 0.6 [13] -

lsf,‖, lsf,⊥ 5 [7], 0.8 [225] nm

Ms 8× 105 [51] A·m−1

A 1.3× 10−11 [51] joule·m−1

α 0.007 [133] -

lFM , wFM , tFM 300, 20, 2 nm

lNM , wNM , tNM 70, 20, 20 nm

G↑↑, G↓↓, G↑↓ 0.9, 0.1, 0.39 [13] 1015Ω−1·m−2

6.4.1 Logic Non-reciprocity

To maintain the device non-reciprocity, it is of importance to ensure that only the

input can affect the output, not the other way around. Hence, in our proposed

scheme based on SVs, the non-reciprocity is created as the magnetic response to STT

of the input is much weaker than that of the output, which is realized by increasing

the damping process at the end of the interconnect. Figure 54 shows the effect of

damping coefficient at the end of the FM wire on the non-reciprocity as both input

and output experience a strong STT. In Fig. 54, it can be seen that in the case of

the damping coefficient being 0.18, the magnetization at the input is quite sensitive

to the STT, and thus an inverter cannot be operated normally under positive bias

current. However, as damping coefficient is increased to 0.5, the input’s magnetization

is almost unperturbed even under a strong STT, and in such a case, the output

magnetization can be switched as expected. Note that the reversal of the average
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magnetization in an FM wire implies the fact that a DW is created by a STT in the

beginning of the wire, travels automatically using intrinsic shape anisotropy through

the channel, and disappears at the end of the wire through the damping process.

Although a large damping coefficient is desirable in the proposed scheme, so far the

highest one demonstrated experimentally is only about 0.18 by intentionally doping

Pd into Py [138]. Therefore, another efficient way to improve the non-reciprocity is

to reduce the STT exerted on the input by sizing the contact areas of both input and

output.
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Figure 55: Time evolution of average magnetizations of FM wires for the input (top)
and the output (bottom) in an SV inverter with different input contact lengths. The
damping coefficient at the end of FM interconnect is set to be 0.18 for Figs. 55 to 63.

In Fig. 55, as the input contact length is increased from 20nm (black) to 40nm

(red), the input’s magnetization becomes less disturbed due to a weaker STT re-

sulting from smaller current density flowing through the input. However, since the

magnetization at the input is still affected by the STT due to the output, one can ob-

serve that input’s and output’s magnetizations still interact strongly with each other

before the DW at the output is created. The input can become less sensitive to STTs
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by further increasing the input contact length to 60nm (blue). In such a case, the

coupling between the input and the output is significantly reduced, and a DW can

be created faster. Note that there is no guarantee that a DW can definitely reach the

end after creation, since a DW with −x velocity may be created and then disappears

in the beginning of the wire (e.g. blue in Fig. 55). If 100nm is used as the input

contact length (olive), the input’s magnetization is almost insensitive to the STT,

similar to setting the damping coefficient as 0.5 as shown in Fig. 54. However, the

time required to create a DW will become longer because the STT at the output is

weakened as the charge current density at the input becomes smaller.
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Figure 56: Time evolution of average magnetizations of FM wires for the input (top)
and the output (bottom) in an SV inverter with different output contact lengths.

Since in SVs, the input and the output are closely coupled through STTs, the

sensitivity of the input to the STT can also be reduced by increasing the output

contact length. In Fig. 56, it is shown that by increasing the output contact length

from 10nm (black) to 20nm (red), the time that a DW is created becomes faster.

This is because the STT at the input is also reduced by lower current density at the
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output. The output switching becomes more efficient as the input is less sensitive to

STTs even though the output current density is reduced. As the length increases to

40nm (blue), the input’s magnetization is almost unaffected by the output and thus

an improvement in the speed of DW creation is also observed. However, as discussed

in Ref. [25], a DW that is created faster may not reach the end of the wire earlier

because of its slow DW velocity (e.g. blue in Fig. 56). The speed of DW creation

is not further improved as the output contact length is increased to 100nm because

the input’s magnetization is already stable enough for efficient switching at smaller

output contact lengths.
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Figure 57: Time evolution of average magnetizations of FM wires for the input (top)
and the output (bottom) in an SV inverter under different magnitudes of driving
current.

In addition to the damping process and contact area, the device non-reciprocity

can also be improved by smaller driving currents as shown in Fig. 57, where the

input’s magnetization becomes less disturbed as the applied current is reduced. How-

ever, the speed of DW creation becomes slower at smaller driving current since the

current densities at both input and output are reduced. Note that a DW cannot be
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created because of an insufficient STT if the driving current is too small (e.g. olive

in Fig. 57).

6.4.2 Buffer, Inverter, 3-input Majority Gate, and DW/Spin current
Transducer

As explained in Section 6.2, the proposed device prefers parallel and anti-parallel

configurations under negative and positive driving currents, respectively, and a buffer

as well as an inverter can be implemented based on that. Figs. 58 and 59 show that

by properly sizing contact areas and using reasonable damping coefficient at the end

(α = 0.18) for the non-reciprocity, the device can act as an inverter (a buffer) as

positive (negative) current is applied. Note that DW creation from the anti-parallel

state is faster than that from the parallel one, which is consistent with a substantial

asymmetry between the differential torque near parallel and anti-parallel alignment,

predicted by all semiclassical calculations of transport and STTs in metallic multilay-

ers [13, 206]. Fig. 60 also demonstrates that a 3-input majority gate can be operated

normally under the proposed scheme. Note that the switching responses are different

for the input patterns being 000 and 100 since the net STT at the output are different;

thus, clocking a circuit with majority gates may be non-trivial.

In addition to logic gates, the proposed scheme can also be used as a transducer

between the DW and spin current. As a result, a hybrid interconnect system combing

the advantages of DW automotion and spin diffusion can be constructed to propagate

spin information. For instance, the interconnect using automotion is energy-free, but

it is difficult to bend a DW interconnect to have a 90◦ turn due to pinning sites at the

corners. However, spin-diffusive interconnects can still work well at abrupt turning

angles. Therefore, the wiring in spin circuits can become more flexible when this

hybrid scheme is applied.
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Figure 58: Time evolution of average magnetizations of FM wires for the input (top)
and the output (bottom) in an SV device with initial parallel alignment under positive
and negative driving currents.
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Figure 59: Time evolution of average magnetizations of FM wires for the input (top)
and the output (bottom) in an SV device with initial anti-parallel alignment under
positive and negative driving currents.
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Figure 60: Time evolution of average magnetizations of FM wires in a 3-input ma-
jority gate based on SVs for the three inputs and the output (bottom). −100µA
is applied at each input. The input and output contact lengths are 40 and 20nm,
respectively.

6.4.3 Comparison to NLSVs and CMOS Circuits

To explore the real potential of the proposed scheme, it is required to compare the

scheme based on NLSVs, which can also provide a complete set of Boolean functions

[25]. However, to have a fair comparison between two schemes, here a performance

optimization of NLSVs by engineering the contact areas is briefly discussed. The

equivalent spin circuit for a single NLSV device can be found in Appendix B. Fig. 61

shows that as the output contact length increases, a DW is created slower with fixed

injected spins at the input. This is because in NLSVs, the STT at the output only

depends on injected spins at the input; therefore, a larger FM region needs longer

time to be switched under the same amount of STT. If the input contact length is

increased, meaning that both input current density and injected spins are reduced,

the STT at the output is weakened and may not be strong enough to create a DW

as shown in Fig. 62. As a result, based on Figs. 61 and 62, smaller input and output
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contact lengths are desired in NLSVs to provide a strong STT exerted on the output.

With the optimized contact size, Fig. 63 investigates the minimum driving current

in NLSVs, and it is found that the minimum driving current in both schemes are

similar (see Fig. 57); however, the current density in SVs is much smaller than that

in NLSVs. This is mainly because in NLSVs, a significant part of injected spins are

directly flowing into the ground, rather than contributing a STT at the output. In

SVs, all the spins participate the switching process. Note that the non-reciprocity in

NLSVs is realized by the asymmetry of the non-local structure, and sizing different

input and output contact areas is only for performance optimization, which is very

different from SVs.
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Figure 61: Time evolution of average magnetizations of FM wires for the input (top)
and the output (bottom) in a NLSV inverter with different output contact lengths.

It is well known that the energy dissipation of current-driven STT logic devices is

mainly due to the wiring network linked to the global power supply rather than the

device itself [165]. Here 300Ω is assumed as the wiring resistance from the device to the

global power supply for the contact length equal to 10nm, and the switching energy is
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Figure 62: Time evolution of average magnetizations of FM wires for the input (top)
and the output (bottom) in a NLSV inverter with different input contact lengths.
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Figure 63: Time evolution of average magnetizations of FM wires for the input (top)
and the output (bottom) in a NLSV inverter under different magnitudes of driving
current.
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calculated using E = I2Rτ , where E is the switching energy, I is the driving current,

R is the wiring resistance, and τ is the current pulse duration. Using I = 200µA

as an example, the corresponding energy for a single switching in a NLSV device

is 18fJ (black in Fig. 63). Similarly, with the same driving current, an SV device

only dissipates 6.7fJ due to lower resistance of the wiring network (black in Fig. 57),

and thus provides a new low-power option for the STT-driven logic family. Since the

proposed scheme can be operated at lower current density, electromigration induced

by large current density in Cu-based NLSVs [209] can be significantly mitigated.

Table. 9 summarizes the comparison between schemes based on SVs and NLSVs.

Table 9: A performance comparison between schemes based on SVs and NLSVs.
200µA is applied to both structures to simulate inverters, and the shunt path in the
NLSV is 30nm. The delay (τ) is defined as the total time required for DW creation
in the beginning of the FM wire and DW automotion to the end of the FM wire. E
is the switching energy.

(Linput, Loutput) Ic E τ

SV (40nm, 20nm) 200µA 6.7fJ 1.12ns

NLSV (10nm, 10nm) 200µA 18fJ 1ns

In addition to the non-volatility and the eliminating of static power in circuits,

another major advantage of the proposed scheme is a straightforward implementation

of a majority gate as shown in Fig. 52, which enables a significant reduction in the

required circuit layout area. Table. 10 shows a performance comparison for a 3-

input majority gate based on the proposed devices (Fig. 60) and low-power CMOS

transistors [165]. From Table. 10, it is shown that even though the switching energy

(or dynamic power) using the proposed scheme is still much higher than that using

the CMOS counterpart due to a slow magnetic response of the FM metal to STTs,

the circuit area under the proposed scheme is significantly reduced.

130



Table 10: A performance comparison for a majority gate using the proposed devices
(Fig. 60) and the low-power (LP) CMOS switches (F=15nm, 2018 technology node
in the 2013 edition of ITRS [165]). E, τ , and Area are the switching energy, critical
delay, and required circuit area, respectively. The spacing between FM interconnects
is assumed to be 20nm. A 3-input majority gate function is given as O = AB+BC+
CA, where A, B, C are the inputs and O is the output. In the CMOS implementation,
a 3-input majority gate is composed of three 2-input NAND and one 3-input NAND
gates, which require at least 18 CMOS digital switches with routing interconnects in
different metal layers to minimize the area.

E τ Area

This work 20.1fJ 1.14ns 0.01µm2

LP CMOS [165] 0.069fJ 0.042ns 0.166µm2

6.5 Summary

This chapter presents a novel scheme using SVs and FM wires to perform digital

computation, and justifies the proposed concept through comprehensive simulations

including spin transport in metallic multilayers and stochastic magnetization dynam-

ics. The proposed scheme offers a new option to implement low-power logic using the

current-driven STT due to removing the shunt path in NLSVs, and is more suitable

in the path of scaling because of using FM wires to store bits, rather than single-

domain FM metals. Furthermore, the proposed concept can also be viewed as a

transducer between spin current and magnetic DW, which may significantly increase

the flexibility in the wiring network of spin interconnects.
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CHAPTER VII

ELECTRORESISTANCE IN FERROELECTRIC TUNNEL

JUNCTIONS

7.1 Overview

In addition to the electron spin, in this chapter, our emphasis is switched to an emerg-

ing memory device based on switching electric polarization of an FE thin film, also

known as an FTJ. As a result, this chapter presents a theoretical approach, comprising

the NEGF method for electronic transport and Landau-Khalatnikov (LK) equation

for electric polarization dynamics, to describe polarization-dependent TER in FTJs

[31]. By using appropriate contact, interface, and FE parameters, the measured

current-voltage characteristic curves in both inorganic (Co/BaTiO3/La0.67Sr0.33MnO3)

and organic (Au/PVDF/W) FE tunnel junctions are well described by the proposed

approach. Furthermore, under this theoretical framework, the controversy of opposite

TER signs observed experimentally by different groups in Co/BaTiO3/La0.67Sr0.33MnO3

systems is addressed by considering the interface termination effects using the effective

contact ratio, defined through the effective screening length and dielectric response

at the metal/FE interfaces. Finally, our approach is extended to investigate the role

of a CoOx buffer layer at the Co/BaTiO3 interface in an FE tunnel memristor. It is

shown that, to have a significant memristor behavior, not only the interface oxygen

vacancies but also the CoOx layer thickness may vary with the applied bias.

7.2 Ferroelectric Tunnel Junctions

As the CMOS technology is down-scaled to the nanometer regime, the static power

consumption plays a non-trivial role in total power dissipation due to a significant
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amount of leakage currents in memory and logic devices [117]. As a consequence,

recently, active research has also been underway in pursuit of low-power and non-

volatile memory and logic circuits in the beyond-CMOS technologies [165], and the

major advantages of the non-volatility in the microprocessor potentially are (i) the sys-

tem speed improvement by eliminating the need of transferring data between volatile

power-starving memories (i.e. static and dynamic random-access memories) and ex-

ternal non-volatile storage (i.e. hard disk drive) as well as (ii) the energy efficiency

enhancement by removing the static power consumption.

Among many emerging non-volatile memory technologies, FE devices based on

quantum-mechanical tunneling, also known as FTJs, have attracted significant at-

tention due to the extremely high ON/OFF ratio, very low write power, and non-

destructive read [92]. The concept of an FTJ has been demonstrated experimentally

[75, 183, 32, 67, 218] thanks to improved technologies in fabricating high quality

ultra-thin FE films by pulsed laser deposition or off-axis sputtering, which push the

critical thickness of ferroelectricity down to a few unit cells [159, 118, 208, 62, 188].

Moreover, over the past decade, FE fabrication technologies have become mature and

compatible to the back-end CMOS process [219], and therefore FTJ-CMOS circuits

with additional microchip functionality may become a reality in the near future.

In an FTJ, the switching of resistance, also known as TER effect, is achieved by

the polarization reversal in the FE barrier via applied voltage. The TER effect is fun-

damentally different from other resistive switching mechanisms such as the formation

of conductive filaments within a metal-oxide insulator in an atomic switch [5], the

oxygen-vacancy-assisted conduction in a resistive RAM [2], and the magnetization-

dependent tunneling in an MTJ [215]. In particular, unlike TMR in the MTJ, which

is typically only a few hundred percent [242, 173, 91], TER in an FTJ can easily

reach 105% [67], offering a much more reliable read mechanism for the stored mem-

ory bits. While significant TER is achieved in FTJs, there still exists a controversy
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in TER signs, particularly for Co/BaTiO3/La0.67Sr0.33MnO3 (Co/BTO/LSMO) sys-

tems [115, 32]; that is, TER signs observed experimentally from different groups are

completely opposite. Note that the term ”TER sign” is introduced here to specify the

relation between the electric polarization direction and the resistance state. The TER

sign is defined as ”+” (positive) and ”−” (negative) when the low (ON) resistance

state is produced by the polarization pointing to the top and the bottom electrodes,

respectively. Recent experimental work shows that these opposite TER signs can

be attributed to the dead layers induced by either TiO2 or BaO termination at the

Co/BTO interface [236].

In addition to the promising progress in the FTJ experiments, lots of theoretical

efforts have also been made in predicting or understanding TER in an FTJ. Inspired

by the polar switch concept proposed by Leo Esaki in 1971 [55], the giant TER was

predicted near the zero bias based on electron direct tunneling [224, 245]. Using a sim-

ilar model, enhanced TER by inserting a non-polar dielectric layer at the metal/FE

interface was also predicted near the equilibrium [246]. Furthermore, going beyond

the equilibrium, polarization-dependent TER was predicted to be based either solely

on direct tunneling [122] or on combination of several transport mechanisms including

direct tunneling, Fowler-Nordheim tunneling, and thermionic emission [171]. Never-

theless, works on polarization-dependent TER were mainly based on the analytical

models derived from the Wenzel-Kramer-Brillouin (WKB) approximation and did

not include a realistic FE hysteresis loop. More importantly, most of the theoreti-

cal approaches describe the experimental data in the low-voltage range; so far, none

of them has provided quantitative comparisons with current-voltage (I-V ) charac-

teristics measured from a full FE hysteresis sweep, which is extremely important in

designing FTJs as memory elements, where both read and write operations need to

be well-described. This chapter presents a comprehensive approach to (i) describe
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the experimentally measured I-V relations for various types of FTJs, and (ii) to ex-

plain the discrepancy in the TER signs observed experimentally by different groups

in the Co/BTO/LSMO layered structures. The developed approach includes the

NEGF method for electronic transport under different bias conditions [46] and the

thermodynamics-based LK equation for a complete ferroelectric hysteresis loop.

An FTJ structure is shown in Fig. 64(a), where the device is composed of an FE

thin film sandwiched between two metal electrodes. In this chapter, TER is assumed

to be induced by band structure modifications through the electrostatic effect due

to polarization reversal (Fig. 66). Moreover, to explore the role of a CoOx buffer

layer in the Co/BTO/LSMO systems, reported to be an inevitable by-product while

depositing the metallic electrode [115], an FTJ structure with a non-polar DE layer

at the metal/FE interface is also considered as shown in Fig. 64(b).
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Figure 64: Schematics of FTJs in the (a) absence and (b) presence of a non-polar
DE layer between the FE and metal electrode. M1 and M2 are top and bottom metal
electrodes, respectively.

7.3 Mathematical Models

In this section, the mathematical details of the proposed approach for TER in an

FTJ is presented.
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7.3.1 FTJ without Non-polar Dielectric

To describe the polarization-dependent TER in an FTJ, the energy band diagram

under the effects of the applied electric field, built-in field, and depolarization field

is considered. In this chapter, the applied electric field is generated by a bias volt-

age across an FTJ, the built-in field is mainly due to the work function difference

between layered materials [68, 211, 137], and the depolarization field is induced by

the incomplete screening of the FE bound charge. Figs. 65(a), (b), and (c) illustrate

electrostatic potential profiles induced by the applied electric field, built-in field, and

depolarization field for FTJs in the presence and absence of a non-polar DE layer,

respectively. Mathematically, for an FTJ without a non-polar DE layer, it is assumed

that the potential profiles within metals (VM1 and VM2) follow the Thomas-Fermi

expression [174] and are given as (see Appendix C for detailed derivations)

VM1 (x) =
−ρsλ1

ε1ε0
e
x
λ1 , (73)

VM2 (x) =
ρsλ2

ε2ε0
e
−(x−tFE)

λ2 , (74)

where ρs is the screening charge density at the FE/metal interfaces (C/m2), λ1 and λ2

are effecitve screening lengths of top and bottom FE/metal interfaces, respectively, ε1

and ε2 are relative dielectric constants of top and bottom FE/metal interfaces, respec-

tively, and ε0 is the vacuum dielectric constant. Note that the imperfect screening

here is described by both effective screening length and dielectric constant, rather

than Thomas-Fermi one, since it is generally accepted that the imperfect screening

is determined not only by the metal, but also by the FE thin film and the specific

interface geometry [105]. As a result, from Eqs. 73 and 74, the potential drop in top

and bottom electrodes are ρsλ1
ε1ε0

and ρsλ2
ε2ε0

, respectively. By assuming that the electric

displacement is continuous throughout the FTJ, the following equation is held.

ρs = ε0EFE + P, (75)
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where P is the electric polarization of the FE and EFE is the total electric field across

the FE. Furthermore, due to the fact that the potential drop induced by the applied

bias and built-in field has to be completely shared by both metal electrodes and the

FE, the following equation is satisfied.

ρsλ1

ε1ε0
+
ρsλ2

ε2ε0
+ EFEtFE = Va + Vbi, (76)

where Va is the applied voltage and Vbi is the voltage drop due to the built-in field,

defined as φ2−φ1
e

with φ1 and φ2 being conduction band discontinuities at the top and

bottom FE/metal interfaces, respectively, and e being the elementary charge. From

Eqs. 75 and 76, the total electric field across the FE is given as

EFE =
Va + Vbi − P

(
λ1
ε1ε0

+ λ2
ε2ε0

)
tFE + λ1

ε1
+ λ2

ε2

. (77)

Note that the depolarization field, Edep, is obtained by canceling the built-in field

with the applied bias (Va + Vbi = 0) and given as

Edep =
−P

(
λ1
ε1ε0

+ λ2
ε2ε0

)
tFE + λ1

ε1
+ λ2

ε2

. (78)

By replacing EFE in Eq. 75 with Eq. 78, the screening charge density induced simply

by the FE bound charge, ρs,p, is given as

ρs,p =
P

1 + λ1
tFEε1

+ λ2
tFEε2

, (79)

which is consistent with the common expression shown in Ref. [245].

The energy band diagram is constructed by assuming that the bulk properties of

metal electrodes remain the same under the applied bias; that is, the Fermi energy

of the metal is fixed. Illustrated in Fig. 66(a) by setting the conduction band edge

in the top metal contact as the zero energy reference, chemical potentials at top and

bottom contacts (µ1 and µ2, respectively) have to satisfy the following equation:
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(a) (b) (c) 

Figure 65: Schematics of electrostatic potential profiles due to (a) applied electric
field, (b) built-in field, and (c) depolarization field for FTJs with (bottom panel) and
without (top panel) a non-polar DE layer between the FE and top metal electrode.

eVa = µ2 − µ1

=

(
ρsλ1

ε1ε0
+ φ1 + EFEtFE − φ2 +

ρsλ2

ε2ε0
+ EF2

)
− EF1,

(80)

where EF1 and EF2 are Fermi energies of top and bottom metal electrodes, respec-

tively.

7.3.2 FTJ with Non-polar Dielectric

As a non-polar DE layer is presented between the top electrode and the FE as shown

in Fig. 64(b), similar procedures to Section 7.2.1 can be followed to obtain the

electric fields and potential profiles in an FTJ. Again by assuming that the electric

displacement is continuous at interfaces, and the net voltage drop has to be entirely
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shared within the device, the following equations are satisfied.

ρs = ε0EFE + P = ε0εDEEDE, (81)

Va + Vbi =
ρsλ1

ε1ε0
+
ρsλ2

ε2ε0
+ EFEtFE + EDEtDE, (82)

where EDE is the electric field across the DE, and εDE is the dielectric constant of the

non-polar layer. By solving Eqs. 81 and 82, the interface screening charge density

and electric fields across the FE and the non-polar DE are given as

ρs =
ε0
tFE

(Va + Vbi) + P

1 + tDE
εDEtFE

+ λ1
ε1tFE

+ λ2
ε2tFE

, (83)

EFE =
ρs − P
ε0

, (84)

EDE =
ρs

εDEε0
, (85)

where Vbi now is defined as (φ2+φc−φ1)
e

with φc being the band discontinuity at the

FE/non-polar DE interface. Note that the screening charge density induced solely

by the FE bound charge can be obtained by removing both Va and Vbi in Eq. 83,

and the resulting expression is consistent with that in Ref. [246]. After knowing the

incomplete screening charge at the interface, the corresponding depolarization field

can be calculated using Eq. 84 and is given as

Edep =
−P

(
tDE
εDE

+ λ1
ε1

+ λ2
ε2

)
ε0

(
tFE + tDE

εDE
+ λ1

ε1
+ λ2

ε2

) . (86)

As expected, Eq. 86 is reduced to Eq. 78 when tDE is reduced to zero. Similarly, by

using the same energy reference in the previous case, the FTJ energy band diagram

with a non-polar DE layer, as shown in Fig. 66(b), is established by satisfying the

following equation:

eVa = µ2 − µ1

=

(
ρsλ1

ε1ε0
+ φ1 + EDEtDE − φc + EFEtFE

−φ2 +
ρsλ2

ε2ε0
+ EF2

)
− EF1. (87)
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7.3.3 FE Hysteresis Loop

To describe the electric polarization response of a FE thin film under applied bias,

built-in field, and depolarization field, the LK equation is used and given as [214]

γ
∂P

∂t
= −∂F

∂P
, (88)

where γ is the viscosity coefficient and F is the FE free energy including the bulk and

interactions with different types of electric fields, which can be in general expanded

in terms of the thermodynamic order parameter based on the Landau theory and is

written as

F = α1P
2 + α11P

4 + α111P
6 − 1

2
EdepP

− (EFE − Edep)P (89)

with α1, α11, and α111 being free energy expansion coefficients [229, 174, 27, 137].

The contribution from both built-in and applied electric fields is included in the last

term in Eq. 89.

While Ref. [229] pointed out that Eq. 88 is particularly for the intrinsic single-

domain FE switching, which typically requires a defect-free FE thin film with a very

small cross-sectional area and is quite different from the extrinsic switching driven

by FE domain nucleation and propagation, here for simplicity, we assume that the

electric polarization in a FE thin film can be represented by an effective electric

polarization, P , satisfying the LK equation, and the experimental FE hysteresis loops,

characterized by the remanent polarization and coercive voltage, can be well described

by adjusting expansion and viscosity coefficients. Furthermore, by using Eq. 88, the

shift in a FE hysteresis loop due to a non-zero built-in field across a FTJ can also be

easily captured [137]. Note that typically the electric displacement through the FE,

D, is written as [152]

D = ε0 (1 + χ)EFE + Pd, (90)
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where χ accounts for the linear contribution of the polarization and Pd is the polar-

ization due to switching dipoles. However, in the LK equation mentioned above, P

accounts for the effects from both linear response and switching dipoles, and thus the

electric displacement is simply written as ε0EFE + P .

7.3.4 Tunneling Currents

As shown in Fig. 66, based on Eqs. 80 and 87, the energy band diagram can be

constructed for a given electric polarization obtained from the LK equation and is used

as the electron potential energy in the NEGF method to calculate the transmission

coefficient [46]. For the tunneling currents, the Landau formula is applied and given

as [128]

J = −
∑
ky ,kz

2e

Ah

∫
dEt(E) {f1 (E)− f2 (E)} , (91)

where ky and kz are electron wave vectors in the transverse plane, e is the elementary

charge, A is the cross-sectional area, E is the total electron energy, t is the trans-

mission coefficient, and f1 and f2 are Fermi-Dirac distributions for top and bottom

metal contacts, respectively, given as

f1(2) (E) =
1

1 + e
E−µ1(2)
kBT

, (92)

where µ1 and µ2 are chemical potentials of top and bottom metal contacts with

µ2 − µ1 = eVa, kB is the Boltzmann constant, and T is the temperature. The details

of writing an alternative expression for currents using the electron wave vector in the

spherical coordinate are shown in Appendix C. The transmission coefficient in Eq. 91

is calculated using the Green’s function, G, given as

t = trace
(
ΓtGΓbG†

)
, (93)

where G is defined as (EI−H−Σt −Σb)−1 with I, H, and Σ being the identity

matrix, device Hamiltonian, and contact self-energy, respectively, and Γ is the broad-

ening function defined as i
(
Σ−Σ†

)
. The detailed expression of the Hamiltonian and
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(a)

(b)

Figure 66: Schematics of energy band diagrams at a bias voltage Va, satisfying
µ2 − µ1 = eVa, for FTJs (a) without and (b) with a non-polar DE layer between
the FE and metal electrode. Arrows in the FE represent the direction of the electric
polarization.
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contact self-energy can be found in the Appendix C.

7.4 Results and Discussion

In this section, the theoretical framework presented above is used to explain existing

experimental results [32, 115, 218]. First, to show the model captures key underlying

physics behind FTJs, measured I-V characteristics for both inorganic and organic

FTJs are fitted by using proper energy band diagram and LK parameters. Next,

the concept of effective screening length and dielectric constant is applied to explain

the opposite high/low resistance states observed in Co/BTO/LSMO systems [32,

115], which may result from interface termination effects [236]. Finally, the model is

extended by including a CoOx non-polar buffer layer at the Co/BTO interface, and

it is shown that the voltage-dependent oxygen vacancies at the CoOx/BTO interface

may be partially responsible for the memristor behavior as mentioned in Ref. [115].

7.4.1 Comparison with Experimental I-V Characteristics

In this chapter, for an FTJ, it is assumed that TER is a main consequence of mod-

ifying the energy band diagram through depolarization fields induced by incomplete

screening charge at FE/metal interfaces, and is expected to vary with the polariza-

tion. In other words, at a given voltage, a larger difference in two opposite polariza-

tion states leads to more pronounced TER. Hence, to describe measured FTJ I-V

characteristics, it is required to accurately model FE hysteresis loops, which are also

presented in the following comparisons with experiments. Note that, for simplicity,

all the FE hysteresis loops in this work are simulated by applying a sinusoidal voltage

signal with a period of 70 ps, and LK parameters are adjusted accordingly to obtain

a reasonable FE response observed in experiments. In reality, FE thin films may have

different dynamic responses with respect to an applied bias, depending on the quality,

material, or size of the sample.
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Figure 67: (a) Comparison between FTJ (Co/BTO/LSMO) experimental data [32]
and simulation results using the following band diagram parameters: tFE = 2 nm,
φ1 = φ2 = 7.15 eV, EF1 = EF2 = 6.5 eV, ε1 = 2.5, ε2 = 9.8, λ1 = 0.5 × 10−10

m [233], λ2 = 1 × 10−10 m [233], m∗ = 0.8m0. (b) Simulated FE hysteresis loop
for FTJ (Co/BTO/LSMO) experiments [32] (Vc ∼ ±3 V, εFE ∼ 15, and Pr ∼ 0.3
C/m2) with the following LK parameters: γ = 10−2 m sec/F, α1 = −2.77× 107 m/F,
α11 = −5.35× 108 m5/C2F, and α111 = 6.4× 109 m9/C4F.

First, the measured FTJ I-V characteristics in a Co/BTO/LSMO layered struc-

ture [32] are used to justify our theoretical approach. Since there is no clear shift

in hysteresis loops observed in experiments, it is assumed that a built-in field across
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the junction is close to zero, which implies φ1 is equal to φ2 in our model. Next,

LK parameters for BTO [174] are slightly varied so that the FE thin film exhibits a

hysteresis loop with Vc ∼ ±3 V, εFE ∼ 15, and Pr ∼ 0.3 C/m2 as shown in Fig. 67(b),

where Vc, εFE, and Pr are the coercive voltage, the FE dielectric constant, and the

remanent polarization, respectively. By assuming the following interface parameters:

λ1 = 0.5×10−10 m [233], and λ2 = 1×10−10 m [233], φ1, φ2, ε1, ε2, and m∗ are varied

to obtain a good agreement with experimental data as shown in Fig. 67(a), which

shows that in Co/BTO/LSMO systems, a depolarization field modifying the energy

band diagram is the dominant driving force for TER, rather than the effects due to

strain [122] or a FE polarization dependent complex band structure [228]. However,

even though the experimental data can be well described by depolarization fields in

Fig. 67, changes in FTJ energy band diagrams through polarization reversals is not

a pure charge-mediated (or electrostatic) effect. This is mainly because the effective

screening length and the dielectric response significantly depend on the specific inter-

face geometry, which is a fully quantum-mechanical outcome and requires approaches

in the microscopic level such as first-principles calculations [204].

In Fig. 67, since only the currents at low voltages are measured, the full depen-

dence of tunneling currents on an FE hysteresis loop cannot be observed. As a result,

an I-V characteristic curve reported in an Au/poly-vinylidene fluoride (PVDF)/W

layered structure is used to justify our model for a complete FE sweep [218]. Again,

to fit experimental data, a FE hysteresis loop of a monolayer PVDF film is generated

by tuning LK parameters as shown in Fig. 68(b), in which the resulting Vc, εFE, and

Pr are about 1 V, 4.4, and 0.18 C/m2, respectively. By using the following interface

parameters: ε1 = 6.5, λ1 = 0.75 × 10−10 m [65], and λ2 = 0.45 × 10−10 [94], φ1, φ2,

ε2, and m∗ are adjusted to match experimental data as shown in Fig. 68(a), where

a good agreement between the theoretical and experimental results is reached. Note

that a weak built-in field, observed in the experiment [218] and leading to a small
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Figure 68: (a) Comparison between FTJ (Au/PVDF/W) experimental data [218]
and simulation results using the following band diagram parameters: tFE = 2 nm,
φ1 = 6.76 eV, φ2 = 6.7 eV, EF1 = EF2 = 6.5 eV, ε1 = 6.5, ε2 = 20, λ1 = 0.75× 10−10

m [65], λ2 = 0.45 × 10−10 m [94], m∗ = 0.1m0. (b) Simulated FE hysteresis loop for
FTJ (Au/PVDF/W) experiments [218] (Vc ∼ ±1 V, εFE ∼ 4.4, and Pr ∼ 0.18 C/m2)
with the following LK parameters: γ = 1.5× 10−3 m sec/F, α1 = −1.38× 109 m/F,
α11 = −2.67× 1010 m5/C2F, and α111 = 8× 1011 m9/C4F.
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shift in the hysteresis loop as shown in Fig. 68(b), is included to obtain a better fit

to the experimental data.

In Fig. 68(a), it can be seen that TER varies laregly with the electric polarization;

that is, the difference between high and low resistance states is reduced as the voltage

is close to or beyond the coercive voltage. Furthermore, since the interface parameters

for Fig. 68(a) are closer to bulk values, it can also be concluded that TER in an

Au/PVDF/W organic FTJ is more dominated by a pure electrostatic effect, rather

than complex changes of interfacial bonds, which can be attributed to the fact that

the electrodes are attached to PVDF thin films using mainly Van der Waals forces in

an Au/PVDF/W structure [218].

7.4.2 Interface Termination Effects on TER

As shown in Figs. 67 and 68, in both experiments [32, 218], the low and high resistance

states correspond to the electric polarizations pointing to the top (Co or Au) and

the bottom (LSMO or W) electrodes, respectively. These experimental results can be

explained by the energy band diagram shown Fig. 70(a), where a lower tunnel barrier

is produced as the polarization is pointing to the top contact, which has larger changes

in the interface potential energy. Note that as shown in Eqs. 73 and 74, a higher

ratio of λ
ε

leads to a larger change in the interface potential energy. From Fig. 70(a),

it is found that since at low voltages, the energy slope on the FE barrier is mostly

dominated by the depolarization field, whose direction is always opposite to that of

the polarization, the top and bottom interfaces have opposite effects on the tunnel

barrier. Using the polarization pointing to the top contact as an example, the top and

bottom interface potential changes reduce and increase the FE barrier, respectively,

and these contact effects on the barrier are reversed as the polarization is switched

to the opposite direction. Consequently, if the interface energy change at the top is

greater than that at the bottom, the FE barrier for the polarization pointing to the
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top will be lower and thus a lower resistance state is generated. Therefore, as shown in

Fig. 70(a), it seems that interface quantities play a significant role in determining the

relation between the high/low resistance states and the polarization direction. Here a

quantity called the effective contact ratio is defined as λ1ε2
λ2ε1

to distinguish the high/low

resistance states in an FTJ. In Figs. 67 and 68, the effective contact ratios are 1.96

and 5.1, respectively, which are both larger than 1, implying that the resistance states

are more dominated by the top interface. As a result, the lower resistance state is

for the polarization pointing to the top contact (or the TER sign is ”+”), consistent

with experimental observations.

In Au/PVDF/W FTJs, it is believed that a depolarization field creates larger

changes in the potential energy at the Au side [218], and so far, no experimental

evidence has shown that high/low resistance states can be switched in the same FTJ

structure, which is probably because contacts and an organic FE film are attached

through Van der Waals forces, rather than complex interface bonds as mentioned

previously [218]. However, in Co/BTO/LSMO layered structures, several groups

have reported an opposite relation between the polarization direction and the resis-

tance state [32, 115]. Recently, some groups have reported that the reversal of the

high/low resistance states in Co/BTO/LSMO systems is attributed to either TiO2 or

BaO terminated at the Co/BTO interface [236]. To support this argument theoreti-

cally, our model provides an intuitive picture for the reversal of high/low resistance

states induced by termination effects. As predicted by first-principles calculations,

the screening length is almost zero at the Co/TiO2-terminated BTO interface [204].

Therefore, in Fig. 69(b), the effective contact ratio is set to be less than 1 without

adjusting λ
ε

of the bottom interface, and it is shown that compared to Fig. 69(a),

where the effective contact ratio is larger than 1, a lower tunneling barrier is gener-

ated by the polarization pointing the bottom electrode, rather than the top one, and

thus the high/low resistance states are reversed.
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Figure 69: Energy band diagrams at 0.1 V for both polarization states with two
different effective contact ratios: (a) 1.98 and (b) 0.49. The dark blue and the green
correspond to the polarization states pointing to the top and bottom contacts, re-
spectively. Red dash lines represent chemical potentials at both contacts.
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Figure 70: TER at Va = 0.1 V and effective contact ratio versus top contact (a)
dielectric constant and (b) screening length. TER and effective contact ratios are

defined as
I↑
I↓

and λ1ε2
λ2ε1

, respectively.
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Figs. 69(a) and (b) clearly indicate that rather than the individual interface prop-

erties, the effective contact ratio is the most essential factor to determine both sign

and magnitude of TER, defined as
I↑
I↓

, where I↑ and I↓ are the currents corresponding

to the polarizations pointing to the top and bottom electrodes, respectively. In Figs.

70(a) and (b), it is shown that a more pronounced TER can be produced as the top

and the bottom interfaces become more distinct (λ1ε2
λ2ε1
� 1 or � 1). Also, from the

same figures, a lower resistance state is always produced by the polarization pointing

to the interface with larger λ
ε

as explained in Figs. 70(a) and (b). In other words, the

sign of TER, as it is defined here, is switched from ”+” to ”−” as the effective contact

ratio changes from the value larger than 1 to less than 1. As a result, if the effective

contact ratio is equal to 1, meaning that the device is perfectly symmetric, the re-

sulting TER will also be 1, and thus it is impossible to distinguish the polarization

direction through tunneling resistance.

7.4.3 FTJs with CoOx

From the previous section, it is shown that TER significantly depends on metal/BTO

interface properties in an FTJ. Moreover, in addition to the termination effect, re-

cently some experimental studies have reported that an inevitable CoOx layer at

the Co/BTO interface plays an important role for the memristor behavior of a

Co/BTO/LSMO FTJ; that is, TER varies with the magnitude of the writing voltage

[115]. Hence, in this section, our simple model is extended as shown in Figs. 64(b)

and 66(b) to investigate the CoOx effect on TER.

As mentioned in Ref. [115], a positive (negative) applied bias accumulates (dissi-

pates) oxygen vacancies at the CoOx/BTO interface, effectively reducing (increasing)

φc. Therefore, as shown in the energy band diagrams of Fig. 71(a), which are con-

structed using Eq. 87, the low (high) resistance state corresponds to the polarization

pointing to the bottom (top) contact with smaller (larger) φc. Note that as predicted
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in Ref. [246], an unchanged φc in both polarization directions will result in a rever-

sal of high/low resistance states, which haven’t been observed in the experiment yet

[115]. Furthermore, since no significant shift in the FE hysteresis loop was observed

in the experiment [115], in our model, φ1 is adjusted accordingly with φc so that

the built-in field across the device is zero. In other words, φ2 + φc − φ1 = 0, where

φ2 is fixed due to no change at the BTO/LSMO interface. Therefore, by using the

same simulation parameters for the interfaces and the FE hysteresis loop as listed in

Fig. 67, and assuming that part of BTO transforms into CoOx (tDE = 0.6 nm and

tFE = 1 nm), φc is adjusted to fit the experimental data as shown in Fig. 71(b),

where a good agreement between the theory and the experiment is reached. As a

result, Fig. 71(b) shows that it is possible to change TER through modifications

of φc induced by voltage-dependent oxygen vacancies at the CoOx/BTO interface.

However, it seems that the required change in φc from off to on states may be too

drastic for simply the charge-mediated effect (6.6 to 0.1eV). Therefore, the thickness

of CoOx may also be altered depending on the applied bias; that is, the CoOx thick-

ness may be reduced (increased) as the FTJ is switched from high (low) to low (high)

resistance states. More experimental studies are required to confirm the possibility

of the voltage-dependent CoOx thickness in an FTJ.

7.5 Summary

This chapter presents a theoretical description of quantum-mechanical electronic

transport and thermodynamic ferroelectric responses in both organic and inorganic

FTJs. Inversed TER effect with respect to the polarization direction reported by

different groups can also be explained by the proposed model through the effective

contact ratio and termination effects. Finally, the role of a CoOx buffer layer at the

Co/BTO interface is also examined. It is found that the sizable memristive effects

cannot be explained solely by the change in the barrier height due to charge-mediated
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Figure 71: (a) Energy band diagrams at 0.1 V for high/low resistance states in an
FTJ with a CoOx buffer layer at the interface. φc for high and low resistance states
are 6.6 and 0.1 eV, respectively. (b) Comparison with experimental data [115] using
various φc for high and low resistance states and different writing voltages. In addition
to tDE = 0.6 nm, tFE = 1nm, φ1 and φc, the simulation parameters are the same as
those in Fig. 67.
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effects. It is suggested that the CoOx layer thickness may also change as a result of

electrically-induced Co oxidation/reduction at the Co/BTO interface. The proposed

approach for description of the electroresistance effect in FTJs will provide a founda-

tion for performance optimization of the core elements for nonvolatile memory and

logic devices.
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CHAPTER VIII

CONCLUSION AND OUTLOOK

8.1 Conclusion

8.1.1 Spintronic Logic

The first part of this thesis is to develop a computational scheme which minimizes

the magnetization switching (or dynamic) energy in STT-driven devices and inter-

connects. In Chapter II, scaling limits on STT devices in the form of a non-local

lateral SV (or ASL) is investigated theoretically. It is found that the dipolar cou-

pling between the input and the output magnets, leakage currents due to the voltage

driving the following stage, and the shunt path underneath the input for the non-

reciprocity will significantly impair both performance and functionality of the device

as its length scale is reduced to several tens of nanometers. As a result, to remove

part of the currents leaking into the preceding stage, an SV with a tunnel barrier at

the input is proposed as a potential interconnect option for ASL. Instead of the shunt

path in an NLSV, the non-reciprocity of the interconnect is achieved by inserting a

tunnel barrier at the input or an electric field across the channel. Hence, Chapters III

and IV discuss the properties of these proposed interconnects using Si, Cu, and Al as

channel materials, and also show the design rules for energy-efficient interconnects.

The key result in Chapters III and IV is that for metallic interconnects, it is proven

that an SV structure with a tunnel barrier saves more energy compared to a NLSV

one because all the injected spins contribute the STT switching. However, as the in-

terconnect length is increased to the µm scale, the semiconducting channel provides

a more energy-efficient way for spin transport compared to the metallic one, since an

electric field across the semiconducting channel significantly enhances the effective
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spin relaxation length. However, even though the structure proposed in Chapters III

and IV reduces the interconnect energy in ASL, a driving current is still required to

inject spins or drive them from one end to another. Consequently, in Chapter V,

a new concept for energy-free interconnects using automotion of magnetic DWs for

ASL is presented, and the properties of this novel interconnect are discussed in detail.

Since the DW velocity (or interconnect delay) depends significantly on the phase of

a DW, properly choosing the bias current that excites a DW in the interconnect is

extremely important to design this type of interconnect.

By combining all the advantages from the structures shown in Chapters III to V,

Chapter VI presents a low-power computational scheme that combines SVs with DW

automotion. The energy dissipation of this new scheme being superior to the previous

proposals is mainly because all the spins can be fully used in STT-driven DW creation

while a resistive tunnel barrier is removed. The non-reciprocity of both device and

interconnect is realized by sizing different contact areas of the input and the output

and also increasing the damping mechanism at the end of the interconnect through

locally doping the impurities. Compared with the scheme based on the performance-

optimized NLSVs, it is found that the dynamic energy of this proposed scheme can

be three times lower and is more resistive to electromigration due to lower current

density. Therefore, the proposed scheme introduced in Chapter VII provides a new

low-power option in the current STT-driven logic family.

8.1.2 Ferroelectric Memory

The second part of this thesis is to construct a theoretical model that can describe

I-V characteristics of an FTJ, which is one of the most promising candidates in the

beyond CMOS memory technologies. As a result, Chapter VII presents a detailed

theoretical derivation of the proposed model and shows that the measured data can

be well described using the proposed formalism. Furthermore, under the proposed
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model, a long-term controversy in the inconsistent TER sign measured by different

groups has been resolved using surface termination effects. Finally, the model also

predicts that the interface charge and DE thickness may vary with the applied bias

to induce significant memristor behavior in an FTJ. Therefore, this new model can

be served as an useful tool for design and optimization of the FTJ-based memory and

logic systems.

8.2 Future Work

There are some interesting topics that can be directly extended by the concepts

mentioned in this thesis. First, it is found that the switching energy of an STT-driven

device is still much larger than that using CMOS switches for digital applications.

Recently, based on the device and the model presented in Chapter II, it has been

shown that some non-Boolean computing systems such as cellular neural network

(CNN) based STT-driven devices can outperform CMOS-based CNN circuits [170].

Next, in Ref. [52], it has been shown that by applying a clocked voltage signal on

the magnetostrictive cell, a weak magnetic signal such as spin waves can also provide

a deterministic switching from a metastable state. As a result, a similar idea can

also be applied in the device concept introduced in Chapter VI to further reduce

the switching energy. Furthermore, a brief introduction on the devices based on the

magnetoelectric (ME) effect and antiferromagnetism is also presented since they may

also potentially provide a viable option in low-power beyond-CMOS technologies.

Finally, some thoughts on modeling the polarization dynamics in an FE thin film are

provided because both writing speed and state retention time are extremely important

for the memory system design using FTJs. In the following, we particularly focus

on magnetoelectric logic, STT logic with magnetostriction, antiferromagnetism, and

switching dynamics in FE materials.
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8.2.1 Magnetoelectric Logic

In Chapter VII, it has been shown that while all the injected spins participate in

magnetization reversals in the proposed metallic structure, using simply the STT

effect for digital logic still results in a much larger switching energy compared to

CMOS switches. As a result, it is of interest to seek an alternative mechanism that

can improve or even replace the STT-driven switching for higher energy efficiency,

and one of the most promising mechanisms is the ME effect.

Recently, the ME coupling has been under active research due to the possibility of

the voltage-controlled magnetization switching [60, 145]. The ME coupling is the in-

teraction between the electric polarization and magnetization and has been observed

in both a single material and a heteostructure [179]. However, a single material hav-

ing the ME coupling is typically an anti-ferromagnet (e.g. Cr2O3), where the net

magnetization is usually weak. Therefore, people typically focus on heterostructures

showing the ME effect, which is defined as changing the magnetization by the elec-

tric polarization. The inverse ME effect is defined in a reverse order. Furthermore,

in various material systems, the ME coupling can be induced by magnetostriction

[37, 16, 126, 235, 61], charge transfer [143, 97, 22, 98, 144, 232, 196, 244, 4], or

magnetic exchange bias [80, 83] at the interface. In particular, a successful ME

magnetization reversal has been recently observed in a stack of multi-ferroic BiFeO3

(BFO) and an FM metal [82]. In addition, a change in the electric polarization due

to strain, induced by switching the magnetization through an external magnetic field,

has been demonstrated in the layers of FE and FM films [56]. As a result, based on

these unique relations between the electric polarization and the magnetization, some

current-free spin-based logic devices are proposed [27]. For example, in Ref. [27], by

using automotion of magnetic DWs mentioned in Chapters V, VI, and VII, a digital

switch is composed of an FM wire with two FE capacitors as the input and the output

as shown in Fig. 72(a), where logic 1 and 0 are defined in both magnetization and
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voltage. The dominant mechanisms at the input and the output are ME and inverse

ME effects, respectively, which are used to create and detect a magnetic DW. Due

to no current flow in FM wires, automotion of the DW is in charge of propagating

the magnetic signal from one end to another [34]. Using the inverse ME effect and

a clocked switch, the voltage is established at the output when the magnetization of

the wire is completely reversed. The output voltage can be used to drive the next

stage by making the dimensions of connecting FE capacitors smaller as shown in Fig.

72(b). A 3-input majority gate can also be implemented as shown in Fig. 72(c). To

realize Boolean functions correctly, initialization of magnetic states is required before

every computation, and thus one of the possible circuits for initialization is also shown

in Fig. 72(a). However, under this scheme, while the magnetization switching based

on the exchange bias is much more energy-efficient than the STT effect, a few CMOS

transistors are still required to make the device work normally. As a result, how to

reduce the number of CMOS switches in this type of ME logic may be an interesting

topic to work on.

8.2.2 Magnetostrictive Spin-transfer Torque Logic

In addition to the exchange-bias-driven ME effect, with the help of clocked signals,

the ME effect induced by magnetostriction may further improve the energy efficiency

in the STT-driven devices introduced in Chapter VII. Fig. 73 shows a possible device

structure, in which the magnetostrictive cell drives the magnetization to the out-of-

plane direction (or metastable state) before the STT is applied. Since it has been

shown that a weak magnetic excitation such as spin waves can generate a deterministic

switching when the magnetization is in the metastable state [52], it is also possible

to switch the magnet with a much weaker STT compared to that shown in Chapter

VII and simultaneously maintain the non-reciprocity. Note that a weak STT can be

realized by reducing either the bias current or the pulse duration.
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Figure 72: The proposed computational scheme using the magnetoelectric (ME) ef-
fects: (a) a single device, (b) two devices in cascade using a two-phase clocked circuit,
and (c) a three-input majority gate [27]. The beige, green, and blue regions represent
the metal contact, the ferroelectric (FE), and the ferromagnet (FM), respectively.
The green and yellow arrows show the direction of the electric polarization of the FE
and the magnetization of the FM, respectively. Under this scheme, logic 1 and 0 are
represented by either voltage polarity or direction of the magnetization. A positive
voltage and the magnetization pointing to the +x direction stand for 1, and a nega-
tive voltage and the magnetization pointing to the −x direction stand for −1. One
of the possible setups for magnetization initialization is also shown.
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Figure 73: Schematic of clocked magnetostrictive STT logic, which may further re-
duce the STT switching energy with the help of magnetostriction. Red, blue, grey and
yellow bars represent piezoelectric, FM, insulating, and NM materials, respectively.
V1 and V2 are applied voltages with different clock cycles.

8.2.3 Antiferromagnetic Spintronics

In spintronics, antiferromagneic (AFM) materials are typically served as a passive

component. Perhaps the most well-known spintronic application of AFM materials is

an FM SV as magnetic field sensors or magnetic RAM, which is composed of a thin

insulator or a thin non-magnetic metal sandwiched by a pair of fixed (or reference)

and free FM layers. The fixed layer is typically achieved by increasing the magnetic

hardness through the exchange coupling to the adjacent AFM layer [33]. Since the

bits are represented by the magnetization of the FM layers, AFM materials simply

play a supporting role in such devices. However, thanks to the recent experimental

demonstrations of tunneling anisotropy magnetoresistance (TAMR) in AFM materials

[172] and the spin-hall effect (SHE) in heavy non-magnetic materials [199], it becomes

possible to write and read the magnetic state in AFM materials in the absence of FM

materials. Note that AFM materials are insensitive to the applied magnetic field

because the global magnetization is quite weak.

There are two main advantages in AFM spintronics. One is that there is no stray

field produced by AFM materials. Consequently, the cross-talk in traditional FM
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devices can be eliminated and thus one of the scaling limits discussed in Chapter

II can also be removed. Another is that AFM materials generally is believed to

have much faster magnetization dynamics than FM materials since the switching in

AFM materials results from the canting of two anti-parallel sublattices, rather than

coherent switching in FM materials [104].

In addition to the promising progress in reading and writing AFM materials, re-

cently both experimental and theoretical work have shown that AFM insulators are

suitable for efficient spin current transmitters [213, 231, 157] as illustrated concep-

tually in Fig. 74, where the input spin current is generated by the SHE from the

left metal, and the output charge current (or voltage) is detected at the right metal

through the inverse SHE. Theory has predicted that superfluid spin current trans-

port can occur in AFM insulators, implying that the spin current can be lossless

while flowing through the insulating AFM channel [213]. This unique feature is of

great interest especially in the potential spin logic application, since the input and

the output are electrically isolated but magnetically well-coupled.
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Figure 74: Schematic of superfluid spin transport through an AFM insulator pre-
dicted in Ref. [213], where the input and the output are electrically isolated but
magnetically well coupled and may be potentially useful in the application of spin
logic. Note that spin accumulation at the input/AFM insulator interface is generated
by the SHE through Jc,in.
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8.2.4 Switching Dynamics in Ferroelectric Tunnel Junctions

In Chapter VII, it has been shown that the proposed model can quantitatively describe

the experimental I-V characteristics in an FTJ. However, the P -E hysteresis loop

used in the model is generated by assuming that different FE thin films can follow

the same applied AC voltage well, which is achieved by varying γ in the LK equation

for different samples. In other words, the model presented in this thesis describes the

static behavior of an FTJ since in reality, different FE thin films will have different

dynamic responses depending on the size, quality, and material of the sample. As a

result, it is of interest to modify the LK equation so that the polarization dynamics

of an FE thin film can also be captured.

Typically, the polarization dynamics of an FE material can be well described by

the so-called Kolmogorov-Avrami-Ishibashi (KAI) model, where the nucleation and

propagation of an FE DW is responsible for the dynamic response to an applied

electric field. In the KAI model, the fitting parameters are characterisitc times for

the DW nucleation and propagation. The same dynamics can also be modeled by

the LK equation shown in Chapter VII with a fitting parameter, γ, which can also

be considered as a rate constant to describe how the net polarization varies with the

applied field in the process of DW nucleation and propagation. However, as the FE

material becomes thinner, a simple KAI model or the LK equation fails to describe

the dynamic response since an FE thin film is highly disordered [99]. It has been

shown that the polarization dynamics in a disordered sample is dominant by the

nucleation-limited process, which can be described by assuming that a thin film is

composed of several areas having different independent switching characteristics, and

the change in polarization can be estimated by weighting all the possible characteristic

time with a Lorentzian function under the KAI framework. Therefore, using the same

concept from Ref. [99], it is of great interest to see if the polarization dynamics can

also be described by summing over several independent LK equations, representing
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independent FE domains, with different γ following the Lorentzian distribution, and

thus a dynamic model for an FTJ can be established.
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APPENDIX A

IMPORTANT DERIVATIONS AND JUSTIFICATION IN

CHAPTER V

A.1 All-spin Logic Circuit Representation

For ASL equivalent circuit, a systematic nodal analysis is applied to obtain the con-

ductance matrix, G. The general idea behind this analysis is that the sum over

current vectors at each node is equal to zero; that is,

0 =
∑
j

Iij. (94)

Using the node A as an example, the current conservation yields the equation below

0 = −I1 + IA0 + IAB = −I1 +Gm,shVA +Gm,se(VA − VB). (95)

Similarly, the equations for current conservation at nodes B to F are given as

0 = Gm,shVB +Gm,se(VB − VA) +Gf1(VB − VC), (96)

0 = Gf1(VC − VB) +Gg,shVC +Gg,seVC +Gc,shVC +Gc,se(VC − VD), (97)

0 = Gc,shVD +Gc,se(VD − VC) +
N∑
j=1

[Gf2(zj)(VD − VE)] , (98)

0 =
N∑
j=1

[Gf2(zj)(VE − VD)] +Gm,shVE +Gm,se(VE − VF ), (99)

0 = −I2 +Gm,shVF +Gm,se(VF − VE). (100)

Recall that in Chapter V, the conductance matrix, G, is defined as follows:

{V } = G−1{I}, (101)

where {V } and {I} are the voltage and current vectors representing charge and spin

components at each node. Therefore, by re-writing the equations above into a matrix
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expression, the conductance matrix for ASL with the interconnect where the STT is

present is obtained and given as follows:

G =



Gm,se +Gm,sh −Gm,se Z

−Gm,se Gm,se +Gm,sh +Gf1 −Gf1

Z −Gf1 Gf1 +Gg,se +Gg,sh +Gc,se +Gc,sh

Z Z −Gc,se

Z Z Z

Z Z Z

Z Z Z

Z Z Z

−Gc,se Z Z

Gc,se +Gc,sh +
N∑
j=1

Gf2(zj) −
N∑
j=1

Gf2(zj) Z

−
N∑
j=1

Gf2(zj)
N∑
j=1

Gf2(zj) +Gm,se +Gm,sh −Gm,se

Z −Gm,se Gm,se +Gm,sh


,(102)

where first subscripts for conductance components, m, f1, g, c, and f2, represent dif-

ferent regions in ASL including the metal contact, transmitting magnet, channel from

the transmitter to ground, channel connecting two magnets, and receiving magnet, re-

spectively, and the second subscripts, se and sh, mean series and shunt conductance,

respectively, and the 1st to 6th rows in G represent laws of current conservation at

nodes A to F , respectively. Since G is used to describe both charge and spin com-

ponents (the latter includes x, y, and z directions), each conductance component is a

4×4 matrix, and Z here represents a 4×4 null matrix.
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A.2 One-dimensional Landau-Lifshitz-Gilbert Equation

An one-dimensional (1-D) Landau-Lifshitz-Gilbert (LLG) equation is solved by rewrit-

ing it into a matrix form given as
1 αmz −αmy

−αmz 1 αmx

αmy −αmx 1




∂mx
∂t

∂my
∂t

∂mz
∂t

 =


−2γA

Ms
(my

∂2mz
∂z2
−mz

∂2my
∂z2

)− γµ0(myHeff,z −mzHeff,y)

−2γA
Ms

(mz
∂2mx
∂z2
−mx

∂2mz
∂z2

)− γµ0(mzHeff,x −mxHeff,z)

−2γA
Ms

(mx
∂2my
∂z2
−my

∂2mx
∂z2

)− γµ0(mxHeff,y −myHeff,x)

−γaJ [mx(mypy +mzpz)− px(m2
y +m2

z)]− uJ ∂mx∂z

−γaJ [my(mzpz +mxpx)− py(m2
x +m2

z)]− uJ
∂my
∂z

−γaJ [mz(mxpx +mypy)− pz(m2
x +m2

y)]− uJ ∂mz∂z

+βuJ(my
∂mz
∂z
−mz

∂my
∂z

)− γµ0ν
∆t

(mydWz −mzdWy)

+βuJ(mz
∂mx
∂z
−mx

∂mz
∂z

)− γµ0ν
∆t

(mzdWx −mxdWz)

+βuJ(mx
∂my
∂z
−my

∂mx
∂z

)− γµ0ν
∆t

(mxdWy −mydWx)

 , (103)

where ν is the magnitude of the thermal noise field and first- and second-order deriva-

tives are calculated using four-nearest-neighbors approximation given as

∂mi

∂z

∣∣∣∣
zj

=
mi(zj−2)− 8mi(zj−1) + 8mi(zj+1)−mi(zj+2)

12∆z
(104)

∂2mi

∂z2

∣∣∣∣
zj

=
−mi(zj−2) + 16mi(zj−1)− 30mi(zj) + 16mi(zj+1)−mi(zj+2)

12(∆z)2
,(105)

where i represents x, y, or z components of the magnetization and ∆z is the distance

between the nearest domains. Note that Eq. 104 and 105 are not valid anymore

when the domain becomes closest or next-to-closest to the boundary of the wire;

therefore, here the free boundary condition (∂mx,y,z/∂z = 0) is implemented, and the

corresponding first- and second-order derivatives closest and next-to-closest to the
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left and right ends are given as follows:

∂mi

∂z

∣∣∣∣
zc,L(R)

=
∓37mi(zc)± 44mi(zc±1)∓ 7mi(zc±2)

46∆z
, (106)

∂2mi

∂z2

∣∣∣∣
zc,L(R)

=
−25mi(zc) + 26mi(zc±1)−mi(zc±2)

23(∆z)2
, (107)

∂mi

∂z

∣∣∣∣
znc,L(R)

=
∓53mi(znc∓1)± 3mi(znc)± 57mi(znc±1)∓ 7mi(znc±2)

88∆z
, (108)

∂2mi

∂z2

∣∣∣∣
znc,L(R)

=
335mi(znc∓1)− 669mi(znc) + 357mi(znc±1)− 23mi(znc±2)

264(∆z)2
,(109)

where the subscripts c and nc denote the domain closest and next-closest to the left

(L) or right (R) boundary, respectively.

To control the convergence of stochastic LLG in a sense of Stratonovich calculus,

the predictor-corrector (Heun) scheme is used and given as

~mp = ~m(tn) +
∂ ~m(tn)

∂t
∆t, (110)

~mc = ~m(tn) +
1

2

(
∂ ~m(tn)

∂t
+
∂ ~mp

∂t

)
, (111)

~mp = ~mc, (112)

where ~mp and ~mc are the predictor and corrector, respectively, and tn denotes the

time step. Note that Eq. 112 can be done more than once to make sure the result is

converged.

A.3 Equations of Motion for Domain Wall Transport

To derive equations of motion for DW transport, the standard approach is followed,

and the starting point is to write the 1-D LLG equation in the spherical coordinate
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as follows:

∂θ

∂t
+ α sin θ

∂φ

∂t
=

2γA

Ms

(2 cos θ
∂θ

∂z

∂φ

∂z
+ sin θ

∂2θ

∂z2
)− γ

Ms

(Kx −Ky) sin 2φ sin θ

−uJ(
∂θ

∂z
+ β sin θ

∂φ

∂z
)− γaJp sin θ (113)

sin θ
∂φ

∂t
− α∂θ

∂t
= γµ0Hex sin θ +

2γA

Ms

(−∂
2θ

∂z2
+ sin θcosθ(

∂φ

∂z
)2)

− γ

Ms

Keff sin 2θ − uJ(sin θ
∂φ

∂z
− β ∂θ

∂z
), (114)

where θ and φ are the polar and azimuthal angles in the spherical coordinate, Hex

is the magnitude of an applied magnetic field in the z direction, p is either 1 or −1,

representing z or -z spin polarization, respectively, and Keff is equal to Kx cos2 φ +

Ky sin2 φ−Kz, in which Ki includes uniaxial and shape anisotropy and is written as

1
2
µ0M

2
sNi −Ku,i. As mentioned in the main paper, an important assumption here is

that the demagnetization tensor, Ni, is independent of the space and only determined

by the geometry. Here we also introduce the Walker’s trial solutions as follows:

θ(z, t) = 2 tan−1
[
eQc(t)(z−

∫ τ
0 v(τ)dτ)

]
(115)

φ(z, t) = φ(t), (116)

where Q is the topological charge distinguishing the type of the DW (+1: head-to-

head and -1: tail-to-tail), v is the DW velocity, and c is defined as 1/∆, in which ∆

is the thickness of the DW.

The next step is to replace θ and φ in Eq. 10 and Eq. 7 using the trial solutions

and assume the DW thickness does not change with time too much. The resulting

set of equations are given as

−Qc(t)v(t) + α
∂φ

∂t
=

γ

Ms

(Kx −Ky) sin 2φ−Qc(t)uJ − γaJp (117)

−2γ cos θ

Ms

(Ac2(t)−Keff ) =
∂φ

∂t
+Qαc(t)v(t)− γµ0Hex − uJβQc(t). (118)

Note that the left-hand side of Eq. ?? has z-dependence, but the right-hand side is
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independent of z; thus, the DW thickness, ∆, can be written as

∆(t) =
1

c(t)
=

√
A

Keff

, (119)

and here we express the DW velocity in terms of the DW displacement as ∂χ
∂t

. After

collecting all the terms mentioned above, the compact expressions for DW transport

are given as

(
1 + α2

) ∂χ
∂t

=
−γ∆(Kx −Ky) sin 2φ

QMs

+ (1 + αβ)µJ +
γ∆paJ
Q

+
γ∆αµ0Hex

Q
(120)(

1 + α2
) ∂φ
∂t

=
αγ(Kx −Ky) sin 2φ

Ms

+
(β − α)Q

∆
µJ − γpαaJ + γµ0Hex. (121)

A.4 Justification of Eq. 67

The validation of using Eq. 67 as the simplified demagnetization tensor for the DW

transport is given in Fig. 75, where the demagnetization fields for a given DW profile

using Eq. 58 and Eq. 67 in Chapter V are shown. From Fig. 75, we can see that

the space-independent demagnetization tensor gives us correct fields in the transverse

direction over the DW region; however, it fails to estimate the field in the z direction,

especially for the field at the edges where the magnetic poles are accumulated. Later

we will show that this deviation of the demagnetization field in the z direction does

not affect the accuracy too much since (i) instead of the fields near the boundary,

only those over the DW region affect transport, (ii) the internal field in the z direction

over the DW region is dominated by the material anisotropy field rather than shape

anisotropy, and (iii) transverse demagnetization fields, which are essential especially

for DW automotion, are well-described by the space-independent demagnetization

tensor.

Note that the analytical equations for DW transport are derived by assuming

the DW follows the Walker’s trial form during transport; thus, only specific driving

forces such as an applied field in the z direction or z spin-polarized out-of-plane

currents can be included; otherwise, mz in the wire will not perfectly be +1 or −1
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as z goes to positive or negative infinity, and in those cases, i.e. a magnetic field

in the transverse plane, the higher-order correction terms are needed to describe the

DW [72]. Furthermore, the analytical forms are only valid when the DW exists in

the wire; thus, the driving force such as out-of-plane spin currents can not be too

large since it may either destroy the DW or excite spin waves [114]. In Fig. 76, a

DW with given phase and displacement is plugged into both numerical solver for the

1-D LLG equation and analytical expressions. It is shown that the results from the

analytical expressions are quite close to those from the numerical solver. The small

difference is due to the deviated demagnetization field in the z direction calculated by

the space-independent tensor as mentioned previously; therefore, from Fig. 76, the

compact expressions give us a fairly accurate description on DW transport without

going through complicated numerical simulations.
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Figure 75: (a) The magnetization profile for a DW in a wire. (b) The corresponding
demagnetization field using Eq. 58 and Eq. 67 and material anisotropy field using
Eq. 57. The wire dimension is 400 × 20 × 2 nm3 with Ms = 1 × 106 A/m and
Ku,z = 1.2× 105 joule/m3.
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Figure 76: Comparisons between the numerical solver for the 1-D LLG equation and
the analytical expressions for DW transport in Chapter V. C under (a) an external
magnetic field, (b) in-plane spin currents, and (c) out-of-plane spin currents. The
DW motion due to transverse shape anisotropy (automotion) is included in all the
figures above as a reference. Note that for (c), the out-of-plane spin currents cannot
be too large since in such a case, either the DW is destroyed or spin waves are created,
and the analytical models fail to describe the transport. ±z in (c) represents ±z spin
polarization of currents.
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APPENDIX B

IMPORTANT DERIVATIONS AND EQUIVALENT SPIN

CIRCUITS IN CHAPTER VI

B.1 Analytical Expression between Charge Current Density
and Spin Current in Spin Valves

Fig. 77 shows the structure of a simple SV that is used to derive the analytical

expression for the relation between charge current density at both input and output

and spin current. From Ref. [226], spin accumulation (µs) and current (Js) in FM

metals are described by the differential equations as follows.

∂2µs (x)

∂x2
=

µs (x)

L2
sf,F

(122)

Js (x) = PσJc +
4σ↑σ↓
eσF

∂µs (x)

∂x
, (123)

where Lsf,F is the spin relaxation length of FM metal, Pσ is the polarization of

conductivity, Jc is charge current flowing through the FM metal, and σF , σ↑, as well

as σ↓ are total, up-spin, and down-spin conductivity of FM metals, respectively. For

the NM metal, the differential equations are given as

∂2µs (x)

∂x2
=

µs (x)

L2
sf,N

(124)

Js (x) =
σN
e

∂µs (x)

∂x
, (125)
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where σN is conductivity of NM metals. The general solutions of these differential

equations in each region are given as

µs (x) = Ae
x

Lsf,F +Be
−x

Lsf,F ,−tF ≤ x ≤ 0 (126)

Js (x) = PσJc,1 +
4σ↑σ↓

eσFLsf,F

(
Ae

x
Lsf,F −Be

−x
Lsf,F

)
,−tF ≤ x ≤ 0 (127)

µs (x) = Ce
x

Lsf,N +De
−x

Lsf,N , 0 ≤ x ≤ Lc (128)

Js (x) =
σN

eLsf,N

(
Ce

x
Lsf,N −De

−x
Lsf,N

)
, 0 ≤ x ≤ Lc (129)

µs (x) = Ee
x

Lsf,F + Fe
−x

Lsf,F , Lc ≤ x ≤ Lc + tF (130)

Js (x) = PσJc,2 +
4σ↑σ↓

eσFLsf,F

(
Ee

x
Lsf,F − Fe

−x
Lsf,F

)
, Lc ≤ x ≤ Lc + tF (131)

with A, B, C, D, E, and F being the coefficients determined by specifying the bound-

ary conditions. Hence, the following boundary conditions are applied by assuming

that both spin accumulation and current are continuous at the FM/NM interface,

and no spin accumulation at the terminal connected to the bias voltage or ground.

µs (−tFM) = µs (Lc + tFM) = 0 (132)

µs
(
0+
)

= µs
(
0−
)

(133)

µs
(
L+
c

)
= µs

(
L−c
)

(134)

Js
(
0+
)

= Js
(
0−
)

(135)

Js
(
L+
c

)
= Js

(
L−c
)

(136)

A set of equations are then obtained by plugging these boundary conditions into the

general solutions of the differential equations of spin accumulation and current, and
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given as

Ae
−tF
Lsf,F +Be

tF
Lsf,F = Ee

(Lc+tF )
Lsf,F + Fe

−(Lc+tF )
Lsf,F = 0 (137)

A+B = C +D (138)

Ce
Lc

Lsf,N +De
−Lc
Lsf,N = Ee

Lc
Lsf,F + Fe

−Lc
Lsf,F (139)

PσJc,1 +
4σ↑σ↓

eσFLsf,F
(A−B) =

σN
eLsf,N

(C −D) (140)

σN
eLsf,N

(
Ce

Lc
Lsf,N −De

−Lc
Lsf,N

)
= PσJc,2 +

4σ↑σ↓
eσFLsf,F

(
Ee

Lc
Lsf,F − Fe

−Lc
Lsf,F

)
(141)

By solving Eq. 134 to Eq. 138, the spin current along the NM channel is given as

Js (x) =
σN

eLsf,N

PσJc,1
(
αe

x−Lc
Lsf,N + βe

−(x−Lc)
Lsf,N

)
+ PσJc,2

(
αe

−x
Lsf,N + βe

x
Lsf,N

)
β2e

Lc
Lsf,N − α2e

−Lc
Lsf,N

(142)

with α and β being
(

4σ↑σ↓
eσFLsf,F

)
coth

(
tF

Lsf,F

)
− σN

eLsf,N
and

(
4σ↑σ↓

eσFLsf,F

)
coth

(
tF

Lsf,F

)
+

σN
eLsf,N

, respectively. From Eq. 142, it can be seen that spin current in the NM

channel increases with charge current density flowing through the FM metals. Thus,

since a STT is in general proportional to spin current, the non-reciprocity of a spin

valve can be realized by modifying spin current at both input and output through

sizing contact areas as simulated in the main text.

Figure 77: A simple SV structure that is used to derive Eq. 142.

B.2 Equivalent Spin Circuits for a 3-input Majority Gate
using Spin Valves

Fig. 78 shows a 3-input majority gate equivalent spin circuit, which is calculated with

stochastic LLG equations to generate Fig. 60 in the main text.
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Figure 78: An equivalent spin circuit for a 3-input majority gate. The color definition
is the same as that shown in the main text.
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B.3 Equivalent Spin Circuits for a Non-local Spin Valve

Fig. 79 shows the equivalent spin circuit of a NLSV that is used to generate Figs. 61

to 63 in the main text.
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Figure 79: An equivalent spin circuit for a NLSV. The color definition is the same
as that shown in the main text.
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APPENDIX C

IMPORTANT DERIVATIONS IN CHAPTER VII

C.1 Derivations of Eqs. 73 and 74

The relation between charge (Q) and electric field (E) in the metal can be described

by the Poisson’s equation given as

∂E (x)

∂x
=

Q

εmε0
=
−e (n− n0)

εmε0
, (143)

where εm is the dielectric constant of the metal, n is the electron density, and n0 is

the electron density in the neutral metal electrode. In the metal, the electrons can

be treated as a free fermi gas, and thus the local potential (V ) and electron density

can be related as [120]

V =
~2

2m0

(
3π2n

) 2
3 (144)

with ~ being the reduced Planck constant, and m0 being the free electron mass.

By using −∂V
∂x

= E, the derivative of the electron density with respect to x can be

expressed as

∂n

∂x
= − E

~2
3m0

(3π2)
2
3 n

−1
3

, (145)

and therefore the derivative of Eq. 143 with respect to x becomes

∂2E

∂x2
=

−e
εmε0

∂n

∂x
=
E

λ2
, (146)

where the metal Thomas-Fermi screening length, λ, is defined as ~2εmε0
3em0

(3π2)
2
3 n

−1
3 .

The general solution of Eq. 146 is Ae
x
λ + Be

−x
λ with A and B being coefficients

determined by the boundary conditions, which are, using the top electrode as an
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example, E (−∞) = 0 and E (0) = ρs
ε1ε0

. Therefore, the corresponding electric field

(E1) and potential profile (V1) (−∞ < x ≤ 0) are given as

E1 =
ρs
ε1ε0

e
x
λ1 , (147)

V1 = −
∫ x

−∞
dx′E (x′) =

−ρsλ1

ε1ε0
e
x
λ1 . (148)

Similarly, by using E (∞) = 0 and E (tFE) = −ρs
ε2ε0

as boundary conditions, the poten-

tial profile (V2) of the bottom electrode (tFE ≤ x <∞) is given as

V2 =
ρsλ2

ε2ε0
e
−(x−tFE)

λ2 . (149)

Eqs. 148 and 149 are identical to Eqs. 73 and 74. Note that as mentioned in the

main text, for some FTJs with complex interfacial bonds, the potential drop near the

interface is described by the effective screening length and dielectric response, rather

than the Thomas-Fermi one [105].

C.2 Alternative Expression of Eq. 90

The electron wave vector can be represented in the spherical coordinate as shown in

Fig. 80. To rewrite Eq. 90, the first step is to convert the summation into the integral

using periodic boundary conditions (
∑

k = L
2π

∫
dk), and the resulting expression is

given as

J =
−e

2π2h

∫ ∞
−∞

∫ ∞
−∞

dkydkz

∫
dEt (f1 − f2) . (150)

Note that t, f1, and f2 are all energy-dependent. Under the spherical coordinate,

dkydkz can be written as k2 sin θdφdθ. For electrons coming from +x with total

energy, E, equal to E = ~2k2
2m∗

+ U0, where m∗ is the effective mass and U0 is the

potential energy, the current equation becomes

J =
−e

2π2h

∫ 2π

0

∫ π
2

0

dφdθk2 sin θ

∫
dEt (f1 − f2)

=
−em
π2~3

∫ π
2

0

dθ sin θ

∫ ∞
U0

dE (E − U0) t (f1 − f2) .

(151)
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It can be seen from Eq. 151 that the tunneling currents account for all the contribution

of electrons from different energy levels and injection angles in the metal contact.

!!

"!

#!

$!!

%!!

Figure 80: Schematics of illustrating the electron wave vector in the spherical co-
ordinate and the NEGF approach to FTJs without and with a non-polar DE layer
between the FE and metal electrode.

C.3 Device Hamiltonian and Contact Self-energy

The device Hamiltonian, H, is constructed based on a single-band effective mass

Hamiltonian operator of an electron given as

Ĥ =
−~2

2m∗
∂2

∂x2
+

~2
(
k2
y + k2

z

)
2m∗

+ U (x) , (152)

where U (x) is the energy band diagram of an FTJ. Note that in this approach, a

space-independent effective mass, m∗, is used to characterize the quantum-mechanical

tunneling process in the thin-film device. Therefore, by considering an electron com-

ing from +x with total energy, E, equal to E = ~2k2
2m∗

+ U0, the operator can be
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rewritten using Fig. 80 and is given as

Ĥ =
−~2

2m∗
∂2

∂x2
+ (E − U0) sin2 θ + U (x)

=
−~2

2m∗
∂2

∂x2
+ E⊥ (θ) + U (x) , (153)

where E⊥ is the transverse energy of the electron, which depends on the injection

angle, θ. The device Hamiltonian can be obtained by simply converting Ĥ into a

matrix using the finite difference method and is given as

H =



2t+ E⊥ (θ) + U (x1) −t 0 · · · · · ·

−t 2t+ E⊥ (θ) + U (x2) −t 0 · · ·
...

...
. . . . . . . . .

0 0 · · · · · · 0

0 0 0 · · · · · ·

(154)

0 0 0

· · · 0 0

. . .
...

...

−t 2t+ E⊥ (θ) + U (xN−1) −t

0 −t 2t+ E⊥ (θ) + U (xN) ,


,

where the x axis is divided into N mesh points, x1, x2, · · · , xN−1, and xN , and t

is the coupling strength between the nearest neighbors defined as t = ~2
2m∗a2

with a

being the distance between two nearest mesh points, which is set as 0.1 nm in the

main text. Under the open boundary condition, the self-energies of top and bottom

182



contacts are given as

Σt =


−teikx,ta 0 · · ·

0 0

...
. . .

 ,

Σb =


. . .

...

0 0

· · · 0 −teikx,ba

 ,
(155)

where kx,t and kx,b are longitudinal electron wave vectors inside top and bottom

electrodes, respectively, given as

kx,t =
cos−1

{
1− E−U(x1)−E⊥(θ)

2t

}
a

, (156)

kx,b =
cos−1

{
1− E−U(xN )−E⊥(θ)

2t

}
a

. (157)

In addition to TER in FTJs, the same approach can also be applied to other problems

such as spin injection from a ferromagnet into a semiconductor or a metal [28, 29], as

long as the energy band diagram is known.
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