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SUMMARY OF ACCOMPLISHMENTS

Improving the total performance of the air traffic management (ATM) system in terms of capacity, safety,
efficiency, and flexibility rely on dramatic system-wide transformations as well as improvements in the perfor-
mance of individual communication, navigation, and surveillance (CNS) systems. The evaluation of specific
performance levels of ATM system requires a robust structural modeling and simulation framework that
can evaluate emergent system-wide performance arising from the behavior of individual system components
including human operators. This project facilitates establishing a conceptual and computational framework
to identify and predict the usefulness of specific level and potential groupings of applications and system
performance capabilities in important Next Generation Air Transportation System (NextGen) scenarios.

In particular, the focus is on understanding the safety implications of any changes to the operations
of National Airspace, which presents a host of challenges due to the highly complex and coupled nature
of this system. The system’s current state might not be the most efficient, but its safety features are
well established and grounded in years of relatively successful experience. Technological advances in both
aircraft and the supporting infrastructure promise great improvements in efficiency, but their successful
implementation necessitates appropriate procedural changes. As a result, a comprehensive assessment of the
hazards associated with the introduction of new technologies must involve modeling of interactions among
aircraft behavior, supporting infrastructure, and the operational procedures. The traditional approach to risk
assessment focuses on the occurrence of relevant events regardless of their relative timing. The likelihoods of
those events are computed externally, usually by means of physics-based simulations, which, while increasingly
realistic in capturing physical phenomena, are limited to describing only few relevant interactions to keep the
overall complexity tractable. In contrast, the present approach relies on an intermediate layer of analysis that
has enough fidelity to capture time-dependent coupling among relevant entities of the system, while being
compact enough to track a large number of those relevant entities simultaneously. The utility of Stochastic
Petri Nets (SPNs) in the role of this intermediate layer has been demonstrated using the application of the
nested analysis to the conflict resolution between the merging flows of air traffic that uses an optimized
profile descent approach. SPNs are coupled with agent-based simulation, and the efficiency of the merging
procedures and their sensitivity to wind conditions and the traffic patterns are analyzed.

In addition, a novel analytical procedure is developed for evaluating the risks associated with colli-
sion avoidance systems. This procedure relies on augmentation of the state space, so that discrete (non-
homogeneous) Markov chains can be constructed and solved in closed form to evaluate system reliability.
The presented method provides an efficient means for modeling dependent subsystems without explicit state-
space representation of individual components by semi-inverting Markov chains for non-repairable portions
of the model and using the obtained transition rates in the full Markov model. The developed procedure
is general, but a specific application for the Advanced Airspace Concept (AAC) is used to demonstrate the
method’s capabilities and to compare the results with those of published Monte Carlo simulations. The
advantage of the presented method is not only computational efficiency and higher precision, but increased
transparency of the contributing risk factors, which is particularly beneficial given the uncertainty about the
input parameters and the associated need of sensitivity studies.



1 Introduction

The joint research effort of NASA and FAA’s Next Generation, NextGen, aims at a total overhaul of the
National Airspace System (NAS), which would enable it to meet the expected increase in air travel demand
for the coming decades. Critical to the success of the envisioned overhaul is the ability to maintain safety at
levels that are at least as good as the current ones, which implies the need for an improved ability to recover
from unforeseen disturbances and to mitigate their large-scale impact or propagation by means of a more
graceful degradation. From a safety perspective, the proposed changes to the NAS can be generally grouped
into the following three categories:

1. New concepts and technologies pertaining to the vehicles themselves, which usually improve perfor-
mance and/or reduce costs, but might also provide fundamentally new functionalities e.g., Unmanned
Aerial Vehicles (UAVs);

2. New capabilities for supporting infrastructure, including Communication, Navigation, and Surveillance
(CNS);

3. Novel air-traffic procedures aimed generally at increasing the throughput (e.g., spiral landing for CES-
TOL aircraft [8]), but also at reducing environmental impact and increasing the cost-efficiency of
operations (e.g., optimized-profile descent, also referred to as continuous descent approach [10]), re-
spectively.

These changes are tightly coupled, as the procedures should accommodate new vehicles as well as take
advantage of the supporting infrastructure. One of the recognized top-level changes envisioned as a part
of NextGen is an increase in the level of decentralization within the NAS. This trend is consistent with
the developments in other complex distributed network systems (e.g., the Internet and the National Power
Grid). One of the advantages of the increasingly autonomous concepts of operation that rely on peer-
to-peer coordination is the enhanced system robustness with respect to disturbances (e.g., extended bad
weather conditions) and other off-nominal operations. However, these changes require several technological
advancements in terms of automation, communication, and coordination among the various systems and
entities comprising the NAS. These changes will lead to a more sophisticated infrastructure entailing more
complexity at the component and overall-system levels. The resulting impact on systems’ reliability and
traffic safety is far from clear, and requires thorough examination. In fact, higher complexity is generally
linked to a larger number of possible failure modes or safety hazards, whose resolution and mitigation are
often pursued via redundancy that in turn can lead to yet more complexity as a part of a vicious cycle[30].

In the presence of such a large-scale technological and procedural restructuring envisioned for the NAS, the
assessment of traffic safety for the new framework can become a rather daunting task. While the procedures
for assessing the risk impact of a single new vehicle technology or concept is relatively well developed, the
investigation of combined effects of changes to the NAS and their interactions in the presence of multiple
uncertainty sources requires new analytical approaches capable of addressing the problems of escalating
complexity, increasing coupling and decreasing knowledge [7]. Unexpected failure modes and hazardous
traffic conditions may originate from flight procedures being executed in the presence of under-predicted
disturbances within the NAS, or may be caused by a specific vehicle’s malfunction affecting its neighboring
air traffic and not being attended to promptly.

The traditional approach to risk assessment involves a fault-tree based representation of hazards [15].
Fault trees rely on Boolean (static) logic and evaluate the probability of the occurrence of relevant events
regardless of their relative timing. Event trees are a vital part of probabilistic risk assessment due to the fact
that they account for the consequences of the relative order of events [33]. However, they do not provide any
means for evaluating the likelihood of the events occurring in the particular order, which as a result must be
obtained from external sources, usually by means of physics-based simulations. Physics-based simulations
(including agent-based simulations) are increasingly realistic in capturing particular physical phenomena,
but the depth of the analysis comes at the expense of its breadth, and so they are limited to only few
relevant interactions. In this context, this research study is aimed at providing a scheme for risk assessment
for highly coupled changes within the NAS in general, and at the identification and quantification of traffic
hazards associated with novel procedural concepts in particular, as the latter problem exhibits such coupled
behavior. Specifically, two novel techniques are developed and tested: First, a hierarchical (nested) approach
is investigated as a means to perform risk analysis; the methodology is illustrated on the application to the
Optimized Profile Descent (OPD) procedure as implemented at the Los Angeles airport. Second, a hybrid



method for combined use of fault trees and Markov chains is developed for systems that have both renewable
and non-renewable components. This method relies on using fault trees for evaluating the states dynamics
of the non-renewable portion of the system, evaluating the corresponding state transition rates, and, finally
utilizing those transition rates in the Markov model of the whole system. This hybrid method has been
successfully applied to Advanced Airspace Concept (AAC).

2 Multi-layered risk analysis

The risk-based analysis for air traffic investigated in this work consists of a two-step bottom-up process. The
first step focuses on the exploration, generation, and simulation of hazardous scenarios potentially leading
to unsafe air travel conditions that could arise as a consequence of the adoption of new flight patterns. The
second step of the methodology entails statistical processing of the simulation data aimed at quantifying the
level of risk associated with those hazards.

2.1 Agent-Based Modeling

The NAS is a rather complex and heterogeneous system, in which different types of airborne and ground--
based entities need to interact and collaborate efficiently, often under tight schedules. Each of those entities
(e.g., pilots, air traffic controllers, airlines, dispatchers, etc.) follows its own set of behavioral rules and
is characterized by its own dynamics (i.e., action/reaction times and decision-making processes for human
agents, and kinematic/physics-based behavior for machine agents), and operates in a highly dimensional and
constantly changing environment. Hence, system dynamic modeling in a classical sense may quickly be-
come infeasible for such large and diversified architectures. The use of agent-based modeling and simulation
has been found to be well suited to describe these types of systems, as this approach takes advantage of
the concept of decentralization by focusing on each agent’s microscopic behavior rather than attempting to
macroscopically model the entire framework’s dynamics, which instead is left to emerge from the agent-to--
agent interactions. The literature offers several examples of its usage, in the engineering domain [27, 21] as
well as in other research areas such as biology and sociology [6, 28]. Specific to the NAS, simulation tools
like IMPACT (Intelligent agent-based Model for Policy Analysis of Collaborative Traffic flow management),
SAMPLE (Situation Assessment Model of Pilot-in-the-Loop Evaluation), FACET (Future Air Traffic Man-
agement Concepts Evaluation Tool), or ACES (Airspace Concept Evaluation System) have been developed
to evaluate various aspects of the air traffic ranging from human operator performance to the flow of NAS
flights and response to external disturbances (e.g., weather) to negotiation schemes for conflict resolution in
the context of free flight [9, 14, 24].

The agent-based approach is used to model a certain portion of the NAS and its elements, namely air-
craft trajectories and the actions of pilots and ground operators, so that hazard scenarios can be explored
and significant metrics extracted as a function of relevant traffic parameters and conditions (e.g., aircraft
separation or weather disturbances). This information is then utilized to construct a statistical abstraction
of the simulated scenarios via Stochastic Petri Nets (SPNs). While the considered scenarios can be fully
implemented using agent-based simulation, SPNs provide a higher level of abstraction, as well as the visual
means to explore a wider range of interactions and scenarios. Preliminary comparison of the results from
SPNs and agent-based simulation are presented, and the sources of the differences will be investigated in the
follow up study to ensure that adequate accuracy is maintained.

2.2 Stochastic Petri Nets

In the proposed risk-assessment methodology, the outputs from agent-based simulations, along with any
available information about the expected likelihoods of the events triggering the explored scenarios (e.g.,
failures of hardware or weather/traffic patterns), are meant as inputs into system-level hybrid risk models that
combine discrete events related to failures, blunders, and other relevant events, with continuous parameters
related to temporal-spatial representations of aircraft. To this end, SPNs enable the structured combination
of the effects of discrete logic relationships and the descriptions of the timing of relevant events. A particular
extension of Petri Nets has been designed for modeling system risk and reliability through special objects
called aging tokens that facilitate the compression of continuous parameters present at the lower level of
analysis into “age” (effectively related to the timing of events, including the history of previous events
and their timing). SPN-based modeling permits the abstraction of the simulation environment via a more



compressed representation of continuous space while still including a wide range of system and human errors
associated with hazardous scenarios. Petri Nets were introduced by Anton Petri in 1962[31]. The SPN
framework focuses on modeling the components’ states that comprise the system, so that the state of the
overall system can be inferred from the states of its components.

In Petri Nets, a component (denoted by a small filled circle called token) can be in any of its possible states
(denoted with larger hollow circles). The advantage of such a representation is that it allows representing
the whole system implicitly, thus potentially mitigating the state-space dimensional explosion. To enable
component-level descriptions of the state-space of the whole system, the interdependence among the possible
states of individual components is described within a network using unidirectional transitions, where a change
of state is called “firing” of a transition. Importantly for describing the dependence among the components
behavior, the firing of a transition can only occur when it is “enabled,” i.e. certain conditions ought to be
satisfied. The original Petri net has not included the concept of time, so that an enabled transition may
only fire immediately. SPNs represent extensions of the the original Petri nets. SPNs belong to a subset of
so-called non-autonomous Petri Nets [11]; they were introduced about twenty years later [34, 26, 25] and are
of particular relevance to the modeling of system reliability. SPNs introduce delays between the enabling and
firing of a transition, where those delays are transition attributes that can be either absent (an immediate
transition), deterministic, or sampled from a given distribution (stochastic). If the transitions are memory-less
(e.g., following exponential distribution) SPNs can be used as a pre-processor for Markov chain analysis, but
a discrete event (e.g., Monte Carlo) simulation can also be used to solve SPNs directly without any restriction
on the type of the delays used[12]. Effective system modeling using SPNs involves its decomposition into a
set of relevant entities, where each entity does not necessarily represent a physical component of the system,
as it might, for example, describe a phase of operation or an environmental condition. Due to their flexibility
in terms of modeling both discrete logic and continuous states, SPNs have been considered particularly useful
in the context of modeling air transportation systems[4]. However, in the proposed work the emphasis is
on the use of SPNs that are decoupled from 4-D continuous representation. Such a decoupling provides a
critical advantage in analyzing the main factors in safety assessment by keeping the models significantly more
compact, and the input information portable, thus enabling the use of heterogeneous sources of inputs. It
must be noted that the use of Agent-Based Modeling to provide a probabilistic representation of individual
events that might lead (or on the contrary, prevent) hazardous situations is analogous to the use of physics-
of-failure models [29] that are increasingly popular in the reliability field.

2.3 Agent-Based Implementation

Depicted in Figures 1-2 are simulation results from the agent-based model, developed using the freeware
software NETLOGO [37], where two air traffic flows are taken into consideration as they merge into the same
final approach path. Included within the simulation together with the aircraft are also pilots and air traffic
controller (ATC). As the aircraft’s schedules to the metering points are disrupted, the air traffic controller
monitors their relative distances and issues any necessary command should there be a separation violation.
The ATC’s commands are executed by the pilots according to some response time delay aimed at emulating
their reaction.
The agent-based model represents a two-stream air-traffic and relies on the following assumptions:

e Environment
The air traffic being modeled consists of a portion of the East Feeder Sector for LAX airport, where
only the air traffic fluxes going through the feeder points “GRAMM” and "LAADY” were taken into
consideration (Fig. 3). Furthermore, each airplane is assumed to fly an Optimized Profile Descent
(OPD) computed via the approach developed by Ren et. al [32].

Traffic uncertainty lies in the time it takes each single vehicle to reach the metering point in the presence
of wind. In the absence of wind, all aircraft starting from the same point will reach the runway along the
same path in the same amount of time; that is not the case if different wind conditions are experienced
by each aircraft. Even though the wind is assumed to be fully compensated, aircraft will be off-course
with respect to their no-wind schedule, which then introduces uncertainty in terms of their relative
spacing.

Separation in the presence of multiple traffic flows is estimated by projecting each of them onto a
common vertical plane (thus reducing the dimensionality of the analysis) where its computation consists
in estimating the time of arrival at the merging point. In case of conflict, two evasive maneuvers are



Figure 1: Merging of two flows of aircraft performing OPD procedures.

possible to reestablish the proper separation: speed change, and a re-vectoring of the vehicle from one
traffic flow to the other. This research focuses on the effectiveness of the speed-changing maneuvers.

The model includes two main sources of uncertainty, namely associated with wind conditions and
human behavior, even though failure modes or disruptions of other nature could be incorporated, at
least in their first-order approximation (e.g., an avionics malfunction causing a shift in flight schedule).
As the traffic volume increases, the negative impact upon the safety of these unknowns is expected to
increase as the available window for corrective intervention may reduce in the presence of more intense
operations. On the one hand, the use of agent-based modeling permits the stressing of the airspace
to its limit to unveil critical or irrecoverable scenarios; on the other hand, the usage of stochastic
Petri Nets is intended as a statistical means capable of summarizing the occurrence of the off-nominal
observed events (e.g., violation of separation, and success of recovery from an unsafe situation) in terms
of likelihoods and probabilities of interest through which safety-critical conditions can be assessed and
their risk level quantified.

Management of Space Violation and Conflict Resolution

An underlying assumption for the feeder sector is that the feeder points and the merging point for
the various traffic streams are placed in space in such a way that airplanes flying from their respective
feeder points will arrive at the merging point at the same time if moving with the same inertial velocity
profile. Therefore, in nominal conditions, no conflict should arise if the aircraft are properly spaced
within each traffic stream and the streams are properly synchronized, even though that is often not the
case due to the differences in the environmental conditions and the kinematics of each aircraft.
Conflicts are checked by ATC for every vehicle arriving at a feeder point; at that time any aircraft
trailing behind, either on the same traffic stream or on another one, is issued a —20kts or —40kts
velocity-change if its horizontal distance from its feeder point is within 5nm or 2.5 nm, respectively.

This model captures only a portion of the actual procedures that ensure the proper spacing upon merg-
ing. A simple conflict resolution logic consisting of one single maneuver being issued per conflict was
investigated with only two maneuvers able to be executed. In reality, vectoring, vehicle acceleration,
creating “holes” for aircraft arriving from other directions, and complex combination of several maneu-
vers are employed. However, the model can still provide useful insights as shown below, and can be
considered as a building block in constructing a more complete representation of the procedures.

The two traffic streams are considered to be totally independent, but within each flux an appropriate



Figure 2: Merging of two flows of aircraft performing OPD procedures.
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Figure 3: Layout of the East Feeder Sector at LAX.



space separation is maintained, so that a new vehicle is introduced at least At, seconds after the
preceding aircraft’s appearance within the simulation. This separation Atin— fiua separation Was chosen
to follow an exponential distribution:

Atinffluz separation ™ Ato + E(,UJE) [560] (1)

where the value At, is to be assigned based on the aircraft density in each traffic stream, and whose
effectiveness will depend on the kinematics of each vehicle and its neighbors.

Lastly, due to the nature of the OPD trajectory profiles (namely altitude as a function of time),
vertical separation was not used as part of the metric describing space violation. Instead, conflicts were
characterized solely by means of the horizontal separation between airplanes or between an airplane
and the feeder point of its traffic stream (although the developed agent-based model provides means to
evaluate the vertical separation as well).

e Modeling of Personnel
Two types of personnel were modeled, namely the air traffic controllers (ATC) and the pilots, where
their time-varying interactions introduces additional uncertainty, the impact of which will be more or
less significant depending on the traffic volume. The nature of the OPD approach is such that it requires
little communication between the vehicles and the ground operators in normal (nominal) conditions;
hence interaction has been limited only to the issuing of corrective commands.

— The ATC is in charge of monitoring the air traffic and issuing corrective-maneuver commands
when necessary, as mentioned above. At this stage, monitoring for conflicts was assumed to be
continuous in time, hence the issuing of commands to the pilots was supposed to occur without
any human delay.

— The pilots’ performance, instead, was modeled by means of an execution delay 7, described via
a log-normal distribution L(u;, = 7,01 = 3), not to exceed 12 seconds with respect to the
issuing/reception of the command from ATC.

e Modeling of the Wind Impact on Vehicle’s Motion

Given the nature of the OPD procedures (i.e., based on similar unconstrained geometric trajectories,
but traveling with a different flight/travel time by each vehicle depending on its inertial velocity profile)
and the layout of the feeder sector, conflicts (especially those occurring at the merging point of various
traffic streams) may be characterized primarily in terms of the vehicles’ travel time ¢, to fly between
two locations. Hence, instead of modeling a space-time wind profile W (z, y, z,¢) and account locally
for the wind, a macroscopic effect was incorporated based on ¢, under various wind conditions. The
relationship between flight time and wind was established by generating 36 OPD trajectories under
different wind scenarios W (x,y, 2,t); and by computing the corresponding tr, (j = 1,...,36) to fly
from any of the feeder points to the merging point. Depicted in Figure 4 are the data set as well as the
cubic interpolation being constructed between tr, and the wind along the trajectory, evaluated at the
feeder points themselves. Due to the interest primarily in tail/head wind effects, this approximation
proved to be sufficiently accurate and more straightforward than direct manipulation of multi-variate
random variables. All aircraft on a specific traffic flux were assumed to fly along the same geometric
trajectory (with given nominal Z,.), but with velocity profiles scaled through the ratio , /£, between
a randomly generated travel time #,., corresponding to a random wind, and the nominal flight time #,,
for that trajectory. It is to be noted that correlation between the winds experienced by neighboring
vehicles was neglected at this stage of the analysis. Both time- and space-based wind correlation can be
introduced into the model, but since this correlation is expected to be positive, the use of uncorrelated
wind provides a conservative approach to the estimation of the wind impact on vehicle separation.

Finally, random wind conditions were generated using the “NCEP Reanalysis 1”7 data for the years
from 2007 to 2009 [16], illustrated in Figure 5 together with the fitting log-logistic probability density
functions.

The setup described above was used to generate all the necessary statistical information for the event time
parameters that are used as inputs into the SPNs. The reasoning behind certain assumptions consists
in capturing the first-order limitations and effectiveness of a conflict-resolution logic focused on reduced
intervention by the ATC’s, i.e., aimed at minimizing the number of corrective maneuvers to be ordered to
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Figure 4: Flight time from the feeder point (GRAMM or LAADY) to the merging point (LUVYN).

the aircraft to address and resolve their conflicts. As the air traffic density is forecast to increase due to higher
demand, human-operator performance and workload as well as system automation will incur limitations. On
the one hand, the higher density of air traffic will cause the windows of opportunity for ATC’s and pilots
to reduce, thus requesting more precision the first time around as well as more assistance from ad hoc
automation systems. On the other hand, system automation may suffer a drastic nonlinear escalation in
its own complexity, which could be necessary to handle a much larger number of conflict scenarios, either
currently occurring and being tackled, or potentially arising at a later time because of disruptions in the
nominal traffic, either associated with ordered corrective maneuvers or with its inherent uncertainty (e.g.,
weather and varying wind conditions, and differences in velocity profiles among the aircraft).
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2.4 SPN model implementation

The corresponding schematics of the SPN model are shown in Figure 6. Places (hollow circles) depict possible
states (positions) of an aircraft, while the aircraft are represented by tokens (small solid circles). Transitions
(rectangles) govern the timing of “firing” or moving tokens between places (i.e., how the aircraft changes its
states). Here the state representation is selected to be as small as possible while fully capturing the relevant
behavior and dependencies. The top of the model represents flux 1 (moving from the right to the left) passing
through the GRAMM feeder point, while the bottom corresponds to LAADY flux 2. Each token representing
an aircraft is assigned one of the three colors (0 — green, 1 — yellow, 2 — red) based on whether ATC issues
a command for this aircraft to slow down. The delays associated with the transitions “travel 1”7 and “travel
2” are color-dependent with the corresponding distributions provided by the agent-based simulation. The
colors are assigned in the following manner: when a token in GRAMM place (that is, an aircraft that has
just reached the feeder point GRAMM as depicted in Figure 6), two transitions are enabled for the LAADY
flux by means of so-called “enablers” (which are opposite to the more commonly used SPN inhibitors and
denoted by an arc originating in the place and terminating at the transition with a solid circle).

As a result, if there is a token in the input place for one of those transitions (in Figure 6, this is true for
place “-20 knots,” e.g., an aircraft is located somewhere between 2.5 miles and 5 miles away from fix LAADY),
then this token is fired through the transition “+1,” which deposits the token into the same place but changes
its color from green to yellow (note that there is a fixed small delay e associated with this transition while
the token in place GRAMM stays for 2¢ ensuring that this change occurs). The color-changing transition
is color-sensitive as well (the firing occurs only for the green color). Similarly (not depicted), if there is a
token in place “-40 knots” (e.g., an aircraft is located less than 2.5 miles from fix LAADY) then this token is
fired through the transition “+2,” which deposits the token into the same place while changing its color from
green to red. The reciprocal policies are implemented for the aircraft that need to be slowed down within
the GRAMM flux based on their position when another aircraft passes the LAADY feeder point. The delay
associated with the “spacing” transition determine the degree of spacing violation: statistics are collected of
the frequency of two tokens located in “Merging” place at the same time, so the longer delay of “spacing”
transition corresponds to the larger spacing. Effectively, here the spacing is evaluated in the time domain,
which is obtained from the space domain based on the speed profile of the vehicles.

11
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Figure 6: SPN model describing the merging two fluxes of aircraft (GRAMM and LAADY).

2.5 Test scenario: OPD-based traffic at LAX

Only a portion of the actual procedures at LAX has been modeled that related to the merging of two fluxes
and coordinating the spacing based on three possible actions (“do nothing,” “slow down by 20 knots,” and
“slow down by 40 knots”). However, even this simplified model provides some interesting insights into the
efficiency of the resulting spacing, with the SPN model representing a convenient and fast means to explore
the sensitivity to various parameters. The results presented are developed based on running 10,000 Monte
Carlo simulations for 10,000 seconds of operation for each set of parameters, which takes about 15 seconds
of total simulation using a MacAir laptop. The mean value of time separation between aircraft for each flux
was considered to be fixed at 180 seconds, so that each simulation involved about 110 airplanes. This value
was selected to provide a representative overall density of traffic given the fact that the actual stream of
traffic at LAX airport involves the merging of more than two fluxes.
While the mean value was unchanged, the minimum spacing within each flux was varied to investigate the
“domino” effect, i.e., when the slowing down of an aircraft aimed at improving the spacing upon merging
leads to a separation conflict with the following aircraft from the same flux. Figure 7 shows the dependence
of the frequency of spacing conflicts as a function of minimum separation within each flux for 2.5 nm and 3
nm separation thresholds. No wind uncertainty is considered in this figure. One can observe that coupling or
“domino” effects emerge when the spacing in each stream falls below 95-100 seconds. As a reference point,
it might be noted that the traveling time for the last 5 miles prior to the tie point is about 45 seconds,
so the threshold for the emergence of the “domino” effect is slightly more than 10 miles. One can also
note that delaying the subsequent aircraft by introducing additional slow-down commands if the preceding
aircraft was ordered to slow down does not constitute a viable solution to this problem. Indeed, despite the
increased complexity those additional commands can provide only a partial mitigation of the situation, as
the effectiveness of coordinating the conflicts between the fluxes will be reduced: if the matching aircraft
from another flux is in conflict, then the speed adjustment to that aircraft will be less productive. Therefore,
the threshold value will be likely to stay the same, while the number of conflicts might be slightly reduced.
To put the number of observed conflicts in the context of the overall conflict resolution efficiency, it is useful
to note that with no coordinated maneuvers executed (i.e., when the “natural” merging takes place) there
are about 16.5 and 20 spacing conflicts per 100 aircraft for 2.5 nm and 3 nm thresholds, respectively, and
those values practically do not change within the range of considered minimal spacing for individual aircraft.
Next, the impact of the wind uncertainty on the frequency of spacing conflicts is investigated when aircraft
are sufficiently separated within each stream to avoid the domino effect. For that purpose, the minimum
separation in each flux is considered to be 120 seconds. Figures 8, 9 show the results of SPN simulation for

12
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Figure 7: Results of SPN simulation showing the frequency of spacing conflicts as a function of minimum
separation within each flux. 2.5 nm and 3 nm separation are shown; no wind uncertainty is considered.

frequency of spacing conflicts as a function of the uncertainty associated with the travel time from the tie point
to the merging point that is measured in terms of a standard deviation in seconds. Curves correspond to the
travel times that follow lognormal distributions (with the standard deviation on the horizontal axis calculated
as an average of six travel time distributions (two fix points and three speed regimes). Diamonds denote
the values obtained from the “global” agent-based simulation (that is, the whole procedure is implemented
in the agent-based simulation). It can be observed that agent-based simulation predicts a slightly higher
number of conflicts than SPN and the difference is statistically significant, and the source of the difference is
currently investigated. Since slowing down by each 20 knots “buys” about 20 seconds of extra travel time, it
is clear that those maneuvers could not assure a separation of more than 3 nm (which correspond to about 40
seconds of traveling time right after merging), and the results shown support this intuitive observation. As
the uncertainty of the traveling increases, the efficiency of the maneuvers to ensure 2.5 nm and 3 nm starts
to decrease when the value of the standard deviation reaches a threshold of about 4 seconds, which is larger
than the uncertainty estimated based on the observed wind conditions. If (positive) spatial and temporal
wind correlation is taken into account, the value of the threshold is expected to increase, so the presented
model can be considered conservative. Therefore, for the considered set of parameters one can conclude that
the uncertainty of the traveling time between the fix point and the merging point due to the wind variability
does not preclude successful conflict resolution within the range of its application (i.e., if vectoring or other
maneuvers are not required).

13
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Figure 8: Results of SPN simulation showing the frequency of spacing conflicts as a function of the uncertainty
associated with the travel time from the feeder point to the merging point that is measured in terms of a
standard deviation in seconds. Diamonds represent the results from the “global” agent-based simulation.
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Figure 9: Results of SPN simulation showing the frequency of spacing conflicts as a function of the uncertainty
associated with the travel time from the feeder point to the merging point that is measured in terms of a
standard deviation in seconds. Diamonds represent the results from the “global” agent-based simulation.
Only 2.5 nm and 3 nm spacing are shown.
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3 Safety of Collision avoidance systems

Collision avoidance systems are critical for the safety of airspace, especially given the expectations of a
significant increase in operation density in the future. Another related but distinct factor that increases the
importance of collision avoidance systems is the issue of integration of Unmanned Air Vehicles (UAVs) into
the national airspace. The targeted levels of safety as a function of air traffic density have been used to
provide a baseline characterization (i.e., without taking into account any mitigation action) of the collision
risk [36], thus providing clear motivation for mitigation strategies in UAV operations. Quantification of
the overall (system-level) safety impact of collision-avoidance systems requires understanding of the relevant
interactions among the various layers of protection against collisions, as well as the frequencies and patterns of
encounters that can lead to collisions. The latter (collision encounter problem) recently has been extensively
investigated [18, 17], but the challenges of the former problem are also rather significant, and this paper is
devoted to addressing those challenges. One can break the overall problem of estimating the risk of collision
into three steps:

1. Determining the conflict frequencys;

2. Given the conflict, determining the chances of resolving it by a deployed collision avoidance system
(the focus of this this paper);

3. Determining collision chances, given Near Mid-Air Collision (NMAC), which is the failure of the collision
avoidance system to resolve a conflict.

It is a common and generally a reasonable assumption that the calculations involved in these three steps are
mutually independent (at least in the first approximation).

From the system reliability and safety modeling standpoint, a collision-avoidance system relies on time
redundancy, as there are several consecutive attempts to detect and resolve a conflict. This time redundancy
is supplemented by functional redundancy as well, as the time before the conflict is separated into distinct
phases (layers) where the conflict resolution task is assigned to distinct subsystems. This functional separation
is motivated by the increased urgency of the task combined with less uncertainty about the conflict. So, as
a general rule, as time progresses, conflict resolution should be simpler (less complex) in order to facilitate
reliability, and can be simpler, as it deals with less uncertainty. In addition, increasing the diversity of
the protective layers provides some protection against common-cause failures that can defeat the intended
redundancy. Combining structural and time redundancy is not unique to collision avoidance, and is well
recognized as providing the more efficient means of protection than each type of redundancy alone in other
applications, such as in designing fault-tolerant computer systems that would negate the effects of transient
faults [19]. There are several generic methods for modeling the system reliability of time-redundant systems
using semi-Markov processes [22] or universal generating function technique [23]. However, neither method is
directly applicable to the modeling of automated collision avoidance systems, as neither allows the presence
of accumulated permanent faults. Indeed, permanent faults violate the basic assumption of semi-Markov
processes: that the transition from a state is fully determined by the current state and the holding time in
that state.

Fault-tree analysis (i.e., analysis based on static boolean algebra) can provide important initial insights [2,
15], but this approach is insufficient for capturing the dynamic interactions that are critical for a more
detailed analysis. In general terms, those interactions stem from periodic detection of potential conflicts.
On the one hand, this detection becomes more efficient as time progresses (as the uncertainty about the
trajectories decreases); on the other hand, there is a potential for accumulation of failures that hinder
successful detection and resolution of those conflicts. Fault trees are based on Boolean algebra operations of
probabilities and rely on the assumption of independence of basic events. In the case of sequential attempts
of conflict resolution, this assumption does not hold, as the basic events are conditioned by the events that
occurred at the previous steps. In particular, the probabilities of failure to resolve the conflict at each attempt
cannot be simply multiplied, as this would lead to meaningless results.

If these dynamic interactions are confined to a single layer of protection, then a decoupled (hierarchical)
analysis is possible, as advocated in the context of sense-and-avoid systems [1]: an inner loop that includes
a collision encounter model and relies on Monte Carlo simulation combined with an “outer loop” analysis
based on fault trees. If different layers share common failure modes, neglecting this coupling in the fault-tree
analysis can lead to nonconservative risk estimates. In order to account for this coupling the scope of Monte
Carlo simulation can be extended to encompass several layers of conflict avoidance. However, this leads to
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to the increased level of complexity of the simulation models and simultaneously increases the demand for
the number of the simulation runs needed to capture rare events. While importance sampling can provide an
increase in the convergence rate [3], this improvement is problem-dependent, with the most improvements
obtained where the rare event is structured as a combination of several (less rare) events.

The proposed approach relies on providing a structured dynamic model, so that the time dependency is
explicitly captured in a (nonuniform) Markov state-space representation. In what follows, the developed pro-
cedure is applied to a specific application, Advanced Airspace Concept (AAC) [13], with the issues regarding
the generality of the procedure addressed as appropriate. The selection of the application is motivated by
the availability of the detailed description of an automated avoidance system safety model that has been
conducted using Monte Carlo simulation [5, 35]. The goal of this paper is not to evaluate the assumptions
made for AAC [5, 35], but to demonstrate an analytical method that can successfully capture the dynamic
interactions without the need of lengthy Monte Carlo simulations for systems with the mixture of non-
repairable or Markov (when state transitions only depend on the current state and time) components. This
approach can be contrasted to the standard analytical reliability methods, where either a non-repairable or
Markov assumption is made for all the components (and no mixture of the two is allowed). The developed
procedure provides a mapping between the system-level risks and the relevant parameters of a collision-
avoidance system, thus enabling sensitivity studies that are important due to the uncertainty about those
input parameters.

3.1 General formulation using Markov Discrete Space

Successful conflict resolution requires, on the one hand, that the appropriate equipment is operational, and
on the other hand, that trajectory generation and conflict detection is successful as well. There are several
layers of conflict avoidance, each invoked in sequence as time progresses. Importantly, there is an overlap
in terms of the equipment used by each layer, so that the permanent failures of layers are not independent.
Furthermore, within each layer, several attempts are made to resolve the conflict. In the case of AAC, there
are three such layers: Autoresolver (AR), Tactical Separation-Assured Flight Environment (TSAFE), and
Traffic alert Collision Avoidance System (TCAS), which are engaged in sequence: first AR is engaged (from
8-20 minutes until 3 minutes before the conflict), followed by TSAFE (from 3 minutes until 1 minute), and
TCAS (at 1 minute before the conflict). There is an additional (final) level of safety (visual avoidance by
pilots) that is applied last, and its efficiency is provided by the fraction of conflicts that were unresolved by
the first three layers but resolved by the fourth layer (so its evaluation is decoupled from the evaluation of
the first three layers).

In order to minimize the complexity of the system reliability analysis, it is important to identify subsystems
(modules) that are as large as possible without obscuring the coupling among the subsystems. Specifically, the
common components that make the performance of the three layers dependent require a separate treatment.
In the case of AAC [5], the following coupling mechanisms are identified:

1. Mode S transponder on each aircraft. Its functionality is critical to all three conflict-avoidance systems,
and we denote its probability of failure as Frp(t) when a transponder system on either of the two aircraft
fails. Here T denotes the transponder subsystem (corresponding to the transponders of both aircraft),
and t is time elapsed from the moment AR engaged. Based on the assumptions made in Ref. [5], when
such a failure occurs, the entire collision avoidance system fails.

2. Resolution Delivery (RD). There are shared components between AR and TSAFE contributing to RD
functionaility; however, the chances of the loss of RD functionality during AR phase are negligible.
Indeed, the chances of RD functionality in AR configuration for the whole flight can be calculated as
follows (see figure Fig. 12 and Appendix for the values of involved components):

Paprp =[1—(1—=VDL2)(1 - RR)(1 — FMS)]?VC? ~ 5.76 x 1071° @)

Noting that the overall risk of system failure is on the order of ~ 1 x 1076 — 1 x 1072, the failure
of this branch of the fault tree can be neglected. Qualitatively, this is explained by the fact that RD
functionality has a quadruple redundancy at the component level for AR phase. As a result, the failure
of RD functionality needs to be considered only for TSAFE, and therefore this source of coupling
between different phases can be neglected. Such prescreening of the contributing risk factors (at the
fault-tree rather than at the component level) is important to simplify the analysis.
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Figure 10: Three layers of conflict resolution in AAC (the fourth layer, visual avoidance, is not depicted).

3. The speaker that announces the resolution to the pilot in both the TSAFE and TCAS systems. We

will denote this subsystem as K, so that its failure occurs when a speaker system on either of the two
aircraft fails (here the letter S is not used for this system to avoid confusion with the success state
that is introduced below). The purpose of separating the functionality of this subsystem stems from
the fact that while TSAFE can operate with one of the speakers down, TCAS cannot (here we follow
the assumptions made in Ref. [5] for consistency, although an argument can be made that TCAS can
facilitate collision avoidance even if only one of the aircraft reacts). In order to make this distinction,
we introduce separate states during TSAFE operation (Bj if both speakers are operating, and Fj
otherwise).

. In order for either AR or TSAFE to operate, both aircraft need to be located. Effectively, this func-
tionality is common to AR and TSAFE. The mode S transponder is part of this subsystem, but since
we treat it separately, we introduce the probability of failure to locate both aircraft due to failure of
components other than the mode S transponder, F7,(t). The fault tree that corresponds to subsystem L
is shown in Fig. 11. The subsystem of AR that delivers functionality, which is related to neither location
nor transponder, is denoted as A and the corresponding probability of failure as F4(t). Similarly, the
subsystem of TSAFE that delivers functionality, which is related to neither location nor transponder,
is denoted as B and the corresponding probability of failure as Fg(t).

After evaluating the fault tree for AR, taking into account that subsystems L. and T are treated separately,

and noting that branch shown in Fig. 12 is of negligible importance (the chances of failure of this branch for
the whole flight is 5.76 x 10~1%; see above discussion of the common modes), we can conclude that subsystem
A effectively consists only of ACR (see Appendix for the definitions of individual components). As a result,
the following distinct subsystems are considered: A, B, K, L,T. This is the required level of granularity to
capture all the coupling from the equipment perspective.

At the beginning, we assume that at t; = 0 there is the first possibility of identifying the conflict (this is

the initial state A;) - the state is T = 8 min away from the conflict. Furthermore, at that point there are
no failures in any of the subsystems [5, 35]. At every time step tx, k = 1...n, an attempt is made to resolve
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Figure 11: Fault tree for location function of both aircraft (subsystem L)

the conflict. In the considered example, n = 15 and txy1 — tx = 0.5 min for k = 1...n — 1. In general n
corresponds to the total number of opportunities to resolve the conflict for all layers (phases). As a result, we
consider the following sets of intermediate states A; ... A1g for AR, By ... By, F1 ... E4 for TSAFE, and C for
TCAS. In addition, there are states F' and S for failed and successful conflict conflict resolution, respectively.
Therefore, we have the following total enumeration of the states:

X:[Al...Alo,Bll...Bl5,E11...E15,O,S,F], (3)

Next, individual layers (phases) are modeled.

3.2 Modeling the first phase (AR)

A successful conflict resolution from A; (that is transition to S) implies that the following three conditions
are met:

1. Trajectories for both aircraft has been successfully generated (for each aircraft the probability is 1 —
Prppr, see Appendix for definition of this and other component probabilities)

2. Conflict detection occurs with the probability Pp(t)
3. AR functions properly
As a result, the corresponding transition probability can be calculated as follows:
a(k) = (1 = Prpr)*Pp(k) (4)

Note that this transition probability is applicable for all time steps k, since being in state Ay (or By) implies
that all the relevant subsystems operate at time t;. Full state transitions for Ay are depicted in Figure. 14.
In order to calculate all transition rates, we need to consider the following order of priorities: if no successful

18



X (Resolution Delivery)

AND
First Aircraft Second Aircraft

VC - Voice Communicarion
VDL - Upload Data Link
OR | |RR - Resolution Reader R
FMS - Trajectory Generator
GRD @ @ @

Figure 12: Fault Tree for Resolution Delivery (RD) of AR that has a negligible failure probability

o

resolution of the conflict takes place at time ¢, and transponder T fails by the time t;11, then (regardless
of failures of other subsystems) the transition to state F' occurs. The corresponding chances are determined
by the discrete version of the hazard rate:

Fr(k+1) — Fr(k)
- 1—FT(I<:)T 5)

Hazard rates for other sub-systems are defined in the same fashion. Only if the transponder failure has not
occurred can other transitions take place: first the transition to state C (if subsystem L failed); next, to state
B if subsystem A failed. Finally, the transition to state Ag41 is complementary to all other transitions (if
none of the failures occurred):

hr(k) =

v(k) = (1 — a(k))hr (k) (6)
A(k) = (1 = a(k)(L = hr (k)b (k) (7)
u(k) = (1 = a(k))(1 — hr(k))(1 — hr(k))ha(k) (3)
Bk) = (1 —a(k))1 = hr(k)(1 = hp (k)L —ha(k)) 9)
With individual subsystems, failures are calculated as follows:
Fr(k) = 2Fap(ts) — Fip(ts)) (10)
Fri(k) = Fag(tk)Frs(tk) + Fap — Fap(te)Fac(tr)Frs(tk) (11)
F, = 2F1(k) — F, (k) (12)
Fa(k) = Facr(tk) (13)

It must be noted that during the first phase (i.e., the operation of AR), additional failures can occur that
will cause the system to transition to a more degraded configuration. The following transitions are therefore
provided for By and C:

(k) = hr(k) (14)

o(k) = (1 =7 (k))hw(k) (15)

Note that the same transition probability 7(k) is used for both states (at this point, we do not evaluate the

failure of subsystem B). At this phase all considered subsystems are independent. However, this is not the
case for the following phases, as described next.

3.3 Modeling dependent subsystems

In order to model the transition between the two layers of ACC, one must consider dependent subsystems,
since subsystems K and B are not mutually independent (the former is a part of the latter). As a result, we
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have to resort to conditional probabilities to properly evaluate transitions. Since both of those systems have
not been previously evaluated, any failures of those two subsystems between time ¢ = 0 and ¢ = 5 minutes
must be included. Effectively, we need to consider four disjoint (mutually exclusive) events separately:

1. At time t;; = 5 minutes, both speakers subsystem K and subsystem B failed Pp k(11). The system
should transition to state F.

2. At the time subsystem B has failed, but the speakers are intact Pp (11) (the bar over the K indicates
that the failure has not occurred), the system should transition to state C.

3. The speakers subsystem K has failed, but system B is operational: Pz N x(11). The system transitions
to state Fy (if no other failures occurred).

4. Neither subsystem has failed Pgn (11). The system transitions to state By (if no other failures
occurred).

We can note that the combined probability of those four events is unity. A brute-force approach would
involve explicit consideration of the possible states of all components of these two subsystems. Since there
are five components involved, one would have to deal with 2° = 32 states. When both systems are down,
the occurrences of further failures are irrelevant, so there are actually fewer distinct states, and symmetry
considerations can be used to further reduce the state space. Still, this approach is obviously prone to
state-space explosion, so it has poor scalability for problems with a larger number of components. Instead,
a compressed state-space representation of conditional states for two subsystems is employed, as described
next.

The key consideration (that to the best of the authors’ knowledge has not been previously described in the
literature) is the procedure of inverting the Markov sub-model that corresponds to permanent failures in order
to obtain the transition rates that are used in the full model. In the traditional setup of Markov processes,
the transition rates are known, and the probability of being in a particular state is evaluated as a function of
time. In contrast, in the current procedure, Boolean algebra is used to calculate the probabilities of relevant
states for those subsystems that are subject to permanent failures (the subsystems are non-repairable). Next,
this information is used to infer the transition rates for this subsystem, and finally, those transition rates are
utilized to construct the transition rates for the whole system (this procedure is demonstrated below for the
TSAFE phase).

The fault tree for subsystem B is shown in Figure 13 (for brevity, the dependence on ¢ is omitted on the
right-hand side, but all expressions are function of t). Using this fault tree, we can calculate the following
probabilities:

Ppni(t) = (1= Frer)(1 — Fs)*(1— Fag)
Ppi(t) = (1= Fs)’ [Fror + (1 — Frer)Fag)
PBﬂK(t) = Fg + 2F5(1 — Fs) [FTCR + (1 — FTCR)FRR]
Ppnk(t) =2Fs(1 - Fs)(1 = Frcr)(1 — Frr)
It can be checked that these four probabilities sum up to unity.

The corresponding transitions are shown in Fig. 15, while the probabilities of those transitions are derived
next. First we derive the transition to the failed state:

7(10) = (1 = a(10))(hr(10) + (1 — Ar(10)) [Pk (11) + Py  (11)hL(10)]) (20)

Here the v transition includes an additional term corresponding to the failures of both B and K (Pgpn K);
indeed the failure of B implies that TSAFE is not operational, while the speakers’ failure (subsystem K)
implies that TCAS will not be operational either. Note that the failure accumulation occurs up to the next
step (in the case of incremental change, like in all other transitions, the hazard rate also contains the value
from the next step, but the values from all previous steps are subtracted).

Next we evaluate the transition to state C:

A(10) = (1 — a(10)){(1 — ~r(10))[Ps g (11) + P g (11)hL(10) +
+Psoar (1 —hr(10)) (PgAx(11) + Pgo(11))]} (21)
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In comparison to the previous steps, we need to take into account the possibility of failed speakers that
would preclude operation of TCAS. Note also that we take into account the possibility that the override
from AR to TSAFE will fail with the probability Psoagr, even if all the systems function properly, so the
corresponding terms are added to A(10).

The remaining two transitions from the state A;¢ have the following expressions:

#(10) = (1 = Psoar) (1 = a(10)) (1 = hr(10)) Pg g (11) (1 — h1(10)) (22)
B(10) = (1 = Psoar) (1 — a(10)) (1 = hr(10)) P (11) (1 — A1 (10)) (23)

Similarly, we can assess the transitions for B; and C' (unlike Aqg, the probability of remaining in those
states is not zero, but arcs that point to the same state are omitted for clarity):

_ (0
7(10) = 72 o (24)
_ A0
710) = = o) (25)
_ p(10)
P10) = 7 =00y (26)
¢(10) = hr(10) + (1 — hr(10)) [Pe x(11) + Pp A x(11)] (27)

Finally, transitions during the operation of TSAFE can be evaluated (see Figure 16). Here, the evaluation
of discrete transition rates that describe the dependent states of subsystems B and K requires some special
attention. Transitions among these four states can be described using a (nonuniform in time) discrete
Markov chain (Figure 17). The following three balance equations can be written (noting that the fourth one
is redundant):

Pp g (k1) = hi(k)Pg A g (te) + (1 = hs(k)) Ppn g (te) (28)

Ppk(tes1) = ha(k)Pp g (tk) + (1 = ha(k)) Pp (k) (29)

Ppk(tes1) = Pk (te) + ha(k)Ppn g (tk) + ha(k)Pp  k (tk) + hs (k) Pp & (k) (30)

These equations could be used to calculate the discrete transition rates, but there are five unknowns,

hi(k)...hs(k), and only three equations. However, hy(k) and hs(k) can be calculated in a relatively straight-
forward fashion: indeed, for the former, we can note that in the state B[ K, all redundancy is depleted,
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and there is exactly one speaker and one RR operational. Similarly, for the latter, we note that the transi-
tion from the state B[] K depends only on the state of the speakers (both of which are operational). The
corresponding cumulative distribution functions can be therefore expressed as follows (dependence on ¢y is
implied on the right hand side for brevity):

Fy(k) = Frcr + (1 — Frer) [Fs + (1 — Fs)FRg| (31)
F5(k) =2Fs — F§ (32)

In general, there might be more than one possible configuration for the degraded state, and in this case the
total transition rates have to be weighted in accordance with the probability of each degraded configuration.
Now, using Eq. 5 for expressions Egs. 31 and 32, we can obtain expressions for hy(k) and hs(k). Finally,
we can substitute those expressions into Eqs. 28, 29, and 30 to obtain hy(k), ha(k), and hs(k), respectively.

Next, we note that the transition rate to success from states By and Ej, are still given by a(k) (see Eq. 4)
k =11...14. The rest of the transitions for state Bj, are described next.

v(k) = (1 — a(k)) [hr (k) + (1 — hr(k))(hs (k) + ha(k )hL(k))] (33)

A(k) = (1 = a(k))(X = hr(k)) [h (k) + hr(k) (1 = hi(k) — ha(k) — ha(k))] (34)
p(k) = (1 — a(k))(1 = hr(k))ha(k) (1 — hr(k)) (35)

B(k) = (1 —a(k)(1 = hr(k)) (1 = hr(k)) [1 — hi(k) — ha(k) — ha(k)] (36)
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Similarly, the rest of the transitions are provided for states Ej and C:

6(k) = (1 — a(k)) [hr(k) + (1 — hr(k))(hr (k) + (1 — hr(k))ha(K))] (37)
(k) =1 — a(k) — (k) (38)
¢(k) = hr(k) + (1 — hr(k))hs (k) (39)

At the last step of TSAFE, we can note that Ej5 implies failure (and so the corresponding probability
needs to be added to the failed state; see below), while Bys is the same as C. After this addition, the
P(C) represents the chances that TCAS will be required (and both speakers and both transponders are
operational). Therefore the final expression for the probability of failure of AAC is

Pjtait = P(F) 4+ P(E15) + [P(C) + P(B1s)| [Prcors + (1 — Preors)(2Poruer — Porusr)] (40)

3.4 Additional considerations

As mentioned in the introduction, the system safety structure and parameters of the AAC model [5] were
used as an illustration and a reference point for constructing the corresponding analytical model, so this
work should not be considered as an endorsement of that model (and as a result, the endorsement of the
corresponding risk estimation). However, this can be considered a reasonable starting point for constructing
meaningful models, which can be effectively used for building safety cases for particular collision avoidance
implementation, along with the requirements for the performance characteristics of the individual compo-
nents. This goes beyond the scope of the present paper, but several initial observations can be pointed
out:

1. Probability of detection: in the paper, the probability of detection is based on squaring the probability
of not deviating by half of the distance [5] . Based on purely geometric considerations, the probability
of detection is actually significantly higher. In the extreme case of a head-on collision, one can derive
an analytical formula using normal cross-track error distribution and the Euclidean difference. It can
be ascertained that the currently used formulae provide a conservative estimate. In addition, there
is a possibility of a correlation between the errors (common bias) both in time and between the two
aircraft in conflict. The former would lead to the decrease in the probability of successful detection.
Importantly, introducing different functions of probability detection as a function of time would not
interfere with the structure of the system-level model, and the procedure described in the paper should
be still applicable.
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2. Commission error: for example, a “false positive” situation where the system assumes that there is a
conflict, although there is actually is none; this is potentially an important consideration due to the
reduction of the time available for correcting the error. Similarly, resolution of an existing conflict
can be executed incorrectly. The issue is related to so-called “Byzantine fault tolerance”[20]. A more
detailed modeling of conflict resolution is needed to estimate the associated probabilities, and this is a
different failure mode that must be modeled separately.

3. At time t; = 0, all systems are assumed to function properly; this needs to be revisited, as the risks
during the recovery process need to be estimated. This recovery process also requires a separate model.

4. The motivation behind the use of exponential transformation TCAS [5] is questionable (see the discus-
sion in the Appendix regarding Porggrr). This consideration will only impact the values of the used
parameter and not the structure of the model.

5. The failure rate of ADS-B Mode S transponder, AB (see Appendix) is obtained from Ref. [15], with the
source citing value that is one order of magnitude higher, and is based on an exposure of 20 minutes (and
not two hours). Apparently, this reduction of the failure rate is due to a credit for some redundancy.
Due to the importance of this parameter on the overall failure of the system, this issue should be further
investigated. However, this consideration will only impact the values of the used parameter and not
the structure of the model (unless the redundancy of the transponders has to be modeled explicitly).

4 Research Conclusions

The application of Stochastic Petri Nets as an intermediate fidelity-level analysis for safety assessment is
described. SPNs use discrete state space, but maintain continuous-time representation thus providing a
means to capture time-dependent interactions among various entities of the National Airspace System. Inputs
to SPN models consist of the appropriate time distribution of relevant events that can be obtained from
physics-based simulations. In the considered example, agent-based simulations have been used to obtain the
needed distributions. Specifically, the uncertainty of traveling time between the feeder points and merging
point was taken into account to evaluate the efficiency of the coordination of two fluxes of aircraft that
follow optimized profile descents. The frequency of space violations are estimated as a function of relevant
parameters. Traditional risk assessments that rely on the use of fault trees are not capable of capturing the
timing of events, so this type of analysis would have to be conducted within a single physics-based simulation,
or in this context, an agent-based simulation. Preliminary validation of the results of SPN against the agent-
based simulation that includes all the relevant logic (and is orders of magnitude slower and much more difficult

24



1.E-5 |

— Analytical
Truncated simulation (NASA Ames)
® Full simulation (NASA Ames)

1.E-6 |

Probability of Failure to Resolve Conflict

1.E-7 ? : ‘
9.7E-6 9.7E-5 9.7E-4
Probability of Transponder Failure

Figure 18: Sensitivity of the probability of ACC failure to the failure of AC Mode S transponder; log-log
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to create) demonstrate a very good accuracy that is well within the sampling accuracy of the agent-based
simulation (see Figures 8,9).

In addition, a fully analytical procedure has been developed that evaluates the reliability of several layers
of collision avoidance. One of the distinct features of the developed procedure is its ability to model dependent
subsystems (see the discussion of modeling subsystems K and B) by employing a novel semi-inversion of the
Markov model. Specifically, a submodel that corresponds to the nonrenewable part of the system is evaluated
using Boolean algebra, and the expressions obtained for subsystem state probabilities are used to infer the
transition rates among those states. Finally, those transition rates are supplemented by the inclusion of
recurrent events resulting in a complete state-space representation.

In accordance with Monte Carlo simulation [5], out of 10 billion runs there were 1180 cases where three
layers of AAC failed (829 of those case were resolved using the last fourth layer). This translates into the
chances of failure of all three systems to be 1.180 x 1077,

This can be compared with the numerical results obtained analytically using the developed procedure. If
only the transponder is allowed to fail (and all the other subsystems cannot fail), then the total probability
of failure is 1.117 x 10~7, which is very close to the result reported in Ref. [5]. As expected, transponders
dominate the overall failure rate (due to any lack of considered redundancy). Upon the completion of
the first phase (9 steps of AR), the AAC system will fail with the probability 1.04315 x 10~7, while the
chances that the system will transition to TSAFE is 7.0173 x 10~%. After all three phases are completed
and TCAS has been engaged, the chance of failure of AAC is 1.548 x 10~7. As mentioned previously,
this number is obtained using uncorrected Porgrr = 0.10549, while in Ref. [5], a correction is made and
Porggpr—corr = 0.100112 is considered instead. As described in the Appendix, the authors of the current
paper question the motivation behind this correction. However, if it is used, that the final number slightly
changes to 1.524 x 10~7. Figure 18 depicts the sensitivity of the probability of ACC failure with respect
to the probability of AC Mode S transponder failure, which is the main driver of the system failure. The
latter is varied over the two orders of magnitude, and depicted using the log-log scale with the results from
Ref. [5, 35] shown for comparison as well.
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Appendix

All the values used are described in more detail in Ref. [5]. The values are either obtained from prior sources,
including Ref. [15], or assumed where no data was available. There are two types of probabilities specified:

1. The failure probabilities (per flight) for AAC components as shown in Table 1. Please note that all
quantities provided in the table (except ACR) are per aircraft (so indices 1 and 2 are used in fault trees
to indicate each aircraft). Each of these component failures can be used to evaluate the probability of
such a component being in failed state at time ¢ (using the exponential distribution assumption and
the fact that no failures are considered prior to ¢ = 0):

Fag(t) =1—exp {_PAG%] (41)

Here T is the total duration of a flight (in the context of AAC, we consider T' = 120 min)[5].

2. The probabilities of failure on demand are given in Table 2. The probability of detection for an aircraft
(both AR and TSAFE) depends on the time to conflict (this probability is related to the uncertainty
of the trajectory generation, and is approximated by the following curve fit):

Pp(t) = (—62x107"2) t* + (12 x 107%) £ + (=6.3 x 107°) * + (=3.0x 107*) t + 1.0 (42)

where ¢ is measured in seconds. Note that Porggr corresponds to the failure of TCAS to resolve
conflict per aircraft, assuming that both speakers and the transponders are operating properly. The
numerical value for Porprpr = 0.10549 is calculated in Ref.[5] by removing assumed failure probabilities
of transponders and speakers from the historically observed probability of TCAS failure. This value is
used in the current paper; however, in contrast to Ref.[5], no exponential correction is used in parametric
calculation, as the number already corresponds to per-demand failure (and is not directly associated
with the accumulation of failure with time).

Component Functionality Description Failure Probability
AG ADS-B: AC gets position via GPS 0.0005
AB ADS-B: AC Mode S transponder 0.0000097
AD ADS-B: Ground station sends ACs data to Host 0.00002
RS Radar: Ground signals AC to reply 0.00682

ACR=TCR Conflict resolution module 0.000001

VDL2 VDL2: Resolution upload via data link (per AC) 0.00004
VC AC data sent to host comps via voice communication 0.00055
RR Onboard resolution reader (per AC) 0.000001

FMS Omnboard resolution trajectory generator (per AC) 0.000097

S Omnboard speaker (per AC) 0.000001

Table 1: Failure probability for components (per flight)

Component Functionality Description Failure Probability
Prpr Generate AR 4-D flightplan trajectory (per AC) 0.000001
Pprr Generate TSAFE 4-D flightplan trajectory (per AC) 0.000001

Prsoar Successful override of AR by TSAFE 0.000001

Prcors Successful override of TSAFE by TCAS 0.000001
Pp(t) Successful detection (both AC) Varies (see Eq. 42)

Poryer Successful TCAS (per AC) 0.10549

Table 2: Probabilities of failure on demand
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