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SUMMARY 

The goal of this research was to establish the practical feasibility of utilizing the Johnson 
TubeTM heat pump (U.S. Patent 4,724,683) for external thermal control of manned spacecraft. 
The primary objectives were: 

1. Develop detailed computer models to theoretically predict the behavior of the 
Johnson TubeTM heat pump. 

2. Perform parametric calculations using these models to predict the sensitivity of the 
Johnson Tube™ heat pump performance to various parameters. 

3. Construct a proof-of-concept experimental apparatus to test the actual performance 
of the device. 

Theoretical and experimental work has been conducted to accomplish these objectives. 

Two-phase thermal hydraulic models for flow in the nozzle, drift tube, and diffuser based 
on either a homogeneous equilibrium model, a dynamic slip model, or a fully separated flow 
model have been developed. These models have been incorporated into a general thermodynamic 
model of the Johnson Tube™ heat pump. 

Parametric studies have been performed to quantify the effects of various parameters on 
the performance of the Johnson TubeTM. The results indicate that COPs near those for a Camot 
cycle can be theoretically achieved. The actual performance is significantly affected by both 
frictional losses in the system and the heat transfer effectiveness in the regenerator section. 

An experimental facility has been constructed to test component performance. The data 
show an increase in temperature drop across the nozzle with increasing inlet temperature, as 
predicted theoretically. However, while the model predicts a slight increase in temperature drop 
with decreasing inlet pressure, the experiment yielded the opposite results. The latter is attributed 
to other than homogeneous behavior of the working fluid. 

A proof-of-concept experimental facility has been constructed and tested. Experimental 
results showed that homogeneous flow is critical to the performance of the Johnson Tube™. 
Enhanced heat transfer in the regenerator section is necessary to achieve the desired operation 
of the device. To approach Camot efficiency the device must be improved by optimizing the 
various Johnson Tube™ components in accordance with model predictions. Enhancement of the 
regenerator heat transfer will be necessary to approach Camot efficiency. 

In conclusion, extensive theoretical analyses have shown the Johnson Tube™ heat pump 
to be a highly efficient device, suitable for external thermal control of manned spacecraft. 
Experimental results suggest that various components must be optimized to achieve the desired 
operation of the device. The work outlined in the Phase n proposal is crucial to enhance the 
Johnson Tube™ heat pump performance to approach the ideal Camot efficiency. The device can 
be adapted for use in space for thermal control and refrigeration. In addition, the device has 
widespread applications for commercial and residential space conditioning and refrigeration. 
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I. INTRODUCTION AND PURPOSE OF WORK 

I.A. Conventional Vapor Compression Systems 

The Carnot cycle offers maximum thennodynarnic efficiency for a heat engine operating 

between two temperatures [1]. However, the vapor compression cycle is traditionally treated as 

the ideal cycle for practical heat pumps and refrigerators because of the multiple barriers to a 

practical Carnot cycle. A primary limitation to a practical Camot cycle has been the virtual 

inability to mechanically compress or expand (at a reasonable rate and efficiency) a mixture of 

liquid and vapor [1]. The vapor compression cycle circumvents these problems; however, it has 

a relatively low coefficient of performance (COP). This inefficiency occurs because the vapor 

is compressed well into the superheat region. In addition much of the heat rejection takes place 

above the condensing temperature and consequently well above the heat sink temperature. The 

vapor compression cycle also makes no attempt to regain work from the expanding fluid. 

In addition to the relatively low COP of vapor compression systems, R-12, the standard 

refrigerant commonly used in such systems, must be phased out by the year 2000 (Montreal 

Protocol 1987) due to environmental concerns related to ozone depletion. The new refrigerant 

R-134~ which will replace R-12, is nonazeotropic, but has a global warming potential420 times 

that of C02 [2]. Therefore, environmentally compatible classes of working fluids and/or 

alternative refrigeration technologies must be developed. 

The Johnson Tube™ heat pump (U.S. Patent 4,724,683) [3] is an innovative device which 

promises significant improvement over existing heat pump technology due to its high efficiency 

and simplicity. More importantly, it can be operated with a wide range of working fluids, 

including water, eliminating the need for ozone-depleting chlorofluorocarbons (CFCs) and other 
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replacement refrigerants with high global warming potential. It can potentially replace devices 

which use the vapor compression cycle for future heat pump, refrigeration, and space 

conditioning applications. The goal of the present research is to establish the practical feasibility 

of utilizing the Johnson Tube™ heat pump for external thennal control of manned spacecraft 

I.B. The Johnson TubeTM Heat Pump 

Figure 1 schematically depicts the key features of the Johnson Tube™ heat pump as 

utilized in a conceptual refrigeration cycle. The thennodynamic states of the fluid are depicted 

in Figure 2. The device consists of a pump, a convergent-divergent nozzle, a drift tube, a 

convergent-divergent diffuser, and an annular regenerative heat exchange channel which jackets 

the drift tube. 

STATE3 

STATE 1 
COMPRESSED UCUIO 

STATE 2 
LOW TEMP 
~\NOR MIXTURE 

END Of EXTER.W. HEAT 

~ --------L 

STATE• 
START ISENTfKPIC 
COMPRESSION 

CONVERGENT 
DIVERGENT 
DIFFUSER 

t~ 
~QH 

t~ 

STATE 5 
HIGH TEMPERATURE LIQUID 

Pigure 1: Johnson TubeTN Heat Pump 
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• s • l 
B 
~ 

2 

Eatropy 

Figure 2: Temperature-Entropy 
Diagram for Johnson Tube~ Heat Pump 

Referring to Figure 2, the main processes in an ideal Johnson Tube™ heat cycle are: 

1. Isentropic compression of a single phase liquid in the pump from State 7 to State 1. 

2. Isentropic expansion, acceleration and flashing in the nozzle from State 1 to State 2. 

The working fluid in a high-pressure liquid state (State 1 in Figure 2) jets through 
the nozzle, where it undergoes decompression, flashing, and acceleration. The 
working fluid temperature is significantly decreased as its velocity is increased. 
In a properly designed nozzle, flashing produces a homogeneous mixture of liquid 
and vapor (State 2). Thus, the two phase mixture exiting the nozzle will be a low 
quality, low pressure, cooled mixture with high kinetic energy (velocity). (See 
Figure 3). 
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COMPRESSED UQUID 
SUPPLIED FROM PUMP 

FLASHNG, EXPANDING 
~-- UOUID VAPOR MIXTURE 

DECREASES IN 
TEMPERATURE 

Figure 3: Isentropic Acceleration and 
Flashing in the Nozzle 

3. External thermal load addition at nearly constant quality from State 2 to State 3. 

The low temperature vapor-liquid droplet mixture (State 2) absorbs the thennal 
load, Q, (i.e. from the refrigerated compartment in a chiller) reaching State 3. 
It is possible for the heat addition process to be perfonned in a manner that 
maintains nearly constant quality between States 2 and 3; the pressure and 
temperature at State 3 will be higher than those at State 2. Another, more 
favorable option for the heat addition process is to integrate it within the latter 
part of the nozzle expansion process. In this case, the temperature (and pressure) 
at States 2 and 3 would be the same. (See Figure 4). 

After lashing, the 
low terllf)erature 
rnixlur8 abiOrbs 
heat from tt. 
load. 

TwoP'-ae 
Homogeneous 
Mixture 

Figure 4: External Thermal 
Load Addition 
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4. Regenerative heat exchange in the drift tube from State 3 to State 4. 

The two-phase mixture flows through the drift channel (diffuser) which also acts 
as a counter-current heat exchanger. The two-phase mixture flowing inside the 
drift channel is heated by the counter-flowing liquid within the annular jacket 
Simultaneously, the mixture is decelerated and compressed towards State 4 (see 
Figure 5). The drift channel configuration can be chosen for optimal heat transfer 
and compression by the deceleration (diffusion) process. One possible method 
would hold the vapor quality in the two-phase mixture approximately constant 
between States 3 and 4, so that the thermal energy transferred to the mixture 
results in an increase in its pressure without further vaporization. 

@ Low Temperature/ 

~--l Low Vapor Pressure 

High Speed 
0 0 

Two Phase 
Homogeneous 
Mixture 

I 
Heat is 
transferred 
from the liquid 
in the annulus 

Uquld flow in 
annulus 

T 

0 
0 l 0 0 

0 0 

I 
Heat is transferred from 
the counterjlowing liquid 
in the annulus to the high 
speed two phase mixture 
flowing in the drift 
channel. 

0 

0 
0 0 

0100 

0 

0 
0 0 

0 0 

Q 

0Regel 
Regen 

0 

As heat is transferred to 
the high speed mixture, its 
kinetic energy (velocity) 
decreases as it performs 
work going from the low 
pressure end to the high 
pressure end of the drift 
channel. 0 0 0 

0 
0 0 

0 

o lo o 
0 0 

T The temperature of the 
liquid-vapor mixture 
leaving the drift channel at 
State 4 is ideally equal to 
the temperature of the 
fluid returning to the 
annulus at State 6. 

0 

0 

0 
0 

0 

0 

..,__ ___ ~@ Uquid flow to annulus 

17\ High Temperature/ 
\!!:I High Vapor Pressure 

Figure 5: Regenerative Heat Exchange in the Drift Tube 
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5. Complete condensation and deceleration in the isentropic diffuser from State 4 
to State 5. 

The final segment of the drift channel (between States 4 and 5) is an isentropic 
diffuser. In this section, the fluid is fully decelerated and condensed, resulting in 
increased pressure and temperature. The temperature rise of the liquid is a 
consequence of the latent heat released during the condensation process. Residual 
kinetic energy of the fluid is recovered as potential energy as the fluid's velocity 
decreases and its pressure increases in the diffuser. (See Figure 6). 

Two phase 
Condensing 
Mixture 

The fluid's pressure 
increases as its speed 
decreases in the 
divergent section of 
the diffuser 

17\ High Speed/ 1 Low Pressure Mixture 

@ Low Speed/ 
High Pressure Liquid 

Figure 6: Complete Condensation and 
Deceleration in the Isentropic Diffuser 
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6. Heat rejection to the environment at constant pressure from State 5 to State 6. 

The wann liquid exiting the diffuser is cooled by the heat sink (the ambient for 
a chiller or the interior for a heat pump), rejecting~ and reaching State 6. (See 
Figure 7). 

After heat rejection, 
cool liquid enters 
annulus of 
regenerator 

STATE 6 
COOLED LIQUID 

STATE 5 
HIGH TEMPERATURE LIQUID 

Figure 7: Heat Rejection to the Environment 

7. Regenerative constant pressure heat exchange from State 6 to State 7. 

As illustrated in Figure 5, the liquid working fluid leaving the heat rejection 
process (State 6) is further cooled as it flows up through the outside of the annular 
jacket, transferring heat to the two-phase mixture within the drift channel. The 
fluid reaches the pump inlet (State 7), completing the cycle. 

I.C. Discussion 

In contrast to the vapor compression cycle, recuperative heat exchange in the Johnson 

TubeTM heat pump confines external heat input to temperatures just below the heat source 

temperature and heat rejection to temperatures just above the heat sink temperature. This 

favorable temperature profile combined with the recovery of kinetic energy from the expanding 

fluid yields a cycle that approaches the efficiency of the Carnot cycle without its practical 

difficulties. Friction and irreversibilities are expected to have a relatively comparable impact on 

both the vapor compression cycle and the Johnson cycle. Therefore, the efficiency improvement 

7 



of an actual Johnson Tube™ heat pump over existing systems should be roughly equivalent to 

the improvement of an ideal Camot over an ideal vapor compression cycle operating between the 

same two temperatures. The physical configuration of this device also offers greater flexibility 

in selecting working fluids (i.e. few critical mechanical or electrical components need be 

immersed in the fluid and sealing and tribological concerns are minimized since there is no vapor 

compressor). 

ll. SPECIFIC GOALS OF WORK 

The objective of the present research is to determine the practical engineering feasibility 

of utilizing the Johnson Tube™ heat pump concept for external thermal control of manned 

spacecraft. The following specific goals were developed to accomplish that objective: 

1. Develop a general one-dimensional computer model for the heat transfer 
and flow characteristics of the two-phase liquid/vapor mixture in the drift 
tube and the combined performance of the drift tube and heat exchanger. 

2. Perform parametric calculations using the computer code developed above 
to quantify the effects of various design and operational parameters, 
including nozzle characteristics, on the performance of the drift tube and 
heat exchanger. 

3. Develop a general thermodynamic computer model for the Johnson Tube™ 
heat pump which includes non-ideal processes. 

4. Perform parametric calculations using the above models to evaluate the 
sensitivity of the Johnson Tube™ heat pump performance to various design 
and operational parameters. Determine overall cycle performance and 
operating characteristics. 

5. Design, construct and instrument a proof-of-concept test apparatus. 

6. Develop a test plan and run tests. Evaluate data as obtained. Compare 
experimental data with performance predicted by computer models 
developed above. 

7. Determine whether device is feasible for thermal control in manned 
spacecraft. 
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Theoretical and experimental work has been performed to accomplish the above 
objectives. Theoretical work is described in Section Ill, while the experimental work is presented 
in Section IV; the results are presented in Sections V and VI, respectively. Conclusions derived 
from the Phase I effort are presented in Section VII. 

m. THEORETICAL WORK 

ID.A. Two-Phase Flow Models 

Detailed state of the art two-phase thermal-hydraulic models for flow in the various 

components of the Johnson Tube™ have been developed. In addition, an overall thermodynamic 

model for the entire cycle including non-ideal processes has been developed. The two-phase 

models are described in Section ill.A, while the thermodynamic model is presented in Section 

ill.B below. 

ill.A.l. Introduction 

The operation of the Johnson Tube™ involves complex two-phase flow processes. 

Experience with multi-fluid systems, such as water cooled reactors in recent years has shown 

that, in dealing with complex systems, first-principle modeling is the best approach. Large 

computer system codes based on first-principle modeling of transients in nuclear reactor systems 

have been remarkably successful in predicting experiments [9,10,11]. Mechanistic models also 

provide useful tools for parametric and sensitivity calculations, identification of key physical 

parameters governing the model processes, scaling, designing experimental test matrices, and 

analysis of experimental data. 

In what follows, models for flow in the nozzle of the Johnson Tube™ are discussed in 

Section ill.A.2. Two-phase flow conservation equations are then presented in Section ill.A.3, 

where the homogeneous equilibrium mixture (HEM) model is presented in Section ID.A.3.a, 

followed by the discussion of the seven and six-equation separated flow models in Sections 
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ill.A.3.b and ill.A.3.c, respectively. Conservation equations for the dynamic slip model are 

presented in Section ID.A.3.d. 

The constitutive and closure relations needed for the solution of these conservation 

equations are discussed in Section ID.A.4. Thus, wall friction and heat transfer are addressed in 

Sections ill.A.4.a and ill.A.4.b, respectively, followed by a discussion of flow regimes in Section 

lli.A.4.c. Liquid-vapor interphase forces are then discussed in Section ill.A.4.d, followed by a 

discussion of interphase heat and mass transfer in Section m.A.4.e. Thermodynamic relations 

and properties are discussed in Section IIT.A.4.f. Finally, the numerical solution method is 

presented in Section Ill.A.5. 

ffi.A.2. Nozzle now models 

The nozzle in the Johnson Tube™ is designed to support critical (choked) flow of an 

initially compressed (subcooled) liquid. This choked flow is accompanied by flashing and 

atomization of the fluid. 

Two-phase critical flow has been extensively studied in the past, primarily due to its 

important role during loss-of-coolant-accidents in nuclear reactors. Models, with various levels 

of mechanistic details, have been suggested by many authors. The key parameter to predict in 

these models is the critical mass flux. The existing critical flow models can be divided into three 

broad groups. The first group of models are based on simple thermodynamic analyses, and do 

not account for any form of non-equilibrium [6,7,12]. These models are evidently appropriate 

for rough estimates. Models in the second group combine thermodynamic and fluid mechanical 

representations, and account for thermal and/or mechanical non-equilibrium [4,5,13]. These 

semi-empirical models have been particularly popular and successful. The third, and most recent 

group of models attempts to predict the critical flow rate by obtaining the relevant limiting 
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solutions for the flow conservation equations [14,15]. These models, although based on sound 

theory, do not appear to be more accurate than the second group of models in predicting 

experimental data. Furthermore, they are computationally expensive. 

In this work, three different algorithms for calculating the critical flow are provided as 

options. The fus~ the homogeneous equilibrium isentropic model(referred to in reference [11] 

as the "isoenthalpic" model), is the simplest and most consistent thermodynamic model. The 

secon_d model, due to Henry and Fauske [5], belongs to the above-described second group of 

critical flow models, and is among the most widely-used methods for calculating two-phase 

choked flow. Both of these models are applied using empirical, polynomial-type curvefits for 

water-steam mixtures borrowed from [1 1], as will be discussed later. The third, due to Leung 

and Grolmes [7], provides a fast and approximate algorithm for calculating two-phase critical 

flow based on the homogeneous equilibrium isentropic model. These models are briefly 

described in the following paragraphs. 

The homogeneous equilibrium isentropic model assumes: (a) the flow through the nozzle 

is isentropic, and (b) should the flow become two-phase, the liquid and vapor phases remain 

saturated with respect to the local pressure. The isentropic flow assumption is applied to the 

mixture, and not to either phase separately. This model, being based on equilibrium 

thermodynamic analyses, is conservative. It is, however, self consistent, is applicable to all 

fluids, and its range of applicability is unlimited. 

The Henry-Fauske model [5] can be applied to the critical flow of an initially saturated 

liquid through a nozzle. This model assumes: (a) liquid and vapor do not exchange heat and 

mass while flowing through the nozzle throat, (b) each phase undergoes an isentropic expansion. 

Liquid and vapor are assumed to have different velocities, and the slip ratio at the throat is found 
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by assuming that the derivative of the slip ratio with respect to pressure is zero at the throat The 

model has been extended to include initially subcooled liquid as well [11]. 

The model of Leung and Grolmes [7] addresses the flashing critical flow of an initially 

subcooled liquid through a nozzle. It is based on the assumption of isentropic, homogeneous and 

equilibrium two-phase flow. However, by using an approximate equation of state for the 

saturated two-phase mixture, an approximate closed form solution is obtained for the critical flow 

rate. 

Application of either of the isentropic or the Henry-Fauske models in their original forms 

involves iterative solution of several equations, accompanied with calculation of thermodynamic 

properties. Such calculations are obviously computationally expensive. In order to reduce 

computations, the developers of the computer code RETRAN [ 11] have devised curvefits for the 

predictions of the above three models, deriving explicit empirical correlations for water, in the 

following generic form: 

(1) 

where Gcr is the critical mass flux at the throat, and P 0 and 60 represent the stagnation pressure 

and enthalpy at the nozzle inlet, respectively. The functions representing the right hand side of 

the above equation are in polynomial fonn. These empirical correlations, it is emphasized, are 

only applicable to water. 

The empirical correlations of RETRAN-03 [ 11] are utilized in this work for calculating 

the critical nozzle flow for water. As mentioned earlier, the aforementioned "isoenthalpic" and 

Henry-Fauske models are both included. 
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ill.A.3. Conservation equations 

The analysis represented by the conservation equations to be described below starts from 

the throat of the nozzle, where z = 0 (see Figure 8). The flow is assumed to be steady and one-

dimensional everywhere. The conservation equations are written for variable cross-sectional flow 

area [16,17], in accordance with the design features of the Johnson Tube™. The assumption of 

one-dimensional flow is realistic since, as noted elsewhere in this report, the drift channel is 

composed of long tubular components with only mild variations of flow cross-sectional area in 

the drift channel segment 

Except for the homogeneous equilibrium mixture model, The working fluid is assumed 

to contain a small amount of noncondensible gas. The liquid phase is assumed impermeable to 

the noncondensible gas. Furthermore, the noncondensible gas is assumed to remain locally well-

mixed and at thermal equilibrium with the vapor. 

The segment of the Johnson Tube™ where the drift tube is jacketed by the countercurrent 

liquid flow channel represents a countercurrent heat exchanger. The energy conservation 

equations representing the two countercurrent streams are thus coupled, and must be numerically 

solved sim ul taneousl y. 

lllA.3.a. Homogeneous equilibrium mixture (HEM) model 

Figure 8 is a schematic of the drift tube. The mass conservation equation for the two-

phase mixture conservation equations can be represented as (see Nomenclature for the definition 

of parameters): 

(2) 
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the mixture momentum equation is: 

(3) 

where 9 is the angle of inclination with respect to the horizontal plane, defmed positive when 

flow is upward. 

compressed liquid <D 

nozzle 
(critical flow, -----+ 
flashing, atomization) 

two-phase 
flow 

(high void fraction, 
low pressure) 

heat 
load 

ondensing two-phase 

• • 
• •• 
• 

ow -----------
(two-phase flow patterns, 
vapor-liquid interphase 
transfer processes, 
liquid-vapor thennal and 
mechanical non-equilibrium) 

+----

pump 

counter flow 
heat exchanger 

single phase 
liquid 

._... heat 
sink 

Figure 8: Johnson Tube™ Heat Pump Cycle 
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The homogeneous mixture density is defined as: 

(4) 

The energy conservation equation for the drift channel can be written as: 

(5) 

where e represents the total enthalpy, defined as: 

e=xn + (1-x) E,+.! u2 
g oL 2 (6) 

The parameter q" is the heat flux, i.e. heat flow rate per unit surface area, provided to the 

channel. Referring to Figure 8, it thus represents the heat load in the segment between Points 

2 and 3, and the heat transfer between the fluid in the drift channel and the liquid in the jacket 

between Points 3 and 4. Between the latter two points, Equation (5) should be solved 

simultaneously with the energy conservation equation for the fluid in the jacket: 

dT 
rh c ---!:.d=Pq11 

tot P,L dz 

ill.A.3.b. Seven-equation separated flow model 

(7) 

In this approach, the liquid and gas phases are represented by separate mass, momentum, 

and energy equations, and thermal and mechanical nonequilibrium are both rigorously accounted 

for. 
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The two-phase mixture mass conservation equation is written as: 

(8) 

Mass conservation for the vapor-noncondensible mixture is represented by: 

(9) 

where revap and r coad represent evaporation and condensation rates, per unit mixture volume, 

respectively. 

The mass conservation for the noncondensible gas is represented by: 

(10) 

where X0 represents the mass fraction of the noncondensible in the vapor-noncondensible mixture. 

The quality, x, and void fraction, a are related according to 

a= x 
PG Uc, x+- (1-x)-

(11) 

PL u 
1-

The vapor-noncondensible mixture density, p0 , can be represented as the summation of partial 

densities of the vapor and noncondensible, according to: 
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(12) 

where the partial densities are related to pressure, P, according to: 

(13) 

(14) 

where P8 is the partial pressure of vapor, and R is the universal gas constant 

Momentum conservation for the gas phase, and the two-phase mixture, are represented 

by the following two equations, respectively: 

where FWM and Fwo are the wall friction forces, per unit length, imposed on the two-phase 

mixture and the gas phase, respectively, and K the interphase momentum transfer coefficient, 

represents the interphase drag force. The mass exchanged due to phase change, as noted, is 
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assumed to represent the velocity of the donor phase. The last tenn on the right hand side of 

Equation (15) represents the virtual mass force. 

Finally, the energy conservation equations for the two-phase mixture and the gas phase 

are represented by: 

(17) 

(18) 

where the gas and liquid total specific enthalpies are defined as: 

(19) 

(20) 

The gas enthalpy is given by: 

(21) 

The parameter eoj represents the specific enthaply of the mass exchanged due to evaporation or 

condensation, as it crosses the gas-side interphase boundary, and is obtained from: 
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(25) 

where the subscript f represents saturated liquid with respect to the local pressure. 

Similarly, when the vapor in the gas phase is assumed saturated, the mixture energy 

conservation is represented by Equation (17), where PL and eL represent the local subcooled or 

superheated liquid, and 

(26) 

where p8 is the density of vapor at saturation with respect to the partial pressure of vapor in the 

vapor-noncondensible mixture. In equation (I 7), the gas total specific enthalpy, ec;, is found from 

Equation (19), where: 

(27) 

where n8 is the vapor specific enthalpy, at saturation with respect to the local vapor partial 

pressure. 

ill.A.3.d. Dynamic slip model 

This model is in fact a five-equation separated flow model, and is based on the 

assumption that the two phases remain saturated and hence at thennal equilibrium. Unequal 

phasic velocities are assumed, however. 
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The mixture mass conservation can be represented by Equation (8) and the noncondensible 

mass conservation is represented by Equation (10). The momentum conservation equations are 

represented by Equations (15) and (16). The mixture energy conservation is also represented by 

Equation (17), where liquid and vapor are now both saturated. 

mA.3.e. Thennodynamic relations 

In order to simplify the analysis, in the derivation of partial derivatives of properties, the 

noncondensible gas and vapor are assumed to behave as ideal gases. Using the state variables 

P and X0 , which are provided by the solution of the conservation equations, when the gas mixture 

is saturated, the local gas mixture temperature and density can be found from 

(28) 

where Pv = P(l - X0 ). The noncondensible mole fraction in the gas phase, X0 , is related to the 

noncondensible mass fraction according to: 

(30) 

The expansion of the left hand sides of the conservation equations, which is perfonned 

to facilitate the numerical solution as explained later, requires that the z-derivatives of some of 
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the fluid properties be replaced with their equivalent derivatives with respect to the state variables 

P and Xu· This is done by applying the chain rule, and using appropriate thennodynamic 

approximations. From Equation (29): 

(31) 

To further manipulate this equation, assume that the vapor is an ideal gas, and apply 

Clausius's relation: 

(32) 

It can then be shown that: 

(33) 

( apG) :_P_ [ (M -M) +PM ( v.fg) •] ax p R • n v G 1i 
n Tsat fg 

(34) 

where all parameters with the superscript *, correspond to the local vapor partial pressure 

(35) 

it can be easily shown that 
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Mn 
axn_ Mv 
axn _[_X_n_+_(_l_-....;.X_n_) _M._n_]_2 

Mv 

(36) 

Similarly, it can be shown that 

(37) 

where, 

When the gas phase is not saturated with vapor, n0 itself is a state variable. Partial 

derivatives of Po with respect to the three state variables P, X0 , and~ are derived using ideal gas 

relations. 

Ill.A.3.f. Conservation equations in expanded form 

Parametric and design calculations can be performed in two ways. In the first method, 

the geometry of the drift channel cross-sectional area, and its axial variations, are assumed 

known, and conservation equations are solved, thereby calculating the pressure distribution along 
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the drift channel. In the second method, the pressure distribution along the drift channel is 

assumed known, and the channel cross-sectional area is treated as an unknown. 

The differential conservation equations presented in sections ill.A.3.a through ID.A.3.d 

were expanded using the above thermodynamic relations, and were represented as: 

AY=C (40) 

where Y represents a column vector whose elements are the z-derivatives of the state variables. 

For the HEM model, when the drift channel flow area is assumed known, one has: 

Y= ( dP I 

dz 
dx 
dz' 

dU 
dz' 

(41) 

When the pressure is known dP/dz is replaced with dA/dz. The parameter A represents a 4x4 

matrix, and C represents a column vector with four elements. 

For the seven-equation separated flow model, when the drift channel flow area is assumed 

known: 

When pressure is assumed known, dP/dz is replaced in Equation (41) with dA/dz. The parameter 

A is then a 8x8 square matrix, and the column vector C has eight elements. 

For the dynamic slip model: 
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d.P da dUG dUL dTL,J dxn) T 
Y=(-~- - - --

dz dz 
1 

dz 
1 

dz 1 dz 1 dz 
(43) 

where, once again, dP/dz is replaced with tWdz when the pressure distribution along the drift 

channel is assumed known. 

Elements of matrix the A and vector C, for the case where the drift channel flow area is 

assumed known for homogeneous equilibrium, seven-equation separated-flow, and dynamic slip 

models are listed in Appendix A.3. The six-equation separated flow models are not presented 

for brevity. 

ID.A.4. Closure relations 

ill.A.4.a. Wall friction 

Wall friction is treated using the empirical correlation of Soliman et al. [18]. 

Accordingly, using the Lockhan-Martinelli correlation [19], one has: 

(44) 

where: 

(45) 

where G is the two-phase mixture mass flux .. 

The two-phase multiplier <1>0 is found from (Soliman et al. [18]): 
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ib c=l +2 . 8 SX~t 523 

where X~ the Martinelli factor, is defined as 

where, 

( :} Fric,L] i 
xtt=£-dP~---

< dz } Fric, G 

dP _ fL [G(1-x)] 2 

( dz) Fric.L -2 D PL 

(46) 

(47) 

(48) 

The Fanning friction factors, fL and f0 , are obtained by assuming only liquid and gas 

phases flow in the channel, respectively, and using the following correlations. 

f= o. 079Re-0 •25 

f= 0. 046Re-0 •2 
for 4000 < Re < 30, ooo 
for Re > 30,000 

The phasic wall friction forces are represented as follows: 
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(52) 

Equation (52) is needed only when the liquid-phase momentum equation is included in 

the conservation equations. 

lllA.4.b. Wall heat transfer 

In the drift tube the fluid is mostly a mixture of vapor dispersed droplets. The convective 

heat transfer coefficients are calculated using either of the following correlations, both of which 

apply to two-phase forced convective boiling. 

The two-phase heat transfer coefficient can be obtained using Chen's correlation [19,20]. 

Accordingly, the heat transfer coefficient is assumed to have two components, one accounting 

for forced convection, the other representing nucleate boiling [ 19,20]: 

where he and hNB are calculated as follows: 

where [21] 

F=1 

F = 2 • 3 5 ( 0 • 213 + __!_ ) 0 • 7 36 

Xee 
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for 

1 -<0.1 
xtt 
1 ->0.1 

Xee 

(53) 

(54) 

(55) 



and 

where in the above equation: 

1 S=-------------------1 + 2. 53 x 10-6 Rel. 17 

Re= ( G(l-x)) DT) Fl.2S 

IJr 

The correlation due to Klimenko [22,23] is represented by 

where 

Nu=O. 087 Re 0 •6 Pri'6 ( PG) o .2 ( k.,) o .og 
PL kL 
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The Reynolds number in this correlation is defined as: 

(62) 

where um is the homogeneous mixture velocity defmed as 

(63) 

and 4: is the Laplace constant: 

(64) 

The above equations represent the two-phase component of Klimenko's correlation [22,23]. An 

additional component which accounts for pure liquid forced convection, is small for our cases 

of interest and has been neglected. 

Single-phase liquid flows in the jacket. The convective heat transfer coefficient here is 

obtained from the following correlations. 

h =NU kL,J 
L,J D 

b 

(65) 

where Db is the hydraulic diameter of the jacket Since the flow is always turbulent (Re > 2300), 

we use Gnielinski's correlation [24] 
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(f/8) (ReD -1000) PrL,J 
NuD = b 

11 1+12 o 7 (f/8) 1 ' 2 (Prt!;-1) 
(66) 

where Reob is the jacket Reynolds number, and 

f= (0 o 79ln (ReDh> -1.64) -2 (67) 

The regenerative heat transfer rate, per unit channel length, between the drift tube and the 

jacket (see Equations (5) and (7)) is then calculated from: 

(68) 

where Tw and TT are the local jacket and drift tube mean fluid temperatures, respectively, k.,., .. 1 

is the thermal conductivity of the drift tube, and RT and RLJ are the inner and outer radii of the 

drift tube, respectively. Equation (68) assumes a circular drift tube cross section. For other 

geometries, however, it can be easily modified. 

ill.A.4.c. Two-phase flow regimes 

The flow regime over most of the drift tube is annular-dispersed drople~ except near the 

bottom (near point 4 in Figure 8), where massive condensation occurs. 

Bubbly, dispersed bubbly, churn, and annular-dispersed regimes are considered. The flow 

regime is assumed to be bubbly churn when a< 0.3 [25,26], and as long as [26]: 
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D0.249 ( I ) 0.089 

J. +J. < 4{ T a PL [M] o.446} 
L G 0.072 p 

VL L 

where ~p = PL - p0 , and the liquid and gas superficial velocities are defined as 

j = G(l-x) 
L pLA 

j = Gx 
G Pc;A 

(69) 

(70) 

(71) 

Rayleigh-Taylor instability and aerodynamic forces limit the bubble size in this regime. 

The maximum stable bubble size allowed by Rayleigh-Taylor instability is [27]: 

(72) 

where 4: is the Laplace constant (Equation (64)). The maximum bubble diameter allowed by the 

aerodynamic dispersion mechanism can be represented by a critical Weber number: 

(73) 

Bubble diameter in the bubbly regime is chosen to be the smaller value obtained from Equations 

(72) and (73), where, in Equation (73), Weer= 3 is assumed. 

31 



When Equation (69) is violated, and as long as a< 0.52 [28], dispersed-bubbly regime prevails 

where turbulent break-up mechanism maintains small spherical bubbles. The bubble diameter 

in this regime is obtained from [26,29]: 

(74) 

Bubbly regime leads to chum flow when a = 0.3. Dispersed bubbly also leads to chum 

flow when a= 0.52. Chum flow regime is assumed to persist as long as a< 0.7 [25]. Bubble 

diameter in chum regime is calculated using Equation (72). 

The specific interfacial surface area, namely, the interfacial surface area per unit two-

phase mixture volume, is calculated in bubbly, dispersed bubbly, and chum regimes from: 

(75) 

The annular-dispersed droplet regime is treated by using a user-specified interpolation parameter, 

which detennines which regime, annular or dispersed-droplet, is predominant This approach is 

adopted to provide flexibility in simulating the experimental data. Thus , when a > 0.7, we 

assume: 

(76) 

where 0 S ~ S 1 is the user-specified interpolation parameter, and 
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p" _ 6 ( 1 -ex ) 
diSIJ- d 

D 
(77) 

(78) 

where do is the diameter of the droplets in a purely dispersed droplet regime, and a is the film 

thickness in a purely annular flow regime. 

The dispersed droplet diameter is calculated from: 

where Weer = 12 [25]. 

The liquid film thickness corresponding to a purely annular flow regime is found from: 

&= DT (1-/U) 
2 

(79) 

(80) 

Equations (80) and (80) assumes circular drift tube cross-section, and can be easily modified to 

represent other geometries. 

ill.A.4.d. Uquid-gas interphase forces 

In bubbly, dispersed bubbly, and chum regimes, where liquid is the continuous phase, the 

interphase momentum transfer coefficient, K, is obtained from: 
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(81} 

where Cn is the drag coefficient for bubbles, which will be discussed later in this section. 

In annular-dispersed droplet, in accordance with the discussion in the previous section, 

we interpolate between a purely annular and a purely dispersed-droplet regime, using the user-

specified interpolation parameter 0 S ~ S 1, as follows: 

(82) 

where 

(83) 

(84} 

where P"- is found from (78) and from [30]: 

cn.~=0.005[1+75(1-u)] (85} 

The droplet and bubble drag coefficient, Cn, is calculated using the empirical correlations 

of Ishii and Zuber [25]. First consider bubbly and dispersed bubbly regimes. The viscous flow 

regime and its associated drag coefficient are represented by: 
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d [ p rfl4 p ] 1 / 3 s:6 9 3 
B 2 • 

J'L 
(86) 

(87) 

where 

lu -u 1 Re =p d G L 
B L B J.LH 

(88) 

The mixture viscosity, J.IM, is found from 

(89) 

when Equation (86) is violated, then [25]: 

c = ~ d [ g4 p ] 1/2{ 1 + 17 . 6 7 [ f ( Cl ) ] 
611 }2 

D 3 s a 18.67 [f(u)] 
(90) 

where f(a) = (1 - a)312
• 

For chum flow regime, one can write [25]: 

(91) 
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For dispersed droplets, Equations (86) through (89) are modified as follows [25]. In 

viscous flow regime: 

d [ PQ!14P l t/3~69 3 
D 2 • 

IJG 
(92) 

(93) 

where 

(94) 

(95) 

When equation (92) is violated in the dispersed-droplet regime, then Equation (90) is 

used, where, d8 is replaced with d0 , and f( a) = a3
• 

The virtual mass coefficient, CVM, is found from the following correlation [31 ], which is 

assumed to apply to bubbly and chum regimes: 

Cvm=O. 5 +1. 39cz (96) 
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In annular-dispersed regimes Cvm = 0 is assumed since Po < Pv 

ill.A.4.e. Heat and mass transfer at the liquid-gas interphase 

Phase Change Mass Transfer 

In calculating evaporation or condensation mass fluxes, distinction is made between 

essentially pure vapor and vapor-noncondensible mixture. 

When X.. S 0.0025 or T L > T aa(P v) pure vapor is assumed. The phase-change mass flow 

rate, per unit two-phase mixture volume, is then calculated from [32]: 

(97) 

where m" represents the condensation mass flux at the interphase and is governed by 

(98) 

where 

(99) 

(100) 

When r > 0, then rCVIp =rand reood = 0, otherwise revap = 0 and rcood = -r. Parameters fio and 

IlL represent heat transfer coefficients in the presence of high mass transfer, and are found from 
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•II n = -m CP,G 

G -rh 11c 
exp ( P,G) -1 

hG 

(101) 

(102) 

Liquid and gas side heat transfer coefficients, hL and h0 both depend on the flow regime, as will 

be explained later. 

In annular-dispersed regime the phase-change mass flux is obtained by interpolating 

between the pure annular and pure droplet dispersed regimes, using the aforementioned user-

specified interpolation parameter ~' according to: 

(103) 

When X0 ~ 0.0025 and TL < Tua(Pv), condensation in the presence of noncondensibles is modelled 

as follows. Energy balance at the interphase requires that [32]: 

(104) 

where Ti is the interphase temperature. Diffusion of vapor in the gas phase requires that 

X m11=-Kc:ln ( n ) 
1-xv,i 

( 105) . 
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where Ko is the gas-side mass transfer coefficient The vapor mass fraction at the interphase, 

Xv.i' is related to the interphase temperature according to: 

(106) 

(107) 

Thus, when condensation in the presence of noncondensibles occurs, Equations ( 101 ), ( 1 02), and 

(104) through (107) are simultaneously solved forTi, ril", li0, liL, xv,i' and ~.i· 

Heat and Mass Transfer Coefficients 

The correlations to be described below are well-accepted steady-state correlations, and are 

provided as the default option. 

First consider the gas-side transfer correlations. Using the analogy between convective 

heat and mass transfer processes, heat and mass transfer coefficients can be obtained using 

similar correlations as follows. 

In bubbly and chum regimes, the correlation of Kronig and Brink [33] is used for 

calculating the gas-side heat and mass transfer coefficients: 

(108) 

S'h = Kc;dB =17 9 
G pr;ZJ ' (109) 
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where D is the molecular diffusion coefficient for the vapor-noncondensible pair. 

In the pure dispersed regime, the well-known Ranz-Marshall correlation is used [34]: 

NuG= htD=2. 0+0 .6ReE12Pr~13 
G 

where the gas side Schmidt number is defmed as: 

v 
Sc=_!! 

D 

(110) 

(111) 

(112) 

Finally, in the pure annular regime, we use the Dittus-Bolter correlation [22], and write: 

(113) 

(114) 

where 

(115) 

The default liquid-side heat transfer correlations are now presented. 
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In bubbly and chum regimes, we use the surface renewal model [35], and write: 

(116) 

where t• represents the bubble surface renewal period, and is estimated from 

(117) 

In the above equations t• has been represented by the bubble recirculation period, and the liquid 

velocity at the bubble surface has been assumed to be 0.1 times the slip velocity. ,For purely 

dispersed droplet regime, the liquid-side heat transfer coefficient is calculated based on the 

average heat flux at the surface of a droplet which is initially at a uniform temperature equal to 

TL, and is exposed to an environment at Ti for a period of t•. Utilizing the mathematical 

solutions of transient heat conduction in a sphere with constant surface temperature [36], one can 

write 

(118) 

Pn=n1t 

The characteristic surface renewal time period, t•, is assumed to be determined by the droplet 

internal circulation period, or the droplet oscillation period, which ever is shorter. For droplets 

for which the Reynolds number is of the order of 100 the recirculation velocity at the droplet 

surface is approximately 0.1 ( IU0 - UL D [37], resulting in 
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For oscillating droplets t• = 1/f, where f is the oscillation frequency. When PL > p0 , the 

dominant natural oscillation frequency is [38] 

Therefore: 

(121) 

The effective thermal diffusivity of the liquid is found from: 

(122) 

where the coefficient 2.75 accounts for the effect of the droplet internal circulation [33]. 

Finally for pure annular regime we use the following correlation which applies to heat 

transfer in falling films [32]. 

(123) 

where 
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(124) 

where S is the film thickness given in Equation (80). 

ID.A.4.f. Properties 

Thennodynamic properties of water and steam used in this model are calculated using the 

National Bureau of Standards steam fonnulation [39]. This formulation is based on an analytic 

equation for each property, that is an approximation to the relevant Helmholtz function. The 

equation has the form 

A = A(p, T) = Abase(p, T) +Aresidual (p, T) +Aideal (p, T) (125) 

where A represents the specific Helmholtz function. 

The first part of Equation (125) describes the high temperature behavior at all densities, 

and dense fluid behavior at all temperatures. The second part of the equation provides 

corrections to the base. The third part of Equation ( 125) describes the ideal gas behavior of the 

fluid. Since this function is analytic, all other thermodynamic properties are easily derived using 

the first and second laws of thermodynamics. 

Although this fonnulation is computationally expensive, it provides highly accurate results 

and a smooth continuous function near the saturation dome. 

Other thennophysical properties can be derived using thermodynamic properties and 

Maxwell relations. For example, the specific heat at constant volume cv and the specific heat at 

constant pressure Cp can be calculated as follows: 
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c =c .L <BP/BT) 2 
P v p2 BP/Bp 

(127) 

Transport properties for water and steam used in this model are calculated from 

polynomials based on the thermodynamic properties of water and steam and are approved by 

lAPS [39]. 

Properties for the noncondensible air are calculated from a package provided with the text 

Fundamentals of Classical Thernwdynamics by G.J. Van Wylen and R.E. Sonntag [I]. 

ill.A.S. Method of solution 

ID.A.5.a. Integration method 

As previously discussed in Section Ill.A.3.f the conservation equations are expanded into 

a system of ordinary differential equations (ODE). This system is integrated with a software 

package that uses backward differentiation formulas (bdf-s) based on Gear's method [40]. 

Gear's method calculates solutions to an initial value problem for a system of ordinary 

differential equations (ODE) of the form 

dy 1 ( z) =f ( ( ) ( ) ) dz j Y l Z 1 ••• 1 Y N Z 1 Z (128) 

where y and f are vectors and subject to the initial condition 
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(129) 

One of the major advantages of Gear's method is it's ability to solve stiff ODE problems. An 

ODE system is considered stiff if the system includes terms that are changing very rapidly, 

together with tenns that are changing very slowly. One property of stiff systems is that some 

of the "time constants" (functions of the eigenvalues of the Jacobian matrix for the system) are 

very small. These small time constants force the explicit integration step size to be small also. 

Thus, the problem cannot be solved in a reasonable amount of time. However, Gear's method 

is able to overcome this problem using implicit methods and powerful iteration techniques. 

lll.A.5.b. The JTMM computer code 

The Johnson Tube Multi-Model (JTMM) computer code was developed based on the 

analytical model presented in Sections Ill.A.2 through lli.A.4. Main features of this code are 

briefly described in this section. Appendix A.l provides a listing of the code while the JTMM 

user's manual is given in Appendix A.2. 

Calculations start by assuming known fixed conditions upstream of the nozzle (Station 

1 in Figure 8). The critical flow rate through the nozzle is then calculated. The main body of 

the JTMM code contains four nested loops to control the flow of the program. The flfSt loop, 

which is the outer-most loop, controls the iteration procedure for a Johnson TubeTM Heat Pump 

(JTHP) cycle calculation. The second loop controls the section geometry specified by the user. 

The typical .JlliP geometry includes the following 5 sections (see Figure 8): the nozzle (from 

z = 0, i.e. the nozzle throat, to Station 2), the load (from Station 2 to Station 3), the regenerator 

(from Station 3 to 4 for the two-phase side and Station 7 to Station 6 in the annulus), and the 
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two-phase and one-phase diffusers (from Station 4 to Station 5). The third loop controls the 

integration within each section over the specified length of the section. The fourth and inner-

most loop controls the file output of calculated results within each section. A flow chart for the 

main body of the JTMM code is provided in Figure 9. 

laitialize 

DepeudcDI 
V.nablts 

File 

Ouput 

IDcraoeDI 

CaU 

llode 

z•z+clz 

~~ ~----------~ 
Marta-

Figure 9: JTMM Main Section Flow Chart 
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ITMM interfaces with the bdf-s code through the driver subroutine LSODE, which makes 

frequent calls to set of user subroutines. LSODE [40] is a routine in the bdf-s package which 

perfonns the numerical integration of the ordinary differential equation system. To integrate the 

system, LSODE calls the subroutine FEX to calculate the vector Y (see Equation (40)). 

Subroutine FEX evaluates the parameters associated with the matrix A and the vector C, then 

using an LU decomposition with maximal column pivoting solves for the vector Y. A flow chart 

for subroutine FEX is shown in Figure 10. 

Frictioa •0 

Sohe'-

Mriftli,....., Y Vecw C 

Figure 10: Subroutine FBX Flow Chart 
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To iterate on a Johnson Tube™ Heat Pump Cycle, the user specifies the stagnation 

pressure and temperature at Station 1 in Figure 8. The code will then apply the user selected 

critical flow model to calculate the mass flow rate if a nozzle throat flow area is specified, or the 

throat diameter for a user specified mass flow rate. Once the critical flow calculation is finished, 

the integration of the ODE system begins from the nozzle throat (z = 0, in Figure 8). As stated 

before, the subroutine LSODE controls the integration from the throat through the nozzle and the 

load section (from z= 0 to Station 3). The temperature at Station 7 (the exit temperature for the 

annular jacket) is guessed (starting from a user-specified initial guess) and the integration 

continues from station 3 to Station 5 for the two-phase side and from Station 7 to Station 6 in 

the annulus. The integrated result for the temperature at Station 6, T6,i is used to check for 

convergence of the cycle as explained below. The pressure at Station 5 is then used to estimate 

the pump work, W. Then, from an energy balance for the entire cycle, the heat rejection rate 

Q,.., is calculated from 

(130) 

Knowing ~' the fluid state at Station 6 can be calculated using energy conservation and 

assuming no pressure loss in the heat exchanger. The calculated temperature for Station 6, T6.c 

can then be compared to the integrated value, T6,i for convergence using 

(131) 

where £ is a convergence tolerance specified by the user in the input card. If Equation ( 131) is 

satisfied then the cycle calculations have converged and the program stops, otherwise a new value 
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for the temperature at Station 7 is calculated based on linear interpolation. This iterative scheme 

is shown graphically in Figure 11. 
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Figure 11: JTMM Iterative Scheme Flow Chart 
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ID.B. Thermodynamic Model 

ID.B.l. Solution strategy 

The thennodynamic model comprises a single closed flow loop as illustrated in Figure 12. 

Table I outlines the included components. 

Inlet State 

7 
1 
2 

3 

4 
5 
6 

Table 1: Thermodynamic Model Components 

Outlet State Component Description 

1 
2 
3 

4 

5 
6 
7 

Liquid pump with efficiency Tlp 
Adiabatic two-phase nozzle with efficiency Tlo 
Deceleration and compression (diffusion) with low 
temperature heat input 
Deceleration and compression with recuperative heat 
exchange 
Adiabatic deceleration and com pression 
Heat rejection at higher temperature 
Recuperative heat transfer from liquid 

6 

Figure 12: Schematic Diagram 
for the Johnson Tube'nl Heat Pump 
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ID.B.2. Methodology for thermodynamic model 
In this model, one dimensional quasi-static flow was assumed. Component parameters 

based on data from existing literature were used to model the non-ideal effects in the various 
components. The algorithm for the thennodynamic computer model is as follows: 
1. State 7 is guessed. This is a low pressure, low velocity state. 

2. The pressure, P1, provided by the pump is specified. 

3. The pump work, w,, can then be calculated from 

where v = specific volume 
Tlp =pump efficiency 

4. State I can be established from 

5. Nozzle calculations were performed for an adiabatic nozzle. The adiabatic nozzle has a 
well established model relying on a nozzle efficiency, 1'10 , such that: 

V / = Tlo V 2s 
2
, where V 2s is the velocity after isentropic expansion, and 

An energy balance gives the velocity at the nozzle exit This establishes State 2. 

6. Unlike the pump and nozzle, no well-established elementary model exists for the two
phase decelerating and compressing flow with heat transfer that prevails from Station 2 
to Station 3 and elsewhere in the drift tube diffuser. In the absence of a simple model, 
we have used a multiple stage component model that combines, in each stage, two distinct 
substages: an incremental heat transfer process which is modeled with the usual LMID 
formulation followed by an incremental adiabatic pressure increase modeled by the 
traditional pressure recovery coefficient. This concept is illustrated in Figure 13 which 
is a Mollier chart (h-s diagram) for one stage of the diffuser. 
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Entropy 
Figure 13: Mollier Diagram for 

Diffusion with Heat Transfer 

For the heat transfer substage, the heat transfer was modeled with the usual formulation: 

where: Uj~ is the overall conductance for stage j 
F

1 
is the usual geometric correction factor if needed (e.g. for cross flow) 

LMTD is the usual Log Mean Temperature Difference 

This fractional heat input is assumed a constant pressure process with no velocity loss. 
We now have the pressure and enthalpy at this substage and so the state at this substage 
is known. Now, diffusion occurs with isentropic pressure increase to get a new pressure, 
with the same entropy. For a specified velocity decrease, the ideal isentropic pressure rise 
would be from the inlet pressure Pi to the ideal exit pressure: 

The actual pressure rise is then computed with the usual pressure recovery coefficient, K,, 
such that 

This calculation gives the new pressure after the diffusion substage assuming the enthalpy 
is the same. It was possible to accurately model the entire process of deceleration and 
compression with heat transfer in the low temperature heat input section as long as a 
sufficient number of steps were taken. 
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7. The decelerating and compressing flow from Station 3 to Station 4 in the drift tube 
diffuser involves recuperating heat transfer from the higher pressure liquid. The model 
for this process is analogous to the model for the heat input section, but the situation is 
more complicated as the heat source temperature cannot be taken as ftxed. The heat 
source temperature depends itself on the upstream heat exchange with the two phase 
process. Hence, the regenerator is represented by an iterative loop within the main 
program. (The iterative loop encompasses Steps 7 through 9). The basic process is the 
technique is described in Step 6 above with the following modifications. The temperature 
difference across the regenerator is guessed. Using this temperature difference and 
calculating by substages down the regenerator, State 4 can be calculated as well as the 
temperature T6 of the liquid entering the outside of the regenerator. 

8. From Station 4 to Station 5 is an adiabatic diffuser. The exit velocity is small, so the 
enthalpy can be obtained from the energy equation. For the ideal case, the entropy 
remains the same as for Station 4. The non-ideal pressure can be modeled using a single 
pressure recovery coefficient. State 5 is then detennined. 

9. Next, heat is removed between Stations 5 and 6. The heat removal process can be 
modeled with the usual LMTD formulation. The heat removal was determined from: 

where £ = heat transfer effectiveness 
cp.rer = specific heat of refrigerant 
L1T =temperature difference between inlet and outlet of refrigerant 

Now, the temperature at Station 6 can be compared to that calculated above in Step 7. 
The temperature difference should be updated to agree with this value, and Steps 7 
through 9 iterated on. After a few iterations, consistently steady proflles for both the 
inner and outer fluids are invariably obtained. 

10. The properties at Station 7 can be calculated from: 

No pressure loss is assumed to occur from Station 6 to 7. Check to be sure that the 
properties at Station 7 are the same as those originally used in Step 1. 

The thermodynamic system model is sufficiently detailed and flexible to allow the 

parametric design studies necessary for developing the prototype and for further preliminary 

design studies such as component sizing and selection. The evaluation of alternative working 
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fluids is possible since the thennodynamics property package includes detailed data for several 

widely used working fluids and provisions for estimating the properties of less familiar fluids. 

IV. EXPERIMENTAL WORK 

Three types of experiments were conducted during the course of this investigation. The 

flJ'St type, hereafter referred to as nozzle perfonnance experiments, were aimed at quantifying the 

nozzle perfonnance within the range of variables (inlet temperature, pressure, and velocity) 

expected in the proof-of-concept experimental facility. The second type of experiments were 

aimed at measuring the two-phase velocities at the nozzle exit using laser Doppler velocimetry. 

In the third type of experiments, a proof-of-concept test facility for the entire Johnson Tube™ 

was constructed and tested. The three types of experiments are described in Sections IV.A, IV.B, 

and IV.C, respectively. 

IV .A. Nozzle Performance Experiments 

IV .A.l. Purpose or experiments 

The nozzle is a critical component of the Johnson Tube™ heat pump. However, the two-

phase computer models may not accurately predict the flow in the nozzle chosen for the 

experiments. The small throat diameter of the test nozzle (0.030 inches), together with the high 

level of subcooling at the nozzle inlet, is not encompassed by the semi-empirical models available 

( . 

in the literature [4,5,6,7]. The test nozzle contains an inlet swirl to enhance atomization, which 

also affects the flow in the nozzle. Therefore, the nozzle behavior must be characterized 

experimentally and the computer model modified accordingly. 
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IV .A.l. Experimental design and construction 

Figure 14 and Figure 15 illustrate the nozzle perfonnance test apparatus. The nozzle test 

apparatus consists of a clear plastic molded nozzle with a swirl insert, which is attached to a 

straight plastic drift tube mounted onto a water reservoir. Water flow and pressure is provided 

by a brass Teel Rotary Vane Pump Model 3P752 with a 1/2 horsepower motor. The pump was 

sealed to prevent air leakage under vacuum. The pump exit pressure can be controlled by 

adjusting the amount of fluid bypassing the pump. The flow rate is measured using an Omega 

150 mm rotameter with a steel float A Vulcan 1000 Watt bushing immersion heater provides 

the heat input required to adjust the nozzle inlet temperature. The experimental apparatus was 

designed to be flexible by allowing the nozzle, and drift tube to be changed. In addition, the 

inlet temperature and pressure can be easily varied. The data acquisition system is presented in 

Appendix B (a copy of the data acquisition software is also given). Initially, a straight drift tube 

configuration was chosen for the nozzle experiments. Figure 15 illustrates the detailed 

configuration for measuring the pressures in the drift tube section. 
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Figure 14: Nozzle Experiment Test Apparatus 
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IV .A.3. Experimental test conditions 

A matrix of the nozzle perfonnance tests conducted is shown in Table 2. A conical 

nozzle with straight sides and a 10 degree total included angle was used for these tests. In 

addition to these experiments, nozzles with insert swirl angles of 5°, 15°, and 20° were tested. 

All tests were repeated with atmospheric pressure at the nozzle outlet. A total of 72 steady state 

experiments were performed. These tests fully characterized the behavior of the 10 degree nozzle 

and will allow the computer codes to be validated within this range of variables. 

Table 2: Nozzle Parametric Experiments 

TEST P Inlet T Inlet Swirl Angle Vapor Pressure of 
Nozzle Outlet 

1 0.5 MPa 30 oc 10° 0.004246 MPa 

2 1.0 MPa 30 oc 10° 0.004246 MPa 

3 1.5 MPa 30 oc 10° 0.004246 MPa 

4 0.5 MPa 40 oc 10° 0.007383 MPa 

5 1.0 MPa 40 oc 10° 0.007383 MPa 

6 1.5 MPa 40 oc 10° 0.007383 MPa 

7 0.5 MPa 50 oc 10° 0.01235 MPa 

8 1.0 MPa 50 oc 10° 0.01235 MPa 

9 1.5 MPa 50°C 10° 0.01235 MPa 

Preliminary experimental results showed that the temperature immediately downstream 

of the nozzle was greatly affected by the reservoir temperature. This is probably because the 

"drift tube" was directly connected to the reservoir, causing the vapor pressure in that region to 

approach that of the reservoir. To investigate this effect, two transient tests were conducted. The 

10° nozzle with insen swirl angle of I 0° was used while maintaining an exit pressure equal to 

the vapor pressure of the water in the system. The nozzle inlet temperature was maintained at 
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40 degrees C and the reservoir temperature was allowed to gradually heat up from room 

temperature, or about 27 degrees C. Data were recorded every 5 minutes to reveal the 

dependence of nozzle exit temperature on reservoir temperature. Additional measurements were 

taken for a nozzle inlet temperature maintained at 30 degrees C. 

IV .A.4. Experimental procedure for nozzle tests 

The following procedure was used to perform the nozzle tests. (Please refer to Figure 14 

and Figure 15.) 

1. Verify that Valves A and B that isolate the pressure transducers are open. 
(This is to prevent damage to the pressure transducers, which have a 
differential pressure limit of 5 psi.) 

2. Open ball valves I and J which connect the two sides of pressure 
transducer LP2 to the system. 

3. Fill the cold trap with liquid nitrogen. Periodically refill the cold trap. 

4. Start the vacuum pump. 

5. Open Valve C from the system to the vacuum pump. Pull the system 
pressure down to approximately 20 inches of mercury vacuum, as 
measured on vacuum gauge Gl. Close Valve C. 

6. Close Valve D from pressure transducer LPl to the system and open 
Valves E, F, and G. Valves E, F, and G connect the tubing on either side 
of pressure transducer LPI to the vacuum pump. Be sure that the 
switching valve, Valve H, is turned to the line coming from Valve E. This 
allows the vacuum pump to pull a hard vacuum for the reference pressure 
for pressure transducer LPl. The switching valve insures that the mercury 
manometer is connected to that reference vacuum side. 

7. Start the system pump. It will not start below about 25 inches of mercury 
due to cavitation in the pump. 

8. Tum the immersion heater on by adjusting the variable transformer that 
supplies voltage to the heater. 
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9. Pull the system vacuum down as far as it will go. This is limited by the 
vapor pressure of the water in the system. This step should periodically 
be repeated, but not while data is being recorded. 

10. Start the cold water in the heat exchanger. The water is supplied by 
building cold water lines. Operation at extremely low pressures causes the 
pump to cavitate and add heat to the system. The heat exchanger removes 
this added pump heat 

11. Adjust the heater output and the heat exchanger cold water flow rate until 
the nozzle inlet temperature (Channel 0) is within 2 degrees C of the water 
reservoir temperature (Channel4). Wait five minutes for the temperatures 
to stabilize. 

12. Close Valves E, F, and G. Now close Valve A, which activates differential 
pressure transducer LPI by closing the tubing that connects the two sides. 
Open ValveD to read the difference between the system pressure and the 
reference pressure. 

13. Read the reference pressure from the mercury manometer, and enter the 
reference pressure in the data acquisition program. 

14. Close Valve B, which activates differential pressure transducer LP2 by 
closing the tubing that connects the two sides of this device. 

15. Collect the data not automatically obtained by the data acquisition system. 
This includes the pump exit pressure from gauge 02, the nozzle inlet 
pressure from gauge 03, and the flow rate from the flowmeter. These 
values are entered into the data acquisition file as comments. Then the 
thennocouple and pressure transducer data are recorded using the data 
acquisition software. 

16. The pump exit pressure is controlled by adjusting the bypass valve for the 
pump using a screwdriver. 

17. The inlet temperature is increased by increasing the voltage to the 
immersion heater with the variable voltmeter. The temperature is 
decreased by increasing the water flow to the heat exchanger. 

18. Data was taken according to the chart of desired data given in Table 2 
above. This encompassed 80, 140, and 200 psi pump exit pressures and 
30, 40 and 50 degree C nozzle inlet temperatures. As noted above, nozzle 
swirl angles of 5°, 10°, 15°, and 20° were tested, as well as nozzle exit 
pressures at the water vapor pressure and atmospheric pressure. This 
corresponds to a total of 72 tests. 
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19. Transient tests were run as the tests above with the following exceptions. 
The heater was adjusted so that the nozzle inlet temperature was the 
desired value (40 or 30 degrees C). The reservoir temperature was 
allowed to heat up. Data was taken every 5 minutes until the nozzle inlet 
temperature and reservoir temperature were within 2 degrees C of each 
other. 

20. Steady-state atmospheric exit pressure tests were referenced to atmospheric 
pressure, and so the vacuum pump was not needed. The system was 
opened to the atmosphere until just before the data was taken, as heating 
and cooling of the water changed the nozzle exit pressure. 

IV .B. Velocity Measurements 

Two series of laser Doppler velocimeter (LDV) measurements have been conducted in 

an attempt to verify the performance of the nozzles being developed during Phase I of the 

research and in preparation for more extensive investigations proposed for Phase ll. The 

proposed measurements should provide important information for optimizing the nozzles during 

the Phase ll research. 

IV .B.l. Experimental design 

The LDV is unrivaled among velocity instruments for its fundamental simplicity and for 

its capacity for unintrusive measurement. In the typical dual-beam LDV operating in the 

differential Doppler mode, a single laser beam is split into two parallel beams which are then 

focused to cross and interfere in the region where velocity measurements are to be measured. 

The region where the beams cross is called the measurement volume, and this volume is where 

the velocity dependent signal is generated. The crossing beams develop a standing pattern of 

interference fringes which are essentially bright or dark layers in the measurement volume. 

These fringes are regularly spaced along a line perpendicular to the optical axis, and this is the 

line along which the velocity component is measured. The principle of operation is quite simple. 
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A small particle entrained in the flow, such as a water droplet carried along by water vapor, 

passes from bright fringe to bright fringe and thereby scatters light into a photodetector. In the 

forward scattering system used in this experiment, the photodetector is mounted on the optical 

axis opposite the laser. Since the fringes are regularly spaced, the frequency of the light signal 

scattered into the photodetector as a particle traverses the measurement volume, a so-called 

"Doppler burst", is proportional to the velocity of the entrained particle and by inference the 

velocity of the fluid. 

A schematic of the LDV test setup is shown in Figure 16. All measurements were 

conducted using the dual-beam LDV in the Georgia Tech School of Mechanical Engineering 

shown in Figure I 7. This instrument uses a He-Ne laser generating a wavelength of 632.8 nm. 

Conventional bulk optics are employed including a dual prism beam splitter with a beam spacing 

of 50 mm and a dual achromatic converging lens assembly with a nominal focal length of 250 

mm. These optics result in a measured half-angle of convergence, K, of 5.558 degrees. This 

combination of optics and laser results in a fringe spacing, Dr, of 3.267 J.Ull in the measurement 

volume. This fringe spacing yields a overall sensitivity ratio of entrained particle velocity to 

Doppler burst frequency of 3.267 m/sec per Mhz. The overall LDV system, comprising 

photodetector, signal conditioning amplifier, analog to digital converter, and signal processing 

hardware and software, has a bandwidth of approximately 0 to 50 MHz. This combination of 

sensitivity and bandwidth implies that a maximum velocity of approximately 150 rn/sec could 

be detected. This maximum velocity should be adequate for all of the nozzle and diffuser flow 

velocities anticipated in experimental and practical Johnson Tube heat pumps. 
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Figure 17: The Dual-Beam WV at the Georgia Tech School of Mechanical Engineering 

IV.B.2. Experimental test conditions 

The first group of measurements were conducted using a specially designed apparatus 

which is primarily a 3 inch nominal clear acrylic tube which serves as a receiver and reservoir 

with an adapter to hold the nozzle block. The nozzle block consisted of a one-half inch diameter 

clear polymer tube. A high pressure gear pump is provided to recirculate distilled water from 

the receiver back to the nozzle to allow for continuous operation. While this system was found 

to be functionally very adequate, the optical quality of the commercial acrylic tube was found 

to be marginal. Very few Doppler bursts were transmitted to the photodetector, especially when 

the inner surface of the acrylic tube was covered with a flim or droplets of condensed liquid. 

Since any solution of the optical problems was judged to be problematical and expensive, this 

system was abandoned in favor of a system to be operated in open air. 
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In the open air system, drawn glass nozzles discharging into a open sump are used. A 

more detailed view of one of the glass nozzles is shown in Figure 18. The water is recirculated 

using a gear pump to recirculate the water. The pressure of the recirculated water is controlled 

using a combination of the internal bypass in the gear pump and a needle valve in the discharge. 

Particulate contamination, which could clog the very small diameter throat of the test nozzle, is 

prevented by a combination of a pipeline strainer and a 15 J..UD stainless steel fllter. The 

hydraulic subsystem is shown in Figure 19. This overall system was found to be optically 

adequate but functionally problematical since the discharge back pressure is limited to 

atmospheric pressure. It would be possible to add a condensing receiver to lower the back 

pressure, but time and resources did not allow for this additional step. This system did 

demonstrate that both water droplets in the vapor driven flow and vapor bubbles in a liquid flow 

could be detected. This important finding indicates that a suitable LDV and appropriate hydraulic 

and optical system could be used to generate useful diagnostics during Phase ll of the proposed 

research. 

Figure 18: Detailed View of a Typical Glass Nozzle During WV Measurements 

(Note the bright red laser light scattered by the flow leaving the nozzle.) 
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Figure 19: Ifydraulic Subsystem To Supply High Pressure Water During LDV Measurements 

(Note the pump, strainer, filter, needle valve, and pressure gage.) 

IV .C. Proof-of-Concept Experiments 

IV .C.l. Purpose of experiments 

The theoretical predictions made by the computer models are very encouraging regarding 

the efficiency of the Johnson Tube™ heat pump. Model. predictions were based on the 

homogeneous equilibrium assumptions. In reality, however, the two phases of the fluid may not 

be in equilibrium. Further, frictional losses in the drift tube and poor heat exchange in the 

regenerative heat exchanger can significantly affect the performance. Therefore, an overall proof

of-concept experimental facility is needed to determine the actual perfonnance of the Johnson 

Tube™. In addition, the test facility can be used to examine the performance of another critical 

component of the system, namely the adiabatic diffuser at the bottom of the drift tube. This is 
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another component where computer modelling needs to be validated by experimental data since 

considerable uncertainty exists in the nature of the flow regime within that component. 

IV .C.l. Experimental design and construction 

A proof-of-concept experimental apparatus was designed using the results of the 

parametric studies perfonned with the two-phase computer model along with the nozzle data 

obtained in the separate effects experiment described in Section IV.A. The existing nozzle test 

apparatus was modified to incorporate a heat input section, a diffuser, and an annular regenerative 

heat exchanger section. A bell shaped nozzle with a 10 degree swirl insert was used for these 

tests. A profile of this shape is illustrated Figure 20. A diffuser section was placed at the 

bottom of the drift tube. The fll'St diffuser configuration to be tested has a parabolic shape with 

a 0.041" throat diameter. The throat diameter of the diffuser can be increased, if necessary, 

during later experiments, to allow the fluid to drain freely from the tube. These experiments will 

characterize the behavior of the entire Johnson Tube™ heat pump and will allow the computer 

model to be validated. 

Figure 21 shows a schematic of the proof-of-concept experiment. Again, the inlet 

temperature and pressure are easily varied. The heat input to the load section is provided by 

nichrome wire wrapped around the copper tubing. The heater is insulated to prevent heat loss. 

Power is provided to the wire by a variable transformer, which can be adjusted to vary the heat 

input The annular regenerative section consists of a 5/8" copper pipe inside a 1" copper pipe. 

Heat rejection is accomplished by running cool (27 degree C) water through the heat exchanger 

shown in Figure 21. Thennocouples and pressure taps are located as shown in the schematic. 

The power input to the load section is obtained by measuring the current and the voltage drawn 
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by the nichrome wire. Temperature measurements at the inlet and exit of the annular 

regenerative jacket will allow calculation of the heat transferred across the drift tube. 

IV .C.J Experimental test' conditions 

These experiments characterized the perfonnance of the Johnson Tube™ heat pump. The 

inlet pressure for the 10 degree linear nozzle and 10 degree inlet swirl that gave the largest 

temperature drop for the nozzle experiments was 200 psi. The heat rejection temperature was 

chosen to be 27 oc for comparison with the computer model. A heat input (load section) of 

85 W was tested. Measurements of heat input and heat rejected along with a measurement of 

heat added by the pump were made. Other measurements of temperatures, pressures, and flow 

rate were also made. 

~~ 

Profile of Nozzle 
Used in Proof~f-concept Test 
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Figure 20: Profile of Nozzle Used in Proof-of-Concept 
Experiment 
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Figure 21: Proof of Concept Experimental Apparatus 

IV .C.4. Experimental procedure for system tests 

The following procedure was used to perform the system tests. (Please refer to Figure 21 

and Figure 15.) 

1. Verify that Valves A and B that isolate the pressure transducers are open. 
(This is to prevent damage to the pressure transducers, which have a 
differential pressure limit of 5 psi.) 

2. Open ball valves I and J which connect the two sides of pressure 
transducer LP2 to the system. 

3. Fill the cold trap with liquid nitrogen. Periodically refill the cold trap. 
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4. Start the vacuum pump. 

5. Open Valve C from the system to the vacuum pump. Pull the system 
pressure down to approximately 20 inches of mercury vacuum, as 
measured on vacuum gauge G 1. Close Valve C. 

6. Close Valve D from pressure transducer LPI to the system and open 
Valves E, F, and G. Valves E, F, and G connect the tubing on either side 
of pressure transducer LP1 to the vacuum pump. Be sure that the 
switching valve, Valve H, is turned to the line coming from Valve E. This 
allows the vacuum pump to pull a hard vacuum for the reference pressure 
for pressure transducer LPI. The switching valve insures that the mercury 
manometer is connected to that reference vacuum side. 

7. Start the system pump. It will not start below about 25 inches of mercury 
due to cavitation in the pump. 

8. Tum the load section heater on by adjusting the variable transfonner that 
supplies voltage to the heater. Adjust the voltage until the desired power 
is being input to the system. 

9. Pull the system vacuum down as far as it will go. This is limited by the 
vapor pressure of the water in the system. This step should periodically 
be repeated, but not while data is being recorded. 

10. Start the cold water in the heat exchanger. The water is supplied by 
building cold water lines. Operation at extremely low pressures causes the 
pump to cavitate and add heat to the system. The heat exchanger removes 
this added pump heat The heat exchanger will also serve as the heat 
rejection portion of the cycle. Adjust the water flow rate until the 
temperature entering the annular regenerator (T6) is 27 °C. 

11. Allow five minutes for the system to stabilize and reach steady-state. 

12. Close Valves E, F, and G. Now close Valve A, which activates differential 
pressure transducer LP1 by closing the tubing that connects the two sides. 
Open Valve D to read the difference between the system pressure and the 
reference pressure. The pressure line from this valve is connected to two 
pressure taps, one below the nozzle and one below the load input (heater) 
section. The pressure of either tap can be measured by clamping off the 
other hose with hemostats. 

13. Read the reference pressure from the mercury manometer, and enter the 
reference pressure in the data acquisition program. 

14. Close Valve B, which activates differential pressure transducer LP2 by 
closing the tubing that connects the two sides of this device. 
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15. Collect the data not obtained by the data acquisition system. This includes 
the pump exit pressure from gauge 02, the nozzle inlet pressure from 
gauge 03, and the flow rate from the flowmeter. These values are entered 
into the data acquisition ftle as comments. Then, the thermocouple and 
pressure transducer data is recorded using the data acquisition software. 
The pressure of the two taps connected to ValveD cannot be measured at 
the same time, so one should be recorded with an appropriate comment 
and then the other immediately following. 

16. The pump exit pressure was controlled by adjusting the bypass valve for 
the pump using a screwdriver. For these tests, the inlet pressure was set 
to 200 psi. 

17. Data was taken for a heat inputs of 85 W. 

V. THEORETICAL RESULTS 

V.A. Model Validation 

An intensive literature survey revealed the existence of a limited amount of experimental 

data from a two-phase supersonic nozzle experiment [8]. The data from that experiment were 

used to verify the thermal-hydraulic computer models developed in this investigation. The inlet 

temperature of the water was 60 oc while the inlet pressure was 68 kPa. The throat diameter was 

approximately 1.9 mm, the exit diameter was 18 mm, and the nozzle angle was 6.9°. The vapor 

exit velocity was about 200 rn/s, while the liquid droplet velocity was only about 40 rn/s. The 

exit pressure and temperature were 2 kPa and 303 K, respectively. 

The computer models developed under this contract were used to predict nozzle exit 

conditions for the same geometry and inlet conditions used in the experiment The 

homogeneous-equilibrium model predicted a velocity of 50 rnls at the nozzle exit, which, as 

expected, is between the measured separate phase velocities. A plot of mixture velocity versus 

axial position from the nozzle throat as predicted by the homogeneous-equilibrium model is 

shown in Figure 22. Our dynamic slip model predicted a gas velocity of 370 rnls and a liquid 

droplet velocity of 40 m/s at the nozzle exit, which are in reasonably good agreement with the 
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experimental values of 200 rnls and 40 rn/s. The predicted results of vapor and liquid velocities 

versus axial position down the nozzle are shown in Figure 23. For both analyses presented above 

(Figure 22 and Figure 23) the critical flow conditions at the nozzle throat were calculated using 

the homogeneous-equilibrium option. 

The exit pressures were also calculated and compared with the experimental data. 

Variation of pressure with axial position along the nozzle as predicted by the homogeneous

equilibrium model is shown in Figure 24; similar results for the dynamic slip model are shown 

in Figure 25. The homogeneous-equilibrium model predicted an exit pressure of 10 kPa, while 

the dynamic slip model predicted an exit pressure of 2 kPa. The actual measured exit pressure 

was 4 kPa. Again, the dynamic slip model gives good results when compared with the 

experiment Exit temperatures predicted by the homogeneous-equilibrium model and the dynamic 

slip model were 320 K and 293 K respectively. The experimentally measured exit temperature 

was 303 K, again agreeing reasonably well with the dynamic slip model prediction. 

In conclusion, the theoretical models have been verified by comparison with two-phase 

supersonic water flow experimental data. 
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V .B. Parametric Studies 

The two-phase computer model was used to perform parametric studies to predict nozzle 

performance. In addition, the integrated two-phase and thermodynamic model was used to 

parametrically assess the performance of the entire Johnson Tube™ cycle and its sensitivity to 

friction and regenerative heat exchange effectiveness. Theoretical results of the nozzle 

performance study and overall system performance are described below. 

V.B.l. Two-phase parametric study of nozzle performance 

Nozzle efficiency is crucial to the performance of the Johnson Tube™ heat pump. The 

nozzle performance is determined by the inlet conditions of the fluid as well as the geometry of 

the nozzle. Prelitr!nary experiments using different throat to exit diameter ratios have shown that 

a 10 degree (total included angle) linear nozzle with a 10 degree inlet swirl produces good 

performance with significant atomization at the nozzle exit. Therefore, parametric calculations 

were performed for this nozzle geometry (throat to exit diameter ratio) to characterize the effects 

of the inlet conditions on nozzle performance. Inlet pressures were varied from 0.5 to 2.0 MPa 

while the inlet temperature was varied from 10 oc to 50 °C, for a total of twenty cases. The 

nozzle throat diameter was kept constant and equal to 0.030 inches. Typical results are given 

in Figures 25 - 28. The results show the predicted values of mass flow rate, exit temperature, 

temperature drop across the nozzle, and exit velocity for each case. As one would expect, 

Figure 26 illustrates that the mass flow rate is nearly independent of the inlet temperature and, 

conversely, is highly dependent on the inlet pressure. Figure 27 and Figure 28 illustrate the 

significant effect of both inlet pressure and temperature on the temperature difference across the 

nozzle. Figure 29 illustrates the effect of the inlet pressure and temperature on the nozzle exit 
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velocity. The data points depicted in Figures 25 - 27 represent our nozzle test results described 

in Section VI.A. 

Mass Flow Rate as a Function of Pinlet 
Various Inlet Temps, 5-20 deg swirls 
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Figure 26: Mass Flow Rate versus Nozzle Inlet Pressure 
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Figure 27: Nozzle Exit Temperature versus Inlet Pressure 
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V .B.l. Parametric studies for overall system performance 

The two-phase computer model described in Section m.A was integrated into the 

thennodynamic model described in Section m.B. In this manner, the detailed computations for 

the nozzle, drift tube, and diffuser, including regenerative heat exchange in the drift tube, were 

included in an overall system model. This model was used to investigate the effects of nozzle 

inlet conditions on the overall performance of the cycle. Parametric studies were performed for 

an inlet temperature of 20 oc and inlet pressures ranging from 0.5 MPa to 2.0 MPa. In order to 

provide a consistent means for comparing the results, the heat sink temperature (T6 in Figure 2) 

was fixed at 27 °C. For each set of inlet conditions (pressure and temperature}, several computer 

runs were performed using different heat inputs. These values were then used to determine the 

heat input for each inlet condition which resulted in a minimum heat rejection temperature (T6) 

of 27 oc (See Figure 30). A plot of the heat input versus inlet pressure is shown in Figure 31. 

The corresponding coefficient of perfonnance was then determined and plotted in Figure 32. The 

Carnot efficiency calculated for these cases using the average heat input and rejection 

temperatures varies from 26.0 to 29.0. 
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Figure 32: COP versus Nozzle Inlet Pressure 

V.B.2.a. Effects of friction and heat transfer enhancement 

The effects of friction and regenerator heat transfer enhancement on system perfonnance 

were examined for a 20 °C inlet temperature with inlet pressures ranging from 0.5 MPa to 2.0 

MPa. Computer runs were perfonned with and without friction and with and without enhanced 

heat transfer. The friction and heat transfer were calculated using the correlations in the 

computer model (Section m.A). The heat transfer coefficients on both sides of the regenerator 

were multiplied by a factor of 10 to give the "enhanced heat transfer" values. The pump was 

estimated to be 80% efficient Figure 31 shows the effects of friction and the overall heat 

transfer coefficient in the regenerative heat exchanger on the thennalload corresponding to a 

minimum heat rejection temperature of 27 °C. In Figure 32, the detrimental effects of friction 

and poor heat transfer on the overall cycle COP are obvious. The Carnot efficiency calculated 

using the average heat input and rejection temperatures of these cases ranges from 26.0 to 29.0. 
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For cases with no friction and enhanced regenerative heat exchange, the COP for the Johnson 

TubeTM approaches the corresponding values for the Carnot cycle. 

V.B.2.b. Optimum operating conditions for experimental system 

Based on the parametric studies described above, it is clear that for a given nozzle inlet 

temperature and heat sink temperature, there is an optimal nozzle inlet pressure. Referring to 

Figure 32 (for a nozzle inlet temperature of 20 oc and heat sink temp of 27 °C), the optimum 

inlet pressure for the selected Johnson TubeTM geometry ranges from 1.0 MPa for the case of 

enhanced heat transfer and no friction to 0.5 MPa for nominal heat transfer and nominal friction. 

The proof-of-concept experimental facility described in Section IV.C was designed in a flexible 

manner to allow operation over a wide range of conditions including the optimum conditions 

identified in the parametric study. It is also apparent that the overall perfonnance of the system 

can be significantly improved by decreasing friction and increasing the overall heat transfer 

coefficient in the regenerative heat exchanger. 

VI. EXPERIMENTAL RESULTS 

VI.A. Nozzle Performance Tests 

To date, several different nozzle configurations have been tested. The nozzle with the 

best performance, among those examined so far, has a 10 degree total included angle. 

Experimental data indicate that the nozzle can produce a temperature drop of up to 3.5 oc with 

significant atomization indicated by the appearance of a fme white mist downstream from the 

nozzle. The results of the nozzle tests described in Section IV.A are given below. 
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VI.A.l. Steady state tests 

Figures 33 - 37 illustrate the effect of inlet pressure and temperature on the nozzle 

temperature drop. The ten degree nozzle discussed above was used here with inlet swirl inserts 

with various swirl angles. The results from each swirl angle are plotted separately in Figure 33 -

36; the data are combined in Figure 37. These tests were run with a nozzle exit pressure equal 

to the vapor pressure of water at the reservoir tern perature. These data show that although there 

is a small difference in nozzle temperature drop for the different swirl angles, the ten degree 

swirl gives consistently higher temperature drops at the higher inlet pressures. The data show 

that the nozzle temperature drop increases with inlet temperature and inlet pressure. As predicted 

theoretically, Figure 38 shows that the mass flow rate is essentially independent of inlet 

temperature, but strongly dependent on inlet pressure. 
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Nozzle Temperature Drop vs Pinlet 
10 deg S'Nir1, Pexit =Vapor Pressure 
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Nozzle Temperature Drop vs Pinlet 
20 deg Swirl, Pexit = Vapor Pressure 
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Figure 36: Temperature Drop Across Nozzle, Twenty Degree 
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VI.A.l. Transient tests 

Transient experiments were conducted to investigate the effect of the water reservoir 

temperature on the nozzle exit temperature. Tests were run using a 1.38 MPa (200 psi) inlet 

pressure and inlet temperatures of 40 and 30 degrees C. The results, plotted in Figures 38 - 41, 

respectively, show that the nozzle exit temperature is strongly dependent on the water reservoir 

temperature. Values of the temperature drop across the nozzle are significantly higher than those 

obtained in the steady state tests presented in Section VI.A.l. 
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Figure 38: Effect ofT "s,WJir on Temperature Drop Across 
Nozzle (40 oc Inlet Temperature) 
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Figure 41: Transient Temperature Drop Across Nozzle for 
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VI.A.3. Atmospheric exit pressure tests 

Figures 42 - 45 illustrate the effect of inlet pressure and temperature on the temperature 

drop across the nozzle. The ten degree nozzle with various swirl inlet angles was tested with 

atmospheric exit pressure. These data show that the temperature drop across the nozzle increases 

with inlet temperature and decreases with increasing inlet pressure. Figure 46 shows that the 

mass flow rate is essentially independent of inlet temperature, but strongly dependent on inlet 

pressure, as predicted theoretically. As expected, the temperature drops across the nozzle for 

atmospheric exit pressure are significantly lower than those attained with the exit pressure under 

vacuum. 
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The experience with the LDV measurements indicates that either type of two phase flow, 

distributed droplets of liquid or distributed bubbles of vapor, can be investigated with the 

available instrumentation. While neither glass nozzle exhibited the desired high velocity and 

effective atomization, it is apparent that in one case the throat was too long and in the other too 

short. A nozzle with a geometry intennediate of the two units tested would no doubt perfonn 

much better. Overall then, the development of an effective nozzle and its successful 

characterization by LDV measurements during Phase II both appear to be highly probable. 

Filena~e: c:,tnozzle.s18 I Processors: 1 Mode: Rando~ 
1.5BB -r--------_.---------L--------~--------~---------+ 

+' c 

" tJ 
r.. 

" a.. 

1.125 

9.759 

9.375 

9 • 988 _,.._ ........................ 
8.BB9 

Position Ccyl/in) (9, 9.8, 9.8> 
Velocity "ean = 1.298 

<F1> Help Jle-f\nalyze 

3. 
(~/s) for Co~ponent U 

Statistics 

Velocity at cursor = 5. 
Percent at cursor = B.BB 

Change_Channel 

Figure 47: Velocity Histogram Generated During Test of First Nozzle 
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VI.C. Overall System Results 

Experimental results of the overall Johnson Tube™ system showed that separated two-

phase flow occurs in the nozzle and drift tube. Homogeneous flow, as well as enhanced 

regenerative heat transfer are needed for proper performance of the device. Experimental data 

are given in Appendix C. 

VII. DISCUSSION AND CONCLUSIONS 

VII.A. Theoretical Work 

Two-phase thermal hydraulic models for flow in the nozzle, drift tube, and diffuser based 

on either a homogeneous equilibrium model, a dynamic slip mode, and a fully separated flow 
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model have all been developed. These models have been incorporated into a general 

thermodynamic model of the Johnson Tube™ heat pump. 

Predictions of the two-phase flow models developed in this investigation were compared 

with the published data for two-phase flow in a supersonic convergent divergent nozzle [8]. The 

dynamic slip model predicted a gas velocity of 370 m/s and a liquid droplet velocity of 40 mls 

at the nozzle exit, which are in reasonably good agreement with the experimental values of 

200 m/s and 40 mls. The homogeneous equilibrium model predicted a velocity of 50 mls at the 

nozzle exit, which, as expected, is between the measured separate phase velocities. The 

homogeneous equilibrium model predicted a nozzle exit pressure of 10 kPa, while the dynamic 

slip model predicted an exit pressure of 2 kPa. The measured exit pressure was 4 kPa. Again, 

the dynamic slip model gives good agreement with the experimental values confirming its 

validity. 

Model results were also compared with data from the nozzle performance experiments 

conducted under this contract. Although the mass flow rate of the nozzle was lower than that 

predicted by the model, both experimental and theoretical trends were the same. The mass flow 

rate through the nozzle increased with increasing inlet pressure and only increased slightly with 

increasing temperature as predicted theoretically. The temperature drop across the actual nozzle 

was smaller than that predicted by the model. Some of this difference was probably due to the 

~nsitivity of the experimental temperature drop to changes in temperature (i.e. vapor pressure) 

in the water reservoir at the bottom of the drift tube. 

Parametric studies were performed to quantify the effects of various parameters on the 

overall performance of the Johnson Tube™ heat pump. The results indicate that COPs near those 

for a Carnot cycle can be theoretically achieved. The actual performance is affected significantly 

by both frictional losses in the system and the heat transfer effectiveness in the regenerator 
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section, as illustrated in Figure 32. The results indicate that for a given geometry and nozzle 

inlet temperature, there is an optimum nozzle inlet pressure which maximizes the cycle COP. 

For the parameters selected (f1 = 20° C and T6 = 27° C), the optimum value for the cycle 

maximum pressure ranged from 0.5 MPa for a nominal friction and regenerative heat exchanger 

to 1.0 MPa for a negligible friction and enhanced regenerative heat exchanger. 

The model was used to select the design and operational parameters for the proof-of

concept test facility. 

VILB. Experimental Work 

Three types of experiments were conducted during Phase I. Experiments of the ftrst type 

were aimed at quantifying the performance of various nozzle designs within the range variables 

expected in the proof-of-concept facility. The data showed an increase in temperature drop 

across the nozzle with increasing inlet temperature, as predicted theoretically. However, while 

the model predicts a slight increase in temperature drop with decreasing inlet pressure, the 

experiment yielded the opposite results. Based on these experiments, an appropriate nozzle 

design for the proof-of-concept facility was selected. 

The second type of experiments were aimed at measuring the two-phase velocities at the 

nozzle exit using laser doppler velocimetry. Preliminary velocity measurements were made for 

the selected nozzle design; the results indicate the suitability of this experimental technique for 

nozzle design optimization. 

In the third type of experiments, a proof-of-concept test facility for the entire Johnson 

Tube™ heat pump was constructed and tested. Experimental results showed a need for enhanced 

regenerator heat transfer as predicted by the models. Also, the results showed a need for more 

homogeneous flow behavior. This homogeneous flow behavior can be achieved by reducing the 
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drop size as predicted in the dynamic slip model. The COPs can be greatly improved by 

optimizing the various Johnson Tube™ components in accordance with the model predictions. 

Enhancement of the regenerator heat transfer will be necessary to approach Carnot efficiency. 

Extensive theoretical calculations for the Johnson Tube™ heat pump is a highly efficient 

device, suitable for external thennal control of manned spacecraft. Experimental results show 

that homogeneous two-phase flow and improved heat transfer in the regenerator are required for 

proper operation of the Johnson Tube™. The feasibility of the Johnson Tube™ has been shown. 

The device's potentially high efficiency, simplicity, and lack of CFC's make it very attractive for 

both commercial and spacecraft applications. Future work will focus on optimization of the 

device's components to improve its efficiency and establish its economic viability. 

VILC. Future Work 

The theoretical and experimental work performed under this contract has resulted in 

significant progress toward realizing a practical working model of a Johnson Tube heat pump. 

The key areas on which follow on work must focus have been identified. Specifically these areas 

include: 

Enhanced heat transfer in the regenerative heat exchanger 

Heat transfer in the regenerative heat exchanger is crucial for achieving the temperature 

lifts desired for this system. The model developed is based on conventional convective heat 

transfer relations. However, enhanced heat transfer based on phenomenon such as mass transport 

(heat pipe) technology and ultrasonically enhanced convective heat transfer needs to be 

investigated. A longer drift channel would have improved the performance significantly. The 

short length of the drift channel used in the experiment did not allow sufficient thermal coupling 
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between the two phase mixture in the drift channel and the counter flowing liquid in the annulus. 

Although the desired temperature drop occurred at the nozzle exi~ inside the drift channel, the 

induced temperature change in the annular flow was only a few tenths of a degree. 

Selection of design features that minimize friction losses 

Scaling the system up (increasing its physical size) should reduce losses associated with 

friction significantly. The diffuser and nozzle become much more effective and friction losses 

will per unit mass flow will be reduced. Friction losses could not be observed in the experiment. 

Limited heat transfer in the regenerative heat exchanger limited operation of the heat pump to 

such an extent that other performance parameters were obscured. 

Increasing the diameter of the drift channel will reduce the ratio of wall surface area to 

mass flow and thereby reduce friction loses per unit mass. 

Improved homogeneous behavior of the two phase fluid in the drift channel 

Our observations along with the limited data available from literature suggest that 

performance of the drift channel could be improved significantly by reducing the drop size of the 

liquid phase in the drift channel sufficiently to achieve homogeneous behavior. In addition to 

optimizing the design of the nozzle, ultrasonics could be introduced to achieve a drop size on the 

order of one micron which would give homogeneous behavior. 

The observed performance without homogeneous behavior indicates the only a limited 

pressure difference between the inlet and exit ends of the drift channel could be realized. 

Significant pressure differences would result in counter flow of vapor up the drift channel and 

thereby mitigate itself along with the corresponding temperature difference between the two ends. 

A smaller drop size would eliminate this problem. 

The problem is also reduced with increased length of the drift channel. The pressure 

gradient over a longer channel would be less given the same temperature and pressure difference 
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b between the ends. The longer channel will allow more time for heat transfer and momentum 

coupling between the two phases. Optimized pressurization pump design Constant temperature 

heat transfer between the heat source and sink. Test results from the experimental set up 

conflnned model predictions to the extent that the minimal performance achieved could be 

measured. Model predictions indicate that perfonnance will be minimal unless there is enhanced 

heat transfer near homogeneous behavior of the working fluid and reduced friction losses. The 

results achieved were consistent with model predictions. 
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NOMENCLATURE 

A cross sectional area [m2
] 

A coefficient matrix as defined in Equation ( 40) 

C column vector as defmed in Equation ( 40) 

cd drag coefficient [-] 

c6 interface friction factor in annular flow regime [-] 

Cp constant pressure specific heat [Jikg K] 

cv constant volume specific heat [J/kg K] 

CVM virtual mass force coefficient [-] 

d bubble or droplet diameter [m] 

D binary mass diffusivity [m2/s] 

Db hydraulic diameter [m] 

e total enthalpy [J/kg] 

f fanning friction factor : frequency [-] : [1/s] 

F frictional force per unit mixture volume: constant in Chen's correlation [N/m3
]:[-] 

g gravitational constant [m/s2
] 

G mass flux [kg/m2
] 

11 specific enthalpy [Jikg] 

h convective heat transfer coefficient [W/m2 K] 

j superficial velocity [m/s] 

k thermal conductivity [W /m K] 

K Interface momentum transfer coefficient: convective mass transfer coefficient [kg/m2 s] 

Lc Laplace constant [m] 

M molecular mass number [kg/kg mole] 
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ril mass flow rate [kg/s] 

Nu Nusselt number[-] 

P pressure [Pa] 

P channel perimeter [m] 

Pr Prandtl number [ -] 

q" heat flux [W/m2
] 

Cln cycle heat input rate [W] 

Q,... cycle heat output rate [W] 

R Universal gas constant [J/kg mole K] 

Re Reynolds number [-] 

R radius [m] 

s entropy [J/kg K] 

S Suppression factor in Chen's correlation [-] 

Sc Schmidt number[-] 

Sh Sherwood number[-] 

T temperature [K] 

t • characteristic surface renewal time period [ s] 

U velocity [rnls] 

v specific volume (m3/kg] 

We Weber number[-] 

W P pump work rate [W] 

x quality [-] 

X0 mass fraction of noncondensible in the gas phase [-] 

X mole fraction [-] 
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Xu Martinelli factor [-] 

Y column vector as defined in Equation (40) 

z axial coordinate [ m] 

Greek 

a void fraction : thermal diffusivity (-) : [m2/s] 

r phase change mass flow rate, per unit mixture volume [kg/m3
] 

S film thickness [ m] 

£ error tolerance [-] 

9 angle of inclination with respect to the horizontal plane [-] 

J.1 dynamic viscosity [N s/m2
] 

v kinematic viscosity [m2/s] 

~ regime interpolation parameter [-] 

p density [kg/m3
] 

a surface tension [N/m] 

4> Two-phase friction coefficient multiplier [-] 

Superscripts 

II 

• 
T 

flux 

corresponding to vapor partial pressure 

transpose 

high mass transfer 
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Subscripts 

ann annular regime 

B bubble 

c forced convection 

cond condensation 

cr critical 

D droplet 

disp dispersed regime 

evap evaporation 

f saturated liquid 

g saturated vapor 

G gas phase 

h homogenous 

interface 

J annular jacket 

L liquid phase 

m mixture 

n noncondensible 

NB nucleate boiling 

sat saturation 

T tube 

tot total 

v vapor 

WG wall gas 
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WL wallliquid 

WM wall mixture 
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