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#### Abstract

The ongoing research concerns the problem of choosing the best of a number of simulated systems. Specific areas of research include the development and evaluation of: new variance estimators for use in ranking and selection procedures in the simulation environment, particularly in manufacturing systems; normal means selection procedures (for the cases of common known variance, common unknown variance, arbitrary unknown variance, and correlated normal populations); twofactor normal means procedures; and one- and two-factor nonparametric selection procedures (which are based on procedures for selecting the most probable multinomial cell).


## 1 Introduction

This report contains a survey of the work supported under NSF grant DDM-90-12020 during the last nine months. The work studies procedures for choosing the best of a number of simulated systems, particularly with respect to manufacturing simulations. The main contributions are the development and evaluation of:

- New variance estimators for use in ranking and selection procedures in the simulation environment ( $\S 2$ ). Since simulations rarely produce independent and identically distributed normal observations, we cannot use the usual sample variance to estimate variances in simulations. Instead, we must develop new estimators. Our new estimators have a number of desirable properties.
- Normal means selection procedures (§3). We have studied a number of new procedures for selecting the normal population having the largest (or smallest) mean. Our new procedures are quite a bit more efficient than competing procedures, both in terms of the numbers of stages and observations that the procedures must take in order to guarantee the same probability requirement.
- Two-factor normal means procedures (§4). It is well known that factorial experimentation when employed in ranking and selection problems can result in considerable savings in total sample size relative to independent single-factor experimentation when both guarantee comparable probability requirements. Indeed, we have developed new two-factor normal means procedures which are much more efficient than previous methods.
- One- and two-factor multinomial selection procedures (§5). Multinomial selection procedures are very useful in the simulation environment because they can be used as nonparametric procedures. We have a fast technique for evaluating the performance of many multinomial selection procedures. Further, we have developed a number of two-factor generalizations of existing one-factor multinomial selection procedures.


## 2 New Variance Estimators

We have developed and analyzed a number of new variance estimators for use in the simulation environment.

### 2.1 Spaced Batch Means

The most commonly-used variance estimator in simulations is the familiar batch means estimator. This estimator divides a long simulation run into contiguous, equal-length batches, and then (incorrectly) assumes that the resulting batch means are independent and identically distributed normal random variables. The method of spaced batch means simply inserts spacers between adjacent batches in the hopes of reducing any correlation which might be present between the batch means. In terms of such criteria as variance estimator bias and confidence interval coverage, we have shown in [9] that the use of spacers never really hurts the experimenter; sometimes, especially in the presence of negative serial correlation, spaced batch means achieves dramatic improvements over regular batch means.

### 2.2 Orthonormal Standardized Time Series Estimators

In [8], we generalize Schruben's standardized time series area estimator in a way which yields an estimator with higher degrees of freedom. This results in a new estimator with very small variance as well as other desirable properties. Since the estimator has tractable distributional properties, it can be used to form confidence intervals for the mean of a stationary simulation process.

### 2.3 Cramér-von Mises Estimators

Other standardized time series estimators resemble generalizations of the Cramér-von Mises statistic. In [13], we find that these estimators also have a number of desirable properties, including comparatively low variances. Unfortunately, the estimators' distributional forms are nontrivial, and so we have not yet used them to form confidence intervals for the mean of a stationary simulation process.

### 2.4 Overlapping Estimators

Building on the work of Meketon, Schmeiser, and others, we have developed and analyzed a number of so-called overlapping estimators; these estimators are closely related to spectral estimators. In [10] and [12], we study overlapping batch means estimators, overlapping standardized time series area estimators, and overlapping Cramér-von Mises estimators. In all cases, the overlapping versions have the same bias but smaller variance than their non-overlapping counterparts.

## 3 Normal Means Procedures

We have developed and analyzed a number of normal means procedures, i.e., procedures for finding that one of a number of competing normal populations which has the largest (or smallest) mean.

### 3.1 Common Known Variance Case

In [4], we conducted a large Monte Carlo study which compared the performances of various procedures for selecting the normal population having the largest mean when the variances are known and equal; namely, we compared Bechhofer's original singlestage procedure, a two-stage elimination procedure due to Tamhane and Bechhofer, a truncated version of the Bechhofer, Kiefer, and Sobel sequential procedure, and the Hartmann sequential procedure with elimination. During the last few months, we have studied in [6] the performance of the Kao and Lai sequential procedure with elimination.

### 3.2 Common Unknown Variance Case

In [1], we conducted a large Monte Carlo study which compared the performances of various procedures for selecting the normal population having the largest mean when the variances are unknown and equal; clearly, this is a more realistic and useful problem than that studied in the previous subsection. Specifically, we compared the original Bechhofer, Dunnett, and Sobel two-stage procedure, the Gupta and Kim two-stage elimination procedure, and a sequential procedure with elimination due to Hartmann. Recently, we have also studied in [6] the performance of the Kao and Lai sequential elimination procedure for the common unknown variance case.

### 3.3 Unknown Variance Case

We are currently investigating the more realistic normal means scenario in which the variances are unknown and not necessarily equal. The idea here is to modify normal means procedures (e.g., that of Duclewicz and Dalal) for use in the presence of serial correlation.

### 3.4 Multivariate Case

Variance reduction techniques (VRTs) are often used in simulation to help distinguish among alternative populations. One common VRT is common random numbers, which attempts to induce positive correlation among the competing populations. In order to take advantage of such VRTs, we have begun development of multivariate normal selection procedures.

## 4 Two-Factor Normal Means Procedures

Suppose $\Pi_{i j}, i=1, \ldots, a, j=1, \ldots, b$, represent $a b$ normal populations in a twofactor setup without interaction, i.e., the expected value of an observation from $\Pi_{i j}$ is $\mu+\alpha_{i}+\beta_{j}$. The goal is to find from one two-factor experiment that population having the largest $\alpha_{i}$ and $\beta_{j}$.

We have shown in an earlier paper [3] that factorial experimentation when employed in ranking and selection problems can result in considerable savings in total sample size relative to independent single-factor experimentation when both guarantee comparable probability requirements. In [5], we discuss the performance of a sequential elimination procedure due to Hartmann. We find that Hartmann's procedure performs better than its predecessors in terms of the expected number of observations it takes; unfortunately, it performs more poorly in terms of the expected number of sample stages.

## 5 Multinomial Procedures

There are circumstances under which it might not be prudent to use an adaptation of a normal means procedure when trying to find the best of a number of simulated systems. For instance, suppose the simulation runs are rather short. Then any resulting batch means might not be independent and identically distributed normal random variables; in such a case, the normal means results outlined above would not be appropriate. Instead, the experimenter might be advised to use a nonparametric procedure for selecting the best system. It is well known that procedures for selecting the most probable multinomial cell can be interpreted as nonparametric.

We have developed an extremely efficient technique [11] for calculating performance characteristics of a number of existing multinomial procedures (e.g., [2]); this technique is efficient in its use of both computing time and space. This summer, we shall also work on two-factor multinomial problems in the spirit of [7] and the procedures discussed previously in §4.
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#### Abstract

This paper reports on the research we have conducted over the last two years. The general goal of our research is to develop statistical ranking and selection procedures that can be applied in the manufacturing arena. In particular, we investigate methods for choosing the "best" of a number of simulated processes, where the term "best" refers to some criterion of goodness specified by the experimenter.

Specific areas of interest include the development and evaluation of: new variance estimators for use in ranking and selection procedures in the simulation environment; normal means selection procedures (for the cases of common known variance, common unknown variance, arbitrary unknown variance, and correlated normal populations); two-factor normal means procedures; one- and two-factor nonparametric selection procedures that are based on procedures for selecting the most probable multinomial cell; and other selection procedures involving exponential and Bernoulli populations. We also seek to apply our methods to solve real-world manufacturing problems.
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## 1 Introduction

As modern manufacturing systems grow more complex, computer simulation becomes the analysis tool of choice. Simulation is attractive for many reasons: it yields credible
results when implemented properly, it has general applicability, simulation models are readily constructed, and managers are comfortable with the technique.

An important problem in manufacturing simulation, and the general topic of this research, concerns the determination of the "best" of a number of competing alternative systems or processes. The term "best" is used with respect to that characteristic of a process that the expeimenter deems to be the most important. For instance, we might ask which of a number of alternative manufacturing plant layouts maximizes the expected throughput of a particular product. Or we might wish to find the layout that minimizes product congestion at certain critical workstations.

The above are problems of ranking and selection. When applicable, ranking and selection procedures generally are more parsimonious with observations than methods of "classical" statistics, which are designed for fundamentally different problems - e.g., confidence interval estimation and hypothesis testing.

For a number of reasons, it has not heretofore been feasible for the simulation practitioner to exploit the wide variety of ranking and selection techniques. In fact, almost all of the ranking and selection literature has been concerned with the special case in which observations taken from a particular process are independent and identically distributed (i.i.d.) random variables. In the simulation environment, it usually is not possible to obtain such i.i.d. observations since any non-trivial simulated process has serially correlated and/or nonstationary outputs. Another problem involving the implementation of many ranking and selection techniques concerns the fact that these procedures usually assume that the competing systems have a particular distributional form, for example, normal or Bernoulli. Since simulation output processes almost always have unknown distributional forms, direct implementation of existing ranking and selection methods on such systems is difficult.

## 2 Research Areas

Our research aims to devise ranking and selection techniques for use with manufacturing simulations. This paper reports on the research we have conducted over the last two years (also see [30] and [31]). We have enjoyed tremendous success in our research efforts on a number of topics; specifically, we discuss the development and evaluation of:

- Variance estimators for use in ranking and selection procedures in the simulation environment. Since simulations rarely produce i.i.d. normal observations, we cannot use the usual sample variance to estimate the variance of a sample mean in a simulation. Luckily, it is straightforward to adapt many selection procedures for use with simulations by assuming that the batch means arising from a stationary (steady-state) simulation are approximately i.i.d. normal random variables. The key is to accurately and precisely estimate the variances of the batch
means. In $\S 3$ of this report, we propose and evaluate a number of new variance estimators. The variance estimators are based on standardized time series methods; they are shown to be asymptotically unbiased and to have variances that are a great deal smaller than those of competing estimators.
- Normal means selection procedures. In $\S 4$, we study a number of procedures for selecting the normal population having the largest (or smallest) mean. Our new procedures are quite a bit more efficient than competing procedures, both in terms of the numbers of stages and observations that the procedures must take in order to guarantee the same probability requirement. In the course of writing a practitioner's textbook, [15], on the subject, we have also produced tables that will aid experimenters in their use of our procedures.
- Two-factor normal means procedures. It is well known that factorial experimentation when employed in ranking and selection problems can result in considerable savings in total sample size relative to independent single-factor experimentation when both strategies guarantee comparable probability requirements. Indeed, we have investigated new two-factor normal means procedures that are a great deal more efficient than previous methods. This topic is the subject of $\S 5$.
- One- and two-factor multinomial selection procedures. Multinomial selection procedures are very useful in the simulation environment because they can be used as nonparametric procedures. We have recently developed a fast technique for evaluating the performance of many multinomial selection procedures. Further, we have proposed a number of two-factor generalizations of existing one-factor multinomial selection procedures. $\S 6$ discusses such multinomial techniques.
- Procedures for other distributions. During the course of our work, we devised or evaluated procedures for a variety of other problems, e.g., the selection of the exponential distribution having the largest mean and the selection of the Bernoulli population having the largest success probability. This additional work is detailed in §7.
- Applications to real-world problems. The ultimate goal of any applied research project is that it be used to solve real-world problems. To this end, we have begun to apply our research on actual problems in industry. This is discussed in §8 of the report.


## 3 Some New Variance Estimators

### 3.1 Motivation and Background

The motivation for this section is the normal means selection problem: here we wish to select the "best" one of a number of normal populations-in this case, that population having the largest (or smallest) mean.

Procedures for normal means selection problems generally call for the experimenter to take i.i.d. observations from each of the competing normal processes. Along the way, these procedures usually require the user to estimate the variances of the competing normal processes. Of course, it is almost never possible to directly obtain i.i.d. normal observations from simulation output since any non-trivial simulated process produces nonnormal and/or serially correlated and/or nonstationary output. So it is natural to ask: how can the normal means selection problem have any relevance in the simulation environment?

The answer is simple. Suppose we are interested in selecting that one of $k$ simulated processes having the largest mean value. Consider the outputs from the $k$ competing simulations, $Y_{i 1}, Y_{i 2}, \ldots, Y_{i n}, i=1,2, \ldots, k$, where $n$ is the (common) simulation run length. By way of example, $Y_{i j}$ could represent the revenue from day $j$ obtained under inventory policy $i$. With little loss of generality, we shall henceforth assume that $Y_{i 1}, Y_{i 2}, \ldots, Y_{i n}$ is a stationary sequence, $i=1,2, \ldots, k$; such an assumption is justified if we have already truncated any data suspected of containing initialization bias (cf. [29]). Thus, if $\mu_{i} \equiv \mathrm{E}\left[Y_{i j}\right], i=1,2, \ldots, k$, we are interested in selecting that one of the $k$ competing simulations corresponding to the largest of the $\mu_{i}$ 's.

For simulation $i$, we can obtain approximately i.i.d. normal observations by dividing the run $Y_{i 1}, Y_{i 2}, \ldots, Y_{i n}$ into a number of contiguous batches. Specifically, suppose that we partition $Y_{i 1}, Y_{i 2}, \ldots, Y_{i n}$ into $b$ nonoverlapping, contiguous batches, each consisting of $m Y_{i j}$ 's. (Assume for convenience that the run length $n=b m$.) The $\ell$ th batch from simulation $i$ consists of the random variables

$$
Y_{i,(\ell-1) m+1}, Y_{i,(\ell-1) m+2}, \ldots, Y_{i, \ell m},
$$

$i=1,2, \ldots, k, \ell=1,2, \ldots, b$. The $\ell$ th batch mean is the sample mean of the $m$ observations from batch $\ell$,

$$
Z_{i, \ell} \equiv \frac{1}{m} \sum_{j=1}^{m} Y_{i,(\ell-1) m+j}
$$

$i=1,2, \ldots, k, \ell=1,2, \ldots, b$.
If $m$ is large enough (and if certain mild moment and mixing conditions hold), a central limit theorem allows us to assume that the batch means from simulation $i$, $Z_{i, 1}, Z_{i, 2}, \ldots, Z_{i, b}$, are approximately i.i.d. normal random variables, as desired.

The problem that remains is that the most useful normal means selection procedures call for us to estimate the unknown variances of the observations from the competing normal populations; i.e., we will need to estimate the variances of the batch means from the $k$ simulations- $\operatorname{Var}\left(Z_{i, \ell}\right), i=1,2, \ldots, k$. This is a difficult problem and is the crux of this section.

We now report on progress in developing and evaluating new estimators for the variance of the sample mean of a stationary stochastic process. The new variance estimators are based on standardized time series methods. Some necessary background on variance estimators using batch means is given in §3.2. The new standardized time series estimators are introduced and discussed in §3.3. They are shown to be asymptotically unbiased and to have variances that are a great deal smaller than those of competing estimators.

### 3.2 Batch Means Estimator

Suppose $X_{1}, X_{2}, \ldots, X_{n}$ is a stationary process with mean $\mu$. The estimator of choice for $\mu$ is usually the sample mean $\bar{X}_{n}$, which is unbiased. In order to measure the precision of $\bar{X}_{n}$, the experimenter often estimates $\sigma_{n}^{2} \equiv n \operatorname{Var}\left(\bar{X}_{n}\right)$ or the so-called variance parameter, $\sigma^{2} \equiv \lim _{n \rightarrow \infty} \sigma_{n}^{2}$. The literature contains a great deal of work on the problem of estimating $\sigma^{2}$; see [16] or [38] for surveys.

We first review the popular batch means estimator for $\sigma^{2}$; certainly, it is the simplest to understand. As suggested in §3.1, we divide the $n$ observations into $b$ adjacent, nonoverlapping batches, each of length $m$ (take $n=m b$ ). For $i=1,2, \ldots, b$, define the $i$ th batch mean as

$$
\bar{X}_{i, m} \equiv \sum_{j=1}^{m} X_{(i-1) m+j} / m
$$

The batch means estimator for $\sigma^{2}\left(\right.$ or $\left.\sigma_{n}^{2}\right)$ is

$$
\hat{V}_{B} \equiv \frac{m}{b-1} \sum_{i=1}^{b}\left(\bar{X}_{i, m}-\bar{X}_{n}\right)^{2}
$$

where $\bar{X}_{n} \equiv \sum_{j=1}^{n} X_{j} / n$ is the sample mean. Notice that $\hat{V}_{B}$ looks quite similar to the sample variance that one encounters in any elementary statistics text. The batch means estimator has been studied extensively, especially in the case that $b$ is fixed and $m \rightarrow \infty$ (see, e.g., [17], [42], and [43]).

Suppose we denote the covariance function of the stationary stochastic process by $R_{j} \equiv \operatorname{Cov}\left(X_{1}, X_{1+j}\right), j=0, \pm 1, \pm 2, \ldots$, and the quantity $\gamma \equiv-2 \sum_{j=1}^{\infty} j R_{j}$. Then under reasonable conditions (see [17], [27], and [44]), it can be shown that

$$
\mathrm{E}\left[\hat{V}_{B}\right]=\sigma^{2}+\gamma / m+o(1 / m)
$$

and

$$
\operatorname{Var}\left(\hat{V}_{B}\right) \approx 2 \sigma^{4} / b
$$

So the batch means estimator is a bit biased for $\sigma^{2}$, but this bias decreases in $m$. Further, the variance of the estimator decreases as the number of batches increases.

We mention that the batch means estimator implicitly (and incorrectly) assumes that the resulting batch means are i.i.d. normal random variables. The method of spaced batch means inserts spacers between adjacent batches in the hopes of reducing any correlation that might be present between the batch means. In terms of such criteria as variance estimator bias and confidence interval coverage for $\mu$, we have shown in [22] that the use of spacers never really hurts the experimenter; sometimes, especially in the presence of negative serial correlation, spaced batch means achieves dramatic improvements over regular batch means.

### 3.3 Standardized Time Series Estimators

We now discuss a number of competitors to the batch means variance estimator. These competitors are all based on the method of standardized time series. We first present some background material; then we introduce the new estimators for $\sigma^{2}$.

### 3.3.1 Background

The standardized time series of the stationary stochastic process, $X_{1}, X_{2}, \ldots, X_{n}$, is defined as

$$
T_{n}(t) \equiv \frac{\lfloor n t\rfloor\left(\bar{X}_{n}-\bar{X}_{\lfloor n t\rfloor}\right)}{\sigma \sqrt{n}} \text { for } 0 \leq t \leq 1
$$

where $\bar{X}_{j} \equiv \sum_{k=1}^{j} X_{k} / j, j=1,2, \ldots, n$, and $\lfloor\cdot\rfloor$ is the greatest integer function. Schruben [45] shows that $T_{n} \Rightarrow \mathcal{B}$, where $\mathcal{B}$ is a standard Brownian bridge process and $\Rightarrow$ denotes weak convergence as $n \rightarrow \infty$. We remark that one can break the $X_{i}$ 's into batches, and then form asymptotically independent standardized time series from each batch; see §§3.3.3 and 3.3.5.

### 3.3.2 The Weighted Area Estimator

The first class of estimators we shall consider is related to the area under a Brownian bridge process. Let us define

$$
A(n) \equiv \frac{\sum_{j=1}^{n} f(j / n) \sigma T_{n}(j / n)}{n}
$$

and

$$
A \equiv \int_{0}^{1} f(t) \sigma \mathcal{B}(t) d t
$$

where (among other technical conditions) $f(t)$ is continuous and normalized so that $\operatorname{Var}(A)=\sigma^{2}$. One can then show (see, e.g., [27]) that

$$
A^{2}(n) \xrightarrow{\mathcal{D}} A^{2} \sim \sigma^{2} \chi_{1}^{2}
$$

where $\xrightarrow{\mathcal{D}}$ denotes convergence in distribution as $n \rightarrow \infty$, and $\chi_{d}^{2}$ is a $\chi^{2}$ random variable with $d$ degrees of freedom. We refer to $A^{2}(n)$ as the weighted area estimator for $\sigma^{2}$.

In addition to the covariance function $R_{j}$ and the quantity $\gamma$ from $\S 3.2$, suppose we define $F \equiv \int_{0}^{1} f(s) d s$ and $\bar{F} \equiv \int_{0}^{1} \int_{0}^{t} f(s) d s d t$. Then under mild conditions (see [21], [27], and [44]),

$$
\mathrm{E}\left[A^{2}(n)\right]=\sigma^{2}+\frac{\left[(F-\bar{F})^{2}+\bar{F}^{2}\right] \gamma}{2 n}+o\left(\frac{1}{n}\right) .
$$

Example 1 After a little algebra, we find that the expected value of the "unweighted" area estimator (with $f(t)=\sqrt{12}$ for all $t$ ) is $\mathrm{E}\left[A^{2}(n)\right]=\sigma^{2}+3 \gamma / n+o(1 / n)$. The expected value of the weighted area estimator with weighting function $f(t)=\sqrt{840}\left(3 t^{2}-3 t+1 / 2\right)$, $0 \leq t \leq 1$, is $\mathrm{E}\left[A^{2}(n)\right]=\sigma^{2}+o(1 / n)$. In this case, we say that $A^{2}(n)$ is first-order unbiased for $\sigma^{2}$.

Further, if $A^{4}(n)$ is uniformly integrable, then it is straightforward to show that the asymptotic $(n \rightarrow \infty)$ variance of the weighted area estimator is $\operatorname{Var}\left(A^{2}\right)=2 \sigma^{4}$.

### 3.3.3 The Weighted Area Batch Estimator

Our comments so far concerning the area estimators have assumed that we have one long batch of $n$ observations. What if we alternatively break the $n$ observations into $b$ contiguous, nonoverlapping batches, each of size $m$ (with $n=b m$ )? Let $A_{i}^{2}(m), i=$ $1,2, \ldots, b$, denote the weighted area estimator formed exclusively from the $i$ th batch of observations, $X_{(i-1) m+1}, X_{(i-1) m+2}, \ldots, X_{i m}$. The weighted area batch estimator for $\sigma^{2}$ is $\bar{A}^{2}(m) \equiv \sum_{i=1}^{b} A_{i}^{2}(m) / b$. It is easily demonstrated that $\bar{A}^{2}(m) \xrightarrow{\mathcal{D}} \sigma^{2} \chi_{b}^{2} / b$ as the batch size $m \rightarrow \infty$. Further, $\mathrm{E}\left[\bar{A}^{2}(m)\right]=\mathrm{E}\left[A^{2}(m)\right]$ and, if the $A_{i}^{2}(m)$ 's are approximately independent, $\operatorname{Var}\left(\bar{A}^{2}(m)\right) \approx \operatorname{Var}\left(A^{2}(m)\right) / b$.

These results allow us to directly compare the bias and variance of the weighted area batch estimator to the corresponding quantities for the batch means estimator. We see that the bias of the unweighted area batch estimator is about three times that of the batch means estimator; the bias of the weighted area batch estimator with each batch using the "first-order unbiased" weighting function $f(t)=\sqrt{840}\left(3 t^{2}-3 t+1 / 2\right)$ (see Example 1) is an order of magnitude better than that of the batch means estimator. The variances of the batch means estimator and the weighted area batch estimator are about the same.

Based on the results of [45], we remark that the weighted area batch estimator and the batch means estimator are asymptotically independent as the common batch size $m \rightarrow \infty$. This implies that the two estimators can be combined (by taking the obvious linear combination) so as to yield additional degrees of freedom in the resulting $\chi^{2}$ limiting random variable.

### 3.3.4 The Weighted Cramér-von Mises Estimator

We now look at a class of estimators for $\sigma^{2}$ that is related to the area under the square of a Brownian bridge process, and hence is similar to the well-known Cramér-von Mises statistic. Following the development in §3.3.2, let us define the weighted CvM estimator for $\sigma^{2}$ by

$$
W^{2}(n) \equiv \frac{\sum_{j=1}^{n} g(j / n)\left(\sigma T_{n}(j / n)\right)^{2}}{n}
$$

Under mild conditions, it can be demonstrated that

$$
W^{2}(n) \xrightarrow{\mathcal{D}} W^{2} \equiv \int_{0}^{1} g(t)(\sigma \mathcal{B}(t))^{2} d t,
$$

where $g(t)$ is continuous on $[0,1]$ and normalized so that $\mathrm{E}\left[W^{2}\right]=\sigma^{2} \int_{0}^{1} g(t) t(1-t) d t=\sigma^{2}$. Anderson and Darling [3] derived the distribution of $W^{2}$ with $g(t)=[t(1-t)]^{-1}$; the distribution of $W^{2}$ with an arbitrary weighting function has not been explicitly determined (see [18]).

Suppose we define $G \equiv \int_{0}^{1} g(s) d s$. Then under mild assumptions (see [23] and [24]), we have

$$
\mathrm{E}\left[W^{2}(n)\right]=\sigma^{2}+\frac{\gamma}{n}(G-1)+o\left(\frac{1}{n}\right) .
$$

Example 2 We find that the expected value of the "unweighted" CvM estimator (with $g(t)=6$ for all $t$ ) is $\mathrm{E}\left[W^{2}(n)\right]=\sigma^{2}+5 \gamma / n+o(1 / n)$. So this estimator is a bit more biased than the unweighted area estimator (see Example 1). Now suppose $g(t)=51-$ $c / 2+c t-150 t^{2}$, where $t \in[0,1]$ and $c$ is real. Then the expected value of the weighted CvM estimator is $\mathrm{E}\left[W^{2}(n)\right]=\sigma^{2}+o(1 / n)$. In this case, $W^{2}(n)$ is first-order unbiased for $\sigma^{2}$.

We have seen that it is possible to choose weighting schemes for the weighted area and weighted CvM estimators so that both are first-order unbiased. What sets the CvM estimator apart from the area estimator? The choice of weights clearly affects the asymptotic variance of the CvM estimator $W^{2}(n)$; on the other hand, the choice of weights does not affect the asymptotic variance of the area estimator $A^{2}(n)$, which is always $2 \sigma^{4}$.

In fact, under reasonable assumptions (including the uniform integrability of $W^{4}(n)$ ), one can show that

$$
\operatorname{Var}\left(W^{2}(n)\right) \rightarrow \operatorname{Var}\left(W^{2}\right)=4 \sigma^{4} \int_{0}^{1} g(t)(1-t)^{2} \int_{0}^{t} g(s) s^{2} d s d t
$$

Example 3 If $g(t)=6$ (as in Example 2), then $\operatorname{Var}\left(W^{2}\right)=4 \sigma^{4} / 5$. If $g(t)=51-c / 2+$ $c t-150 t^{2}$, where $c$ is real (as in Example 2), then $\operatorname{Var}\left(W^{2}\right)=\left(c^{2}-300 c+26856\right) \sigma^{4} / 12600$. This quantity is minimized by $c=150$, in which case $\operatorname{Var}\left(W^{2}\right)=1.729 \sigma^{4}$.

Notice that the variances from Example 3 are quite a bit lower than $2 \sigma^{4}$, the asymptotic variance of the weighted area estimators.

We would like to choose a weighting function that minimizes the variance of the CvM estimator while satisfying the first-order unbiasedness and normalizing constraints; i.e., we wish find a weighting function $g(t)$ which minimizes $\operatorname{Var}\left(W^{2}\right)$ subject to $G=1=$ $\int_{0}^{1} g(t) t(1-t) d t$. It is straightforward to show using Lagrangian multipliers that the optimal quadratic and cubic polynomial weighting function is $g(t)=-24+150 t-150 t^{2}$, the choice studied in Example 3 with $c=150$. The best quartic turns out to be (after some algebra)

$$
g(t)=\frac{-1310}{21}+\frac{19270 t}{21}-\frac{25230 t^{2}}{7}+\frac{16120 t^{3}}{3}-\frac{8060 t^{4}}{3}
$$

for which $\operatorname{Var}\left(W^{2}\right)=1.042 \sigma^{4}$.
A number of variants of the CvM estimator are studied in [23], [24], [26], and [48]. These include CvM estimators resulting from batching, overlapping estimators (in the spirit of [39]), as well as estimators arising from still other functionals of Brownian bridges; we briefly discuss some of these estimators in the subsequent subsections.

### 3.3.5 The Weighted CvM Batch Estimator

Similar to our discussion in $\S 3.3 .3$, we can break the $n$ observations into $b$ contiguous, nonoverlapping batches, each of size $m$ (where we take $n=b m$ ). Let $W_{i}^{2}(m)$, $i=1,2, \ldots, b$, denote the CvM estimator formed exclusively from the $i$ th batch of observations, $X_{(i-1) m+1}, X_{(i-1) m+2}, \ldots, X_{i m}$. The CvM batch estimator for $\sigma^{2}$ is $\bar{W}^{2}(m) \equiv \sum_{i=1}^{b} W_{i}^{2}(m) / b$. Obviously, $\mathrm{E}\left[\bar{W}^{2}(m)\right]=\mathrm{E}\left[W^{2}(m)\right]$ and, if the $W_{i}^{2}(m)$ 's are approximately independent, $\operatorname{Var}\left(\bar{W}^{2}(m)\right) \approx \operatorname{Var}\left(W^{2}(m)\right) / b$.

### 3.3.6 Overlapping Estimators

Building on the work of Meketon and Schmeiser [39] and others, we have also studied a number of so-called overlapping estimators; these estimators are closely related to spectral
estimators. In [23], [24], [26], and [42], we consider overlapping batch means estimators, overlapping standardized time series area estimators, and overlapping Cramér-von Mises estimators. For example, let $W^{2}(i, m), i=1, \ldots, n-m+1$, denote the CvM estimator formed exclusively from the observations $X_{i}, X_{i+1}, \ldots, X_{i+m-1}$. The CvM overlapping estimator for $\sigma^{2}$ is $\widetilde{W}^{2}(m) \equiv \sum_{i=1}^{n-m+1} W^{2}(i, m) /(n-m+1)$. Obviously, $\mathrm{E}\left[\widetilde{W}^{2}(m)\right]=$ $\mathrm{E}\left[W^{2}(m)\right]$; further, in the special case that each $W^{2}(i, m)$ uses the weighting function $g(t)=6$, Goldsman and Meketon [26] show that $\operatorname{Var}\left(\widetilde{W}^{2}(m)\right) \approx \frac{11}{21} \operatorname{Var}\left(\bar{W}^{2}(m)\right)$. Without going into additional details here, we remark that the overlapping versions have the same bias as and smaller variance than their non-overlapping counterparts.

### 3.3.7 $\quad L_{p}$-Norm Estimators

An interesting generalization of the weighted area and CvM estimators is what we refer to as the $L_{p}$-norm estimator. Let us first define the Brownian bridge functional

$$
L_{p} \equiv\left(\int_{0}^{1} \mathcal{B}^{p}(t) d t\right)^{2 / p}
$$

where $p>0$. Under mild conditions, the continuous mapping theorem implies that

$$
L_{p}^{\star}(n) \equiv \frac{1}{\mathrm{E}\left[L_{p}\right]}\left(\frac{1}{n} \sum_{j=1}^{n} \sigma^{p} T_{n}^{p}(j / n)\right)^{2 / p} \xrightarrow{\mathcal{D}} \sigma^{2} \frac{L_{p}}{\mathrm{E}\left[L_{p}\right]} .
$$

Thus, under uniform integrability,

$$
\mathrm{E}\left[L_{p}^{\star}(n)\right] \rightarrow \sigma^{2}
$$

and

$$
\operatorname{Var}\left(L_{p}^{\star}(n)\right) \rightarrow \sigma^{4} \operatorname{Var}\left(L_{p}\right) /\left(\mathrm{E}\left[L_{p}\right]\right)^{2} .
$$

We see that the estimator $L_{p}^{\star}(n)$ is asymptotically unbiased for $\sigma^{2}$ as $n \rightarrow \infty$ for any $p$ of interest. We call $L_{p}^{\star}(n)$ the standardized time series $L_{p}$-norm estimator for $\sigma^{2}$. Notice that the case $p=1$ is simply the unweighted area estimator, and the case $p=2$ is the unweighted CvM estimator. Implementation of the above estimators requires that we know the value of $\mathrm{E}\left[L_{p}\right]$ for the given $p$. This is an easy task for $p=1$ and 2 , but Monte Carlo simulation must be carried out in order to precisely estimate $\mathrm{E}\left[L_{p}\right]$ for other values of $p$. The relevant details are given in [48].

Given that these estimators are all asymptotically unbiased, one way to compare their performances is to look at their asymptotic variances (divided by $\sigma^{4}$ ), $v_{p} \equiv$ $\operatorname{Var}\left(L_{p}\right) /\left(\mathrm{E}\left[L_{p}\right]\right)^{2}$, for different values of $p$. Of course, this quantity is known for $p=1$ and 2, but must be estimated for other values of $p$. Table 1 gives actual or estimated values of $v_{p}$ based on our Monte Carlo work. The entries from Table 1 show that $v_{p}$ tends to decrease with increasing values of $p$. In fact, $v_{10}$ is only about $25 \%$ of $v_{1}$. Since lower variance is desirable, these estimators deserve some closer scrutiny.

Table 1: Actual ( $p=1$ and 2) or Estimated Values of $v_{p}$

| $p$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{p}$ | 2.0000 | 0.8000 | 0.92 | 0.66 | 0.71 | 0.59 | 0.62 | 0.56 | 0.57 | 0.53 |

### 3.3.8 Orthonormally Weighted Area Estimators

In [20] and [21], we generalize Schruben's standardized time series area estimator in a (completely different) way that yields an estimator with higher degrees of freedom. The new estimator has very small variance as well as other desirable properties. Since the estimator has tractable distributional properties, it can be used to form confidence intervals for the mean of a stationary simulation process. In particular, let

$$
O_{i}(n) \equiv \frac{\sum_{j=1}^{n} w_{i}(j / n) \sigma T_{n}(j / n)}{n}
$$

for continuous weighting functions $w_{i}(t), i=1,2, \ldots, d$. For large $n$, it can be shown that $\left(O_{1}(n), O_{2}(n), \ldots, O_{d}(n)\right) \xrightarrow{\mathcal{D}}\left(O_{1}, O_{2}, \ldots, O_{d}\right)$, a multivariate normal random vector with

$$
O_{i} \equiv \int_{0}^{1} w_{i}(t) \sigma \mathcal{B}(t) d t
$$

By the continuous mapping theorem,

$$
V_{W}(n) \equiv \sum_{i=1}^{d} O_{i}^{2}(n) / d \xrightarrow{\mathcal{D}} \sum_{i=1}^{d} O_{i}^{2} / d .
$$

Suppose the functions $w_{1}, w_{2}, \ldots, w_{d}$ are orthonormal with respect to $r(s, t) \equiv$ $(s \wedge t)[1-(s \vee t)]$ over the unit square, where $\wedge$ denotes minimum and $\vee$ denotes maximum. Then under mild additional conditions, $O_{1}, O_{2}, \ldots, O_{d}$ are i.i.d., normal $\left(0, \sigma^{2}\right)$ random variables. One method of obtaining orthonormal weighting functions is to use the Gram-Schmidt procedure to orthonormalize any set of linearly independent functions $u_{1}, u_{2}, \ldots, u_{d}$.

Example 4 Suppose $u_{i}(t)=t^{i-1}, i=1,2,3$, so that the $u_{i}$ 's are linearly independent. Applying Gram-Schmidt with respect to $r(s, t)$ yields the orthonormal weighting functions

$$
\begin{aligned}
w_{1}(t) & =\sqrt{12} \\
w_{2}(t) & =\sqrt{720}(t-1 / 2) \\
w_{3}(t) & =\sqrt{25200}\left(t^{2}-t+1 / 5\right)
\end{aligned}
$$

Example 5 An infinite sequence of orthonormal weighting functions is $w_{i}(t)=$ $\sqrt{8} \pi i \cos (2 \pi i t), i=1,2, \ldots$.

If the $w_{i}$ 's are orthonormal, then we easily have that $V_{W}(n) \xrightarrow{\mathcal{D}} \sigma^{2} \chi_{d}^{2} / d$. Assuming uniform integrability, we see that $\mathrm{E}\left[V_{W}(n)\right] \rightarrow \sigma^{2}$ (as desired) and $\operatorname{Var}\left(V_{W}(n)\right)=2 \sigma^{4} / d$, which is quite an improvement over the variance of the weighted area estimator $(d=1)$ from §3.3.2.

Additional details (including a discussion on the effects of batching) and nice properties of the orthonormally weighted area estimator are presented in [21].

## 4 Normal Means Procedures

We have developed and investigated a number of normal means procedures, i.e., procedures for finding that one of a number of competing normal populations which has the largest (or smallest) mean.

### 4.1 Motivation and Background

The basic assumptions used throughout this work are as follows:
Statistical Assumptions: Independent random samples of observations $Y_{i 1}, Y_{i 2}, \ldots$ ( $1 \leq i \leq t$ ) are taken from $t \geq 2$ normal populations $\Pi_{1}, \ldots, \Pi_{t}$. The numbers of observations to be taken from each treatment depend on the goal of the experiment, the probability requirement to be guaranteed, and the particular procedure employed, as explained subsequently. Here $\Pi_{i}$ has unknown treatment mean $\mu_{i}$ and known or unknown variance $\sigma_{i}^{2}$. Varous assumptions concerning the variances can be considered, e.g., $\sigma_{1}^{2}=\cdots=\sigma_{t}^{2}$ known; $\sigma_{1}^{2}, \ldots, \sigma_{t}^{2}$ known but not necessarily equal; $\sigma_{1}^{2}=\cdots=\sigma_{t}^{2}$ unknown (the usual Analysis of Variance assumption); $\sigma_{1}^{2}, \ldots, \sigma_{t}^{2}$ completely unknown but $\max \left\{\sigma_{1}^{2}, \ldots, \sigma_{t}^{2}\right\} \leq \sigma_{U}^{2}$, where $\sigma_{U}^{2}$ is known; and $\sigma_{1}^{2}, \ldots, \sigma_{t}^{2}$ completely unknown and arbitrary.

We denote the vector of treatment means by $\boldsymbol{\mu}=\left(\mu_{1}, \ldots, \mu_{t}\right)$ and the vector of treatment variances by $\boldsymbol{\sigma}^{2}=\left(\sigma_{1}^{2}, \ldots, \sigma_{t}^{2}\right)$. The ordered $\mu_{i}$-values are denoted by $\mu_{[1]} \leq$ $\cdots \leq \mu_{[t]}$. Neither the values of the $\mu_{[s]}$ nor the pairing of the $\Pi_{i}$ with the $\mu_{[s]}(1 \leq i, s \leq t)$ is assumed to be known. The treatment having mean $\mu_{[t]}$ is referred to as the "best" treatment. In cases where $\sigma_{1}^{2}=\cdots=\sigma_{t}^{2}$, we denote the common variance by $\sigma^{2}$. Henceforth, let $y_{i j}(1 \leq i \leq t, j \geq 1)$ denote the observed values of the $Y_{i j}$.

For the purposes of this report, the experimental goal and the associated probability (design) requirement are stated in Goal 1 and Equation (1), respectively.

Goal 1 To select the treatment associated with mean $\mu_{[t]}$.
A correct selection (CS) is said to be made if Goal 1 is achieved.

Probability Requirement: For constants ( $\delta^{\star}, P^{\star}$ ) with $0<\delta^{\star}<\infty$ and $1 / t<P^{\star}<1$, specified prior to the start of experimentation, we require

$$
\begin{equation*}
P\{\mathrm{CS}\} \geq P^{\star} \quad \text { whenever } \quad \mu_{[t]}-\mu_{[t-1]} \geq \delta^{\star} \tag{1}
\end{equation*}
$$

The probability in Equation (1) depends on the differences $\mu_{i}-\mu_{j}(i \neq j, 1 \leq i, j \leq t)$, the sample size $n$, and also on $\boldsymbol{\sigma}^{2}$. The constant $\delta^{\star}$ can be thought of as the smallest difference worth detecting. If $\mu_{[t-1]}$ and $\mu_{[t]}$ are very "close" in standardized units, i.e., if $\left(\mu_{[t]}-\mu_{[t-1]}\right) / \sigma$ is small, then the sampling cost required to distinguish between the associated treatments can be prohibitive. Furthermore, if $\mu_{[t-1]}$ is very close to $\mu_{[t]}$, then it may matter little which of the associated treatments is selected. Thus, $\delta^{\star}$ is the smallest difference which can be detected at a reasonable sampling cost or which is of practical importance.

Clearly, it makes no sense to choose $P^{\star} \leq 1 / t$ since $P^{\star}=1 / t$ can be achieved without taking any observations by rolling a fair $t$-sided die and selecting the treatment so identified as the best one. Also, we must have $P^{\star}<1$ since we cannot guarantee (1) with probability unity.

Parameter configurations $\boldsymbol{\mu}$ satisfying $\mu_{[t]}-\mu_{[t-1]} \geq \delta^{\star}$ are said to be in the preferencezone for a correct selection; configurations satisfying $\mu_{[t]}-\mu_{[t-1]}<\delta^{\star}$ are said to be in the indifference-zone. Any procedure that guarantees (1) is said to be employing the so-called indifference-zone approach.

### 4.2 Common Known Variance Case

A Monte Carlo study conducted in [10] compares the performances of various procedures for selecting the normal population having the largest mean when the variances are known and equal; namely, we compare Bechhofer's original single-stage procedure from [5], a two-stage procedure with elimination from [46, 47], a closed version of a sequential procedure from [14], and a closed sequential procedure with elimination from [34]. In [12], we look at the performance of another sequential procedure with elimination from [37]. Subsequent Monte Carlo work, conducted in conjunction with our textbook [15], studies a new sequential procedure with elimination due to Paulson [40]. Among our many findings, we can make the following general statement concerning the relative performances of the sequential procedures.

- If the experimenter wishes to minimize the expected number of total observations, use Paulson's procedure [40].
- If the experimenter wishes to minimize the expected number of stages, use the closed version of the sequential procedure from [14],


### 4.3 Common Unknown Variance Case

In [7], we conduct a Monte Carlo study that compares the performances of various procedures for selecting the normal population having the largest mean when the variances are unknown and equal. This is clearly a more realistic and useful problem than that discussed in §4.2. Specifically, we compare and make recommendations concerning a two-stage procedure from [6], a two-stage procedure with elimination from [33], and a sequential procedure with elimination from [35].

### 4.4 Unknown Variance Case

We have worked on the still more realistic normal means scenario in which the variances are unknown and not necessarily equal. The idea here is to eventually modify normal means procedures, e.g., that of [41], for use in the presence of serial correlation; see [25] and the application in [28]. In our text [15], we provide easy-to-use tables of constants that are necessary to implement the procedure given in [41].

### 4.5 Multivariate Case

Variance reduction techniques (VRTs) are often used in simulation to help distinguish among alternative populations. One popular VRT is common random numbers, which attempts to induce positive correlation among the competing populations. In order to take advantage of such VRTs, we are also studying multivariate normal selection procedures.

## 5 Two-Factor Normal Means Procedures

Suppose $\Pi_{i j}, i=1, \ldots, a, j=1, \ldots, b$, represent $a b$ normal populations in a two-factor setup without interaction, i.e., the expected value of an observation from $\Pi_{i j}$ is $\mu+\alpha_{i}+\beta_{j}$ for some $\mu,\left\{\alpha_{i}\right\}$, and $\left\{\beta_{j}\right\}$. The goal is to find that population having the largest $\alpha_{i}$ and $\beta_{j}$.

We have shown in [9] that factorial experimentation when employed in ranking and selection problems can result in considerable savings in total sample size relative to independent single-factor experimentation when both strategies guarantee comparable probability requirements. In [11], we discuss the performance of a sequential elimination procedure due to Hartmann [36]. We find that Hartmann's procedure performs better
than its predecessors in terms of the expected number of observations it takes; unfortunately, it performs more poorly in terms of the expected number of sample stages.

## 6 Multinomial Procedures

### 6.1 Motivation and Background

There are circumstances under which it might not be prudent to use an adaptation of a normal means procedure when trying to find the best of a number of simulated systems. For instance, suppose the simulation runs are rather short. Then any resulting batch means might not be approximately i.i.d. normal random variables; in such a case, the normal means results outlined above would not be appropriate. Instead, the experimenter might be well-advised to use a nonparametric procedure for selecting the best system. It is well known that procedures for selecting the most probable multinomial cell can be interpreted as being nonparametric. With these comments in mind, we have developed and investigated a number of multinomial selection procedures, i.e., procedures for finding that multinomial cell having the largest probability.

The basic assumptions used throughout this section are as follows:

Statistical Assumptions: Independent vector-observations $\boldsymbol{X}_{j}=\left(X_{1 j}, \ldots, X_{t j}\right)(j \geq$ 1) are taken from a single multinomial distribution $\Pi$ having $t \geq 2$ categories with associated unknown probabilities $\boldsymbol{p}=\left(p_{1}, \ldots, p_{t}\right)$. Let $p_{i}\left(0 \leq p_{i} \leq 1, \sum_{i=1}^{t} p_{i}=1\right)$ be the probability of the event $E_{i}$ associated with the $i$ th category $C_{i}(1 \leq i \leq t)$. The events $E_{i}$ are mutually exclusive and exhaustive; $X_{i j}=1$ [0] according as $E_{i}$ does [does not] occur on the $j$ th observation ( $1 \leq i \leq t, j \geq 1$ ).

We denote the ordered values of $p_{1}, \ldots, p_{t}$ by $p_{[1]} \leq \cdots \leq p_{[t]}$. Neither the values of the $p_{[s]}$ nor the pairing of the $C_{i}$ with the $p_{[s]}(1 \leq i, s \leq t)$ is assumed to be known. The category associated with $p_{[t]}$ is referred to as the "best" category. We denote the observed values of $\boldsymbol{X}_{j}$ by $\boldsymbol{x}_{j}=\left(x_{1 j}, \ldots, x_{t j}\right)(j \geq 1)$. The cumulative sum for category $C_{i}$ after $m \geq 1$ vector-observations have been taken is given by $y_{i m}=\sum_{j=1}^{m} x_{i j}(1 \leq i \leq t)$, and the associated ordered values of the $y_{i m}$ are given by $y_{[1] m} \leq \cdots \leq y_{[t] m}$.

The purpose of the experiment is stated in Goal 2 and the associated probability (design) requirement is given in (2).

Goal 2 To select the category associated with $p_{[t]}$.
A correct selection (CS) is said to be made if Goal 2 is achieved.

Probability Requirement: For constants $\left(\theta^{\star}, P^{\star}\right)$ with $1<\theta^{\star}<\infty$ and $1 / t<P^{\star}<1$, specified prior to the start of experimentation, we require

$$
\begin{equation*}
P\{\mathrm{CS}\} \geq P^{\star} \text { whenever } p_{[t]} / p_{[t-1]} \geq \theta^{\star} \tag{2}
\end{equation*}
$$

The probability in (2) depends on the entire vector $\boldsymbol{p}=\left(p_{1}, \ldots, p_{t}\right)$ and on the number $n$ of independent vector-observations taken from $\Pi$. The constant $\theta^{\star}$ can be interpreted as the "smallest $p_{[t]} / p_{[t-1]}$ ratio worth detecting."

### 6.2 Example of a Multinomial Procedure

By way of example, we now present a truncated sequential procedure from [8] for selecting the most probable multinomial cell.

For given $t$ and $\left(\theta^{\star}, P^{\star}\right)$, specified prior to the start of sampling, find the truncation number $n_{0}$ from a table provided in [8] or [15]. Such truncation numbers are provided for selected $\left(t ; \theta^{\star}, P^{\star}\right)$ and are used to prevent the procedure from requiring a prohibitive number of stages.

Sampling rule: At the $j$ th stage of experimentation $(j \geq 1)$, take the random vectorobservation $\boldsymbol{X}_{j}=\left(X_{1 j}, \ldots, X_{t j}\right)$ from $\Pi$.

Stopping rule: At stage $m(m \geq 1)$, calculate the ordered sample sums $y_{[1] m} \leq \cdots \leq y_{[t] m}$, and then calculate

$$
z_{m}=\sum_{i=1}^{t-1}\left(1 / \theta^{\star}\right)^{y_{[\mathrm{t}]}-y_{[\mathrm{i}] m}} .
$$

Stop sampling when, for the first time, either

$$
\begin{equation*}
z_{m} \leq\left(1-P^{\star}\right) / P^{\star} \text { or } n=n_{0} \text { or } y_{[t] m}-y_{[t-1] m} \geq n_{0}-m \tag{3}
\end{equation*}
$$

whichever occurs first.

Terminal decision rule: Let $N$ denote the value of $m$ at the termination of sampling. Select the category that yielded the largest sample sum, $y_{[t] N}$, as the one associated with $p_{[t]}$. If exactly $q$ of the $y_{i N}$ are tied for largest, i.e., $y_{[t-q] N}<y_{[t-q+1] N}=\cdots=y_{[t] N}$, then select one of the $q$ tied categories as the one associated with $p_{[t]}$ by using a random device that assigns probability $1 / q$ to each.

Some artificial examples illustrate the simplicity of the procedure.

Example 6 For $t=3, P^{\star}=0.75$ and $\theta^{\star}=3.0$, entering the table in [8] tells us to truncate sampling at $n_{0}=5$ observations. However, we stop sampling by criterion (3) if

| $m$ | $x_{1 m}$ | $x_{2 m}$ | $x_{3 m}$ | $y_{1 m}$ | $y_{2 m}$ | $y_{3 m}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 1 | 0 | 0 | 1 | 0 |
| 2 | 0 | 1 | 0 | 0 | 2 | 0 |

and select category $C_{2}$.
Example 7 For $t=3, P^{\star}=0.75$ and $\theta^{\star}=3.0$, the truncation number $n_{0}=5$ from the table tells us to stop sampling if

| $m$ | $x_{1 m}$ | $x_{2 m}$ | $x_{3 m}$ | $y_{1 m}$ | $y_{2 m}$ | $y_{3 m}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 1 | 0 | 0 | 1 | 0 |
| 2 | 1 | 0 | 0 | 1 | 1 | 0 |
| 3 | 0 | 1 | 0 | 1 | 2 | 0 |
| 4 | 1 | 0 | 0 | 2 | 2 | 0 |
| 5 | 1 | 0 | 0 | 3 | 2 | 0 |

and select category $C_{1}$.
We have developed an extremely efficient technique (see [1] and [2]) for calculating performance characteristics of a number of existing multinomial procedures (including that given above); this technique is efficient in its use of both computing time and space. We have also worked on two-factor multinomial problems in the spirit of [13] and the procedures discussed previously in $\S 5$.

## 7 Additional Procedures

During the course of our work, we devised or evaluated procedures for a variety of other problems. For instance, the dissertation of Auclair [4] deals with, among other problems, the selection of the exponential distribution having the largest mean; such a goal is useful in reliability and life studies. In that line of research, we devised a truncated version of the Bechhofer, Kiefer, and Sobel [14] open exponential procedure; the truncated version is somewhat more efficient in terms of sample size than its predecessor. As we undertook the writing of our textbook [15], we also studied the performances of various procedures to select the Bernoulli population having the largest success probability. Such problems have wide applicability in the medical field. In particular, our text compares procedures from [14] and Paulson [40].

## 8 Real-World Applications

A number of applications for our work are discussed in such sources as [28], [32], and [38]. However, the goal is to use our research in a constructive way in actual manufacturing arenas.

Together with P. A. Farrington and S. L. Messimer, of the University of Alabama in Huntsville, we have been working with a large electronics manufacturer in Huntsville, Alabama. The work consists of building, validating, and using simulation models to assist management at the manufacturing plant in the choice of alternatives for existing and planned high-volume production lines. The work is currently supporting two graduate and one undergraduate research students. Our efforts up to this point have centered on the construction of the simulation models. Work is about to begin on using these models to choose a configuration of a line for a model-year 1996 product. Ranking and selection methodology will be among the techniques used to determine the recommended configuration (see [19]).

The work on this grant will be among the research areas pursued with electronics manufacturers in the Huntsville region. Huntsville is home to approximately five billion dollars in electronics manufacturing annually, and we are discussing ways with local companies to improve facility utilization and planning through design and simulation. A proposed project will be the design of a system for the construction and maintenance of simulation models, and the mechanisms for experimental design when alternatives are to be ranked for decision making. The strategies for ranking and selection investigated here will be a part of the overall strategy being researched. Funding through the local companies, the State of Alabama, or some partnership with these and federal agencies (e.g., ARPA or NSF) is also being pursued.

## 9 Summary

This paper reported on some of the research we have conducted over the last two years concerning the use of ranking and selection procedures in the discrete-event simulation environment. The motivation for this work concerned problems in the manufacturing arena-problems that are only amenable to solution via simulation. In particular, our research addressed the following rich classes of topics:

- Estimation of the variance of the sample mean.
- Procedures for the normal means selection problem.
- Procedures for two-factor normal means selection problems.
- Procedures for nonparametric (multinomial) selection problems.
- Procedures for other problems such as exponential or Bernoulli selection.
- Real-world applications of our work.

We have enjoyed a great deal of success with this line of research. We believe that there is a great deal of interesting research left to be done in these areas.
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