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Abstract— New architectures and algorithms are needed to
reflect the mixture of local and global information that is
available as multi-agent systems connect over the cloud. We
present a novel architecture for multi-agent coordination where
the cloud is assumed to be able to gather information from all
agents, perform centralized computations, and disseminate the
results in an intermittent manner. The cloud model accounts
for delays in communications both when sending data to and
receiving data from the agents. This architecture is used to solve
a multi-agent optimization problem in which each agent has a
local objective function unknown to the other agents and in
which the agents are collectively subject to global constraints.
Leveraging the cloud, a dual problem is formulated and solved
by finding a saddle point of the associated Lagrangian.

I. INTRODUCTION

Distributed optimization and algorithms have received
significant attention during the last decade, e.g., [1], [20],
[11], [8], [15], [22], [6], due to the emergence of a number
of application domains in which individual decision makers
have to collectively arrive at a decision in a distributed man-
ner. Examples of these applications include communication
networks [12], [5], sensor networks [13], [23], [2], multi-
robot systems [26], [21], and smart power grids [3].

Distributed algorithms are needed mainly because the
scale of large distributed systems is such that no central,
global decision maker can collect all relevant information,
perform all required computations, and then disseminate the
results back to individual nodes in the network in a timely
fashion. However, one can envision a scenario in which such
globally obtained information can be used in conjunction
with local computations performed across the network. This
could, for example, be the case when a cloud computer is
available to collect information, as was envisioned in [9].
The question then becomes that of designing the appropriate
architecture and algorithms that can leverage this mix of
prompt decentralized computations with delayed centralized
computations.

One approach to multi-agent optimization that will prove
useful towards achieving this hybrid architecture is based on
primal-dual methods to find saddle points of a problem’s
Lagrangian [19], [7]. In fact, the study of saddle point
dynamics in optimization can be traced back to earlier results
from Uzawa in [24], which will provide the starting point
for the work in this paper. The primary difference between
this paper and the established literature is the cloud-based
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architecture used to solve the problem; indeed the archi-
tecture is this paper’s main contribution. The architecture
we introduce uses a cloud computer in order to receive
information from each agent, perform global computations,
and transmit this information to other agents so that they
can update the information that they have stored locally and
use it in their own local computations. We will see that this
division of labor results in globally asymptotic convergence
to Lagrangian saddle points.

The goal of this paper is to serve as a first attempt at un-
derstanding how centralized, cloud-based information might
be injected in a delayed but useful manner into a network of
agents where such information would otherwise be absent. In
order to highlight how cloud-based, centralized information
might prove useful to such a system, we choose to con-
sider an extreme case where no inter-agent communication
occurs at all, in contrast to existing distributed multi-agent
optimization techniques, e.g., [14], [16], [17], [18]. Under
this architecture the cloud handles all communications, and
computations are divided between the cloud and the agents
in the network.

The rest of the paper is organized as follows. Section II
gives a detailed problem statement and describes the cloud
architecture, and then Section III provides the convergence
analysis for the given problem. Next, Section IV provides
numerical results to attest to the viability of this approach,
and finally Section V concludes the paper.

II. PROBLEM STATEMENT AND ARCHITECTURE

We now explain the interplay between the cloud architec-
ture and the problem under consideration here. A detailed
explanation is given below, with a summary and example
following at the end of this section . Consider a collection
of N agents indexed by i € A, A = {1,..., N}, where each
agent is associated with a scalar state x; € R and where
there is no communication at all between the agents. Let the
task agent i is trying to solve be encoded in a strictly convex
objective function, f;(z;) € C*. We assume that gi € o(z;)
for all i € A, ie.,
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This condition will be used later to determine the step-
size used by all agents and the cloud when performing
gradient descent-based optimization. The condition on the
order of g—i is not excessively restrictive since f; is a
design parameter selected by the user. In particular, the

assumption on the order of gj; L is simply a constraint, like




strict convexity, imposed upon the choices that the user can
make for objective functions, and this restriction allows a
broad class of functions to be used for each f;, e.g., strictly
convex polynomials of degree greater than two.

The only goal of each agent is to minimize its own
objective function. Agent ¢ is assumed to have immediate
access to its own state, which seemingly makes this problem
very simple However what prevents agent ¢ from simply
computing d * and setting this equal to zero — a completely
decentralized operatlon as f; only depends on z; — is that
the agents need to coordinate their actions through a globally
defined constraint, that can, for example, represent finite
resources that must be shared across the team. But in this
paper we assume that agent ¢ cannot measure the state of any
other agents directly and, as mentioned above, that there is
no communication between agents. Instead, this information
must be obtained in some other manner, which is where the
cloud enters into the picture.

The team-wide coordination is encoded through the global
constraint
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where # = (21,...,2x)7 is a state vector containing all the

individual states. It is further assumed that each g;(z) € C?
is convex and that each gg’ € o(x;) if g; is a function of
x;, with o(x;) being used in the same sense as above for f;.
With g;, as above with f;, the assumption that 8%1,; € o(x;) is
merely a limit placed upon what constraint functions a user
can select when designing a problem. As above, we note
that this is not a very harsh restriction as it merely guides
the design process of the user when selecting constraint
functions and it admits a broad collection of functions to be
used. This assumption on the order of if will also be used
in determining stepsizes. The cloud architecture discussed
here applies to any problem in which the user has selected
functions f; and g; that meet the above criteria and the
forthcoming analysis fully characterizes all such problem
formulations.
Let
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Then F' is strictly convex and the problem under considera-
tion becomes that of minimizing F' subject to g. The Kuhn-
Tucker Theorem on concave programming (e.g., [25]) states
that the optimum of this constrained problem is a saddle
point of the Lagrangian L(z,u) = F(x) + u?g(z), where
pj > 0forall j € {1,...,m}. We assume that the minimizer
of L with respect to x, denoted z, is a regular point of g so
that there is a unique saddle point, (Z, i), of L [4].

Using Uzawa’s algorithm [24], the problem of finding
(Z, [1) can be solved from the initial point (z(0), £(0)) using

the difference equations
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where p > 0 is a constant, and where the maximum defining
1 is taken component-wise so that each component of p is
projected onto the non-negative orthant of R™, denoted by
R". In the context of Uzawa’s algorithm, the ith element of
the state vector x is updated according to
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Under the envisioned cloud-based organization of the
agents and the lack of inter-agent communication, Uzawa’s
algorithm cannot be directly applied. To see this, observe that
if agent ¢ is to compute its own state update in (6), a funda-
mental problem is encountered: computing c’% will require
knowledge of states of (possibly all) other agents and agent
1 cannot directly access these. Furthermore, determining p at
each timestep using (5) will also require the full state vector
x, which no single agent has direct access to.

To account for the need of each agent for global infor-
mation in applying equation (6) and to compute u using
aggregated global information, the cloud computer is used.
The cloud computer is taken to be capable of large batch
computations, is subject to communications delays when
sending and receiving information, and receives occasional
(though not necessarily periodic) wireless transmissions from
each agent containing each agent’s own state.

The cloud computer uses the agents’ states to compute
the next value of p using Equation (5) and then transmits
the states it received and the newly computed i vector to
each agent. Each agent then uses the information from the
cloud to update its own state in the vein of (6). While the
cloud is computing or handling transmissions, we assume
that each agent continues to update its own state in the
absence of updated information about p or the other agents’
states. Since the cloud only occasionally receives and sends
information, the agents will necessarily receive (and use)
“old” information, in the sense that not all information agent
1 uses to compute its state at time k£ will have been measured
or computed at time k£ — 1.

To formalize these ideas, say at some time k each agent
transmits its state to the cloud and denote the full vector
of states sent to the cloud at time k by z¢(k), where the
superscript ¢ denotes “cloud”. Some communication delay
is incurred and the states reach the cloud at some time
k + pr, pr € N (recall that each agent continues to update
its own state based on the “old” information it has onboard
while these transmissions are taking time to reach the cloud;
note also that each agent will likewise continue to update
its own state while the cloud is performing computations
and transmitting data back to the agents). The delay py is
associated with each timestep k£ at which the agents transmit



their states to the cloud and is not assumed to be constant
but instead changes with each transmission time k.

Within timestep k£ + px, the cloud computes the next
value, u(k + pi), which is a function of z¢(k) and the
previously computed p value (from some timestep before k).
At timestep k+py + 1 the cloud begins to transmit p(k+ py)
to each agent and for notational convenience we denote by
w1 the most recent 1 vector sent from the cloud to agent i.

At timestep k + pi + 1 the cloud also begins to transmit
to agent i the vector y* € RV—1 defined as
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This vector contains states stored by the cloud in the vector
¢ and contains information originally from time k. The
subscripts in (7) denote that agent i does not receive its
own old state value from the cloud, which is logical since
agent ¢ can sense its own most recent state. In y?, then, the
cloud sends to agent ¢ the most recent state information it
has about each other agent. In this notation, agent j’s state
in 3" is denoted y’. In the forthcoming analysis, y* always
refers to the most recent state information that agent ¢ has
received from the cloud. It will not be written as an explicit
function of any time step. Similarly, we use the notation z°
to denote the most recent transmission to agent ¢ containing
both y* and .

Under this model, the transmissions back to the agents
are received by the agents at time k£ + ni — 1 for some
nr € N with ng > pg; as with pg, we associate a delay
nyg with each timestep k£ at which the agents send their
states to the cloud and we let nj; vary with each such k.
We assume that nj; < N4, for some n,,.. € N. Note that
the condition ny > pi does not mean that the delay when
the cloud sends data to the agents is greater than the delay
when the agents send data to the cloud. Instead, the condition
ng > py enforces that the transmission from the cloud back
to the agents occur after the transmission from the agents to
the cloud.

Then in timestep k + ng, agent ¢ computes a state update
using its most recent state and the “old” states of the
other agents it has received from the cloud. Also within
timestep k + ni each agent begins transmitting its state to
the cloud and the cycle of transmission and computation is
repeated. Throughout this process it is only assumed that
agent ¢ has the information necessary to compute f;, g
and their derivatives with respect to its own state variable.
In particular, a given agent does not need to know any
other agent’s objective function. It is important to note that
communications cycles do not overlap and that the agents
do not send their states to the cloud at every timestep.

Due to the nature of the communications delays present
in the system, updating the value of w in the cloud does not

occur at the same time that the agents receive information
from the cloud. This means that by the time the cloud is
computing an update for the p vector, the states it is using
to do so are already “old;” this is reflected in the modified
1 update equation below.

Along these lines, each agent can only sense its own state
and relies on the cloud for other agents’ states. Then each
agent always has current knowledge of its own state and “out-
dated” knowledge of the other agents’ states. Accordingly,
there is no reason to expect that two agents, ¢ and j, will
agree on agent ¢’s current state. To model such differences,
equation (4) is modified to reflect that each agent stores and
manipulates a local copy of the problem. Each local copy
receives occasional updates from the cloud, and the problem
of agent 7 has a state vector, denoted x%(k) at time k, that
is assumed to be different from 27 (k) when i # j.

Using the fact that agent 7 will update its own state even
when it does not receive an update from the cloud, equation
(4) is modified so that onboard agent 7 it is

(k)= g — pV'L(y', 1u') 2" received at time k—1 (8a)
et (k1) — pV'L(2'(k—1), p'(k—1)) else, (8b)

where we define
0
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and where V'L (z'(k — 1), u*(k — 1)) is defined similarly.
Here, y* is defined as a vector onboard agent ¢ which
contains y’ and the most recent state of agent i inserted in
the appropriate place. In essence, * is the most up-to-date
information about all of the agents that agent ¢ has access to.
Note that V'L is simply % with all entries except the i'"
set to 0. This is because agent ¢ does not itself compute any
updates for the other agents’ states which it stores onboard,
but instead waits for the cloud to provide such updates.
Under the architecture of this problem, only the cloud
computes values of u, and there is only a single update
equation needed for p. Using the symbols p;, and ny as above
(and remembering that they are not constant but instead vary
with each communication cycle), equation (5) is modified to
account for delays and takes the form

oL , .
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where k' is the most recent time at which the agents sent
their states to the cloud before k and k + px — ny is the
last timestep in which 1 was computed in the cloud.

We note that equation (10) is not indexed on a per-agent
basis since only the cloud computes values of ;. However,
we will use the notation p?(k) to denote the y vector stored
on agent ¢ at time k£ (which may be different from the p
vector stored in the cloud at time k). It is important to note



that the argument of (k) is intended to reflect at what
time agent i has p’ onboard and does not imply that p
was computed at time k or that agent ¢ computed it. In this
notation '’ represents the p vector most recently sent from
the cloud to agent 4, while ;i represents the . vector stored
on agent 1.

The timestep on the left-hand side is k + pi in (10)
to emphasize the fact that p is not updated at the same
times as the vectors z* are. With this model (and associated
caveats) in mind, instead of considering the system defined
in equations (4) and (5), we consider /N copies of the system
defined by (8) and (10). Returning to the notation that p?(k)
represents the vector ;o as stored on agent ¢ at time k, we
can write the full update equations onboard agent i as

B ' — pV'L(y', ') 2 received at time k—1 (11a)
\@'(k—1) — pV'L(2" (k—1), u*(k—1)) else, (11b)

1(/@) B { p'  z' was received at time k — 1 (12a)
SR WA (12b)

To illustrate the communications cycle described above,
Table 1 contains a sample schedule for a single cycle with
pr = 2 and n; = 5. Each timestep is listed on the left and
the corresponding actions taken at that timestep are listed on
the right. Note that the same actions are taken at timesteps k
and k45, though k+5 is explained in greater detail because
it has the context of preceding timesteps available to aid in
its explanation.

2 (k)

else.

[ Timestep | Actions ]

k Each agent takes 1 step in its own copy of the problem
to update (only) its own state. This is computed using
the cloud update that was just received. Then each agent
sends its own resulting state to the cloud.

All agents take 1 step in their own copy of the problem
to update their own states using the information stored
onboard (originally from timestep k).

The cloud receives the transmission from time k and
stores it in ¢ (k). It then computes the updated p vector.
All agents take 1 step in their own copy of the problem
to update their own states using the information stored
onboard (originally from timestep k).

The cloud now begins to send to each agent the new p
and each other agent’s state originally from time k. For
agent i, these become p? and y*. All agents take 1 step
in their own copy of the problem to update their own
states using the information stored onboard (originally
from timestep k).

All agents take 1 step in their own copy of the problem
to update their own states using the information stored
onboard (originally from timestep k). Then the agents
receive the latest cloud transmission.

Agent 7 replaces its onboard p vector with p* and
replaces all onboard states except its own with y?,
thereby forming °. The agents each take 1 step in their
own onboard copy of the problem to update (only) their
own states, and then send their own resulting state to
the cloud.

k+1

k42

k+3

k+4

k+5

Table 1: A sample schedule for one communications cycle used by the
agents and cloud to exchange information.

To show that the agents’ states converge to the (unique)
saddle point of L, we must show that the local problem stored

by each agent converges to the point (&, j1).

III. CONVERGENCE

The results in this section are presented without proof due
to space constraints. Full proofs of the results here can be
found in [10]. Before stating the main convergence result,
we provide the following lemma which establishes a positive
upper bound on the stepsizes that can be used.

Lemma 1: Let the constant p,,,, be defined as

_ . [l@=1) V'L(z,p)
13)
T — Ty
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Then p,q: > 0.

Proof: Please see [10]. |
Using Lemma 1, we now state the main result of the paper.
Theorem 1: Let every agent use a strictly convex objective

function f; : R — R, f; € C? and let the global constraints,

g : RN — R™, be convex with g; € C? for each j. Let

g—ﬁ € o(x;) and let % € o(z;) whenever g; is a function

of x;. Then for any stepsize p such that 0 < p < pp,q. used

by all agents and the cloud, the saddle point Z is globally
asymptotically stable in all NV copies of the system defined

in equations (11) and (12).

Proof: Please see [10]. |

IV. SIMULATION RESULTS

A numerical implementation of the above cloud architec-
ture was run for a particular choice of simulation example.
Then problem simulated was chosen to use N = 6 agents,
each associated with a scalar state as above. The objective
function of each agent was chosen to be fi(x;) = (z; —%;)%,

where
-3.0

6.0
-5.0
4.0
2.0
—6.0

8
|

15)

Since each objective function is quartic, it satisfies all as-
sumptions required by the architecture of the problem. The
constraints in this problem were chosen to be
zt +xf — 50

J;% + a:g — 100 <0.
2§+ x¢ — 100

g9(x) = (16)

These will provide active inequality constraints, thus causing
the constrained optimum of each agent to differ from the
unconstrained optimum. The Lagrangian of this problem is

6
Lz, 1) = Zfi(xi) +ulg() (17)

3
where p € R,



Fig. 1.  The states onboard agent 1 over time. Note that each state
monotonically approaches its final value. Since this is a gradient-based
method, we see larger changes in earlier iterations, followed by smaller
steps taken at later iterations.

For this simulation each nj; is a randomly-generated
integer between 5 and 15 for each transmission time k.
The stepsize used was p = 0.002. The gradient descent
algorithm described above was initialized with all agents and
the cloud having all states set to 0. All agents and the cloud
had all Kuhn-Tucker multipliers initialized to 10 because we
anticipate these constraints being active. The algorithm was
run until at some time k the condition

OL (s (k). pu(k +pk.>>\

e + |k + p) T gz (k)] < e

(18)

was satisfied in the cloud. Here we set € = 0.3.
The points z and & were computed ahead of time to be

—1.9596
3.1533
—1.7758
2.4367
0.9937
—2.8739

=
Il

19)

and
0.2397

1.2749
0.7357

ji= (20)

Here, the cloud algorithm took 1,479 iterations to run and
resulted in a final z¢(k) of

—1.8594
3.1549

. —1.7744
2.4809

0.9881

—2.8798

2n

and a final p¢(k) of

0.2266
pe = 1.2718
0.7334

(22)

The final value of V in the cloud was V' (z¢, u¢) = 0.0126.
Based on the definition of V, this means that the square
of the Euclidean distance from (x°(1,479), 1°(1,479)) to

Fig. 2. The Kuhn-Tucker multipliers onboard agent 1 over time. As with
the states, each Kuhn-Tucker multiplier monotonically approaches its final
value, with larger steps generally coming earlier in the time-evolution of
the problem because they are computed using a gradient-based method.

Fig. 3. The value of V(2!(k),u!(k)) over time. As expected from
the Lyapunov analysis in Section III, the Lyapunov function is generally
decreasing with potential periods of constancy seen when a particular delay
is long. These periods of constancy terminate when a cloud update is
received and V' continues to decrease until reaching its final value.

(Z, 1) is just 0.0126, indicating very close convergence of
this algorithm to the unique saddle point.

Though approximately 1,500 iterations is perhaps more
than a centralized algorithm would require, a longer con-
vergence time such as this one is expected given the struc-
ture of the problem. Specifically, there are non-negligible
communications delays present in this system and delayed
communications certainly cause a longer time until conver-
gence. Moreover, when an agent does receive information,
it necessarily receives old information about the rest of the
system. Then, since each agent receives old information and
receives it late, the convergence of this problem will take
more time than an algorithm that does not have delays of
any kind.

To further illustrate the convergence of this problem the
histories of the states, Kuhn-Tucker multipliers, and value
of V over time onboard agent 1 are shown in Figures 1,
2, and 3, respectively. In each plot, the sequences of states,
Kuhn-Tucker multipliers, and V! (k) values are all monotone
as they approach their final values. This is expected given
the globally asymptotically stable nature of the saddle point.
In addition, larger decreases in the distance to the saddle
point are seen in earlier iterations, a common characteristic
of gradient descent algorithms.



V. CONCLUSION

We presented a cloud architecture for coordinating a
team of mobile agents in a distributed optimization task.
Each agent has direct knowledge only of its own local
objective function and its own influence upon the global
constraint functions but receives occasional updates from

the

cloud computer containing old values of each other

agent’s state and updated Kuhn-Tucker multipliers. Global
asymptotic convergence of this system was proven using a
radially unbounded Lyapunov function that was shown to
be non-increasing along trajectories. Simulation results were
provided to attest to the viability of this approach.
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