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SUMMARY

The objective of the proposed work is to formulate and demonstrate protection schemes
for radial and loop system, an active distribution system, and microgrid. The proposed
schemes are composed of (a) A new loop scheme by utilizing voltage, current, and time
(VIT) reclosers and sectionalizers and (b) A new protection scheme, the dynamic state
estimation (DSE) based protection, for active distribution systems and microgrids.

First, most of the radial distribution systems have one source, and many loads are
attached to the only source. For many entities with critical loads such as hospitals, prisons,
and airports, which cannot tolerate loss of power, an automatic load transfer scheme is
required. When one of the distribution-feeder circuits loses the primary source during a
fault recovery scheme, a normally open tie recloser closes to provide an alternative power
source. A three-recloser or a five-recloser loop sectionalizing scheme has been used for
automatic load transfers. However, a well known issue during the conventional loop
sectionalizing scheme is a close-in fault. This nuisance trip damages apparatus connected
to the feeder.

The close-in fault problem is solved using the proposed VIT scheme. The main concept
of the VIT scheme is to detect a Fault on source side and load side as well mainly by
utilizing counter and timer coordination between the VIT recloser and the VIT
sectionalizers. The name VIT is formed from the fact that this algorithm uses voltage,
current, and timer information to coordinate protection devices. One component of the
VIT scheme is the traditional fault current counter (FCC) and time current curve (TCC)
coordination. An additional feature is proposed, no-voltage counter (NVC), to confirm

the fault condition from load side, to isolate the fault location, and eventually to prevent

xxii



the close-in fault. The NVC counts no-voltage condition of the feeder that results from
backup device operation.

Second, an increased number of alternative sources for supplying power referred to as
distributed generations (DGs) are installed along passive distribution systems. As
significant levels of DG penetration have been achieved, several protection issues arise
because DG connections invalidate traditional protection schemes. The protection
problem resulted from DG connections is that most of the existing coordination of
protection devices will fail. To solve the issue, the state of recent technological advances
(PMU capability, merging units (MUs), process bus, station bus and interoperability) are
thoroughly studied so that the technological advances can be accompanied with
commensurate advances on the protection coordination.

A new fault detection scheme, setting-less protection scheme, is proposed in this proposal
based on synchronized measurements. The proposed method uses dynamic state
estimation, based on the dynamic model of the component that accurately reflects the
characteristics of the component as well as the loading and thermal state of the
component. The dynamic state estimation is used to continuously monitor the dynamic
model of the component (zone) under protection. If any of the physical laws for the
component under protection is violated, the dynamic state estimation will capture this
condition.

The immediate benefit of the VIT schemes is a reduction of the nuisance trips because of
the close-in fault. Other benefits include (a) Cheap and easy installation throughout the
distribution systems and (b) More number of protection zones compared to traditional

schemes. Moreover, using the DSE based protections system that fully uses PMU data, it
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IS expected that the protection of active distribution systems and microgrid is feasible in

real time.
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1 Introduction

Traditionally, the distribution system has been a passive system in the sense that the
distribution system delivers power from transmission systems to loads. Most of the
distribution systems have one source, and many loads are attached to the only source.
Such a distribution network is called a radial system. Regardless of its configuration,
most of the traditional distributions have one source, and loads are attached to the source
along the lines. For many entities with critical loads such as hospitals, prisons, and
airports, which cannot tolerate loss of power, an automatic load transfer scheme is
required. When one of the distribution-feeder circuits loses the primary source during a
fault-recovery scheme, a normally open tie recloser closes to provide an alternative
power. A three-recloser or a five-recloser loop sectionalizing scheme has been used for
the automatic load transfer and are explained in detail [1, 2]. In the following Section 2.3,
a well-known issue during the conventional loop sectionalizing scheme, close-in fault

operation, is reviewed. The solution to the issue is explained in the Section 4.2,

Recently, an increased number of alternative sources for supplying power referred to as
distributed generations (DGs) are installed along the passive distribution system. As
significant levels of DG penetration have been achieved, several protection issues arise
because DG connections invalidate traditional protection schemes. The protection
problem resulted from DG connections is that most of the existing coordination of
protection devices will fail. To solve the issue, the state of recent technological advances

(PMU capability, merging units (MUs), process bus, station bus and interoperability) are



thoroughly studied so that the technological advances can be accompanied with

commensurate advances on the protection coordination.

A new fault detection scheme, dynamic state estimation-based protection scheme, is
developed in this thesis based on synchronized measurements. The new protection
method uses dynamic state estimation, based on the dynamic model of the component
that accurately reflects the characteristics of the component as well as the loading and
thermal state of the component. The dynamic state estimation is used to continuously
monitor the dynamic model of the component (zone) under protection. If any of the
physical laws for the component under protection is violated, the dynamic state

estimation will capture this condition.

The immediate benefit of the VIT schemes is a reduction of the nuisance trips because of
the close-in fault. Other benefits include (a) Cheap and easy installation throughout the
distribution systems and (b) More number of protection zones compared to traditional
schemes. Moreover, using the DSE-based protections system that fully uses sampled data,
it is expected that the protection of active distribution systems and microgrid is feasible in

real time.

The focus of this thesis is to address the issues of (a) A loop scheme in distribution
systems and (b) Protection schemes in an active distribution system and a low voltage
(LV) microgrid. The first scheme uses voltage, current measurement, and time
information. The second scheme is based on synchronized measurement data from every
terminal of equipment under protection. The objectives of this work are to develop a

feasible and comprehensive protection schemes for DGs connected active distribution



and LV microgrid system using a dynamic state estimator (DSE) and a three-phase,

asymmetric, and breaker-oriented power system model.



2 Literature Review and Background Information

2.1 Introduction

The background information of currently available technologies related to the researches
along with literature reviews of the issues and related research efforts on these topics is
provided in this section. The VIT scheme for the protection of a distribution system
integrates traditional overcurrent [1] and voltage-based [3] schemes. In particular,
Section 2.2 reviews basic operation principles of reclosers and sectionalizers. An

operation of traditional loop schemes and associated problems is illustrated in Section 2.3.

In addition, the DSE-based protection scheme for the protection of an active distribution
and a LV microgrid system is introduced by utilizing the state of the art technology
adopted for the modern power system protection. Section 2.6 roughly introduces
requirements for the protection schemes for an active distribution and a LV microgrid
system with or without communication channels. The advantages and disadvantages of
the existing methods are discussed along with the basic requirements for the protection of
an active distribution and a LV microgrid. In Section 2.7, the state of the art technology
applied in power systems to integrate and exploit powerful microprocessor technologies
are explained. Section 2.8 briefly introduces a MU and process bus concept that achieves
full observability of the feeder by merging available information based on the IEC 61580

standard.



2.2 Basic Operation Principles of Reclosers and Sectionalizers

A brief review of protection devices such as reclosers and sectionalizers that are
commonly used in the distribution automation is provided in this chapter. An example of
a distribution system protected by circuit breakers (CBs), reclosers, and sectionalizers is

given in Figure 1.

Transmission System Equivalent

138 kV

Figure 1: Distribution system architecture.

CBs by themselves have no capability to detect a fault, and in general, relays provide the

intelligence for controlling the operation of the circuit breakers. In this thesis, circuit



breakers and relays are considered as one device that comes together. A circuit breaker is
usually installed at the substation level of the distribution system to clear a high fault
current. A circuit breaker is capable of making, carrying, and breaking during normal
operating conditions and during the system transients resulted from fault conditions. One
of the more applicable types of a relay for sensing and responding to a fault condition is
an overcurrent relay. According to the IEEE standard C37.112 [4], the trip time of an

overcurrent relay is determined by a family of curves as shown in Figure 2.
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Figure 2: A typical overcurrent relay TCC [1].



Typical reclosers are coordinated with other protection devices based on the time-current
curve (TCC) to isolate faults within minimal service outage region. The basic idea of the
TCC coordination is that a device closer to the fault location activates faster to minimize
the impact of a fault to a distribution system. Another common protection schemes for a
distribution line is a distance relay scheme. A distance relay responds to current and
voltage input and determines the fault location from the relay by monitoring fundamental
frequency impedance of the line. When the ratio of a voltage to a current is within an
operating zone of a distance relay, it trips. If the fault is detected, then reclosers interrupt
the circuit by opening on faults to remove temporary or permanent faults. Most of faults,
80~85%, including semi-permanent faults in overhead distribution systems, are
temporary faults and can be removed by reclosing operations of the recloser [5, 6]. On
the other hand, when faults persist after several reclosing operations (usually up to four
times), reclosers open to lockout so that engineering personnel can remove and fix

permanent fault section.

Sectionalizers are normally coordinated with the operation of backup devices such as
CBs or reclosers to determine if a permanent fault is inside of the protection zone. The
coordination of hydraulic controlled reclosers is tight and difficult. On the contrary to
this, microprocessor based relays are more flexible and easier to coordinate. Recent
transition from hydraulic to electronically controlled sectionalizers has led to
sectionalizers with versatile functions that can be used for protection schemes [7].
Sectionalizers count the number of operations of the backup device during a fault
condition. Two conditions are required to count the fault condition: (a) A measured fault

current larger than a threshold and (b) Zero voltage or current after trip of the backup



device as in Figure 3. In this thesis, it is called a fault-current counter (FCC). The
sectionalizers will not count the operation of a backup device when a source voltage is
present at the sectionalizer. In this case, a downstream protection device has already
removed the fault condition. This feature is called a voltage restraint. And a current count
restraint feature that blocks the count operation as long as a load current of five amperes

or more flows through the sectionalizer also is a standard feature of sectionalizers [1].

Overcurrent F—

Fault count bit = 1

Voltage =0

Current =0 —I

Figure 3: Symbolic logic circuit for traditional sectionalizer count operation.

A typical example of these restraint features for count operation is illustrated in Figure 4.
For a fault on the load side of the system beyond the recloser, F2, the recloser trips before
the backup CB trips, and the sectionalizer does not count because of the voltage or
current restraint feature. For a fault on F1, the backup CB first trips, and the sectionalizer
increases FCC. And the sectionalizer trips open when the FCC meets the number selected
beforehand while the backup device is open because sectionalizers are not capable of

interrupting a fault current.
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Figure 4: Sectionalizer between a CB and a recloser.

Coordination practices for reclosers and sectionalizers applied on radial system are
explained in the remaining of this chapter using simplified illustration of the system with

a fault between sectionalizers as depicted in Figure 5.

3FCC* 2FCC*
0 &
REC S1 S2

FCC* :Facult Current Counter

Figure 5: Fault between two sectionalizers.

A typical sequence of a recloser is a four-time reclosing. The counter setting of
sectionalizer is three FCCs for S1 and two FCCs for S2. The backup device trips to clear
the fault. A temporary fault would be extinguished by the first tripping operation, and the
sectionalizers will remain closed because only S1 has counted one FCC followed by zero
voltage or current. So, when it is desirable to clear temporary fault with one time tripping
and reclosing operation, setting sectionalizers to have two or three FCCs is a feasible

option. If the fault persists after the first trip and the reclosing operation, the backup
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device opens and recloses after a reclosing interval, and only S1 counts two FCCs. The
backup device trips and recloses again, and the fault current condition followed by zero
voltage or current increases the FCC of S1 from two to three. After the count of three
FCCs, S1 opens to isolate the faulted section of the system while the backup device is
open. The fault location is isolated by opening S1. And then the counters of the
sectionalizers are reset to zero while current flows from a minimum five amperes to the
minimum pickup current without interruption for longer than a time setting after a
successful reclosing operation or whenever the sectionalizer is opened [1]. The counter
reset setting selected for the sectionalizers must be coordinated with the trip and reclosing
times of the backup device. To successfully coordinate with a backup device, the memory
time of sectionalizers must be longer than the total time of recloser tripping and reclosing.
The count sequence of sectionalizers according to the reclosing operation of a recloser is

illustrated in Figure 6.
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C3: 3" closed duration  R3: 3" reclosing duration

Figure 6: A count sequence of sectionalizers.

Strategically located sectionalizers provide better solution for tight or improper recloser
coordination [7, 8]. When it is desirable to have more sections along the distribution
lines, it is more economical and feasible to deploy sectionalizers than reclosers [8]. For
example, if two reclosers are installed too close each other, then engineers have
difficulties in coordinating two closely placed TCCs, while sectionalizers provide better

coordination margins [7, 8].
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2.3 Loop Scheme

A brief review on a five-recloser loop scheme follows. In a classical five-recloser loop
control scheme, each feeder circuit is connected at a normally open tie recloser, and a
mid-recloser is located between an upstream recloser and a tie recloser as shown
in Figure 7.

—_— Energized Lines

—-..=. De-energized Lines

F3 F2 - F1
cB Rec LI
Rec l

Tie : Normally
: Rec :  Open

| - |

A A Mid- I-
CB Rec Rec?

Figure 7: Traditional five-recloser loop scheme.

During a normal operation, the conventional five-recloser scheme involves a radial
coordination of one CB with two reclosers as shown in Figure 7. For a fault on F2, the
recloser operates and locks out. The mid-recloser and the tie recloser sense voltage loss.
Then the mid-recloser times out first, changes its minimum trip current to a lower value
(580 to 280 amperes), and changes to the one-shot lockout mode. After the time delay of
the tie recloser, which is longer than the time delay of the mid-recloser, the tie recloser

closes onto the fault, and the mid-recloser trips to lockout [1] as shown in Figure 8.
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Figure 8: Restoration result of traditional five-recloser loop scheme, fault on F2.

Although every utility wants to prevent closing the tie switch onto a fault, this problem is
considered unsolvable unless communication devices are installed on each protection
device. Another defect of traditional coordination is that the alternative direction TCC
coordination of the CB”, the recloser”, the mid-recloser”, the tie recloser, and the mid-
recloser could be difficult if these devices are in close proximity and have limited

selectivity for the TCC coordination.

Some papers utilize remotely controlled switches from a control center for distribution-
system automation [9-14]. Some of the existing automatic loop control schemes based on
the distributed intelligent devices so that loop control can be done locally [2], [8], [15,
16]. In contrast to communication-based schemes, a pulse closing method was introduced
by McCarthy et al. to reduce the mechanical and thermal stresses on a system [17, 18].
The method requires the installation of a point-on-wave controller, a pulse-generating
mechanism, and a rather complex energy-calculating algorithm to each phase of every
protection device. While the method reduces mechanical and thermal stresses, the

problem of closing tie recloser onto a fault is not eliminated. Butts et al. and Taylor et al.
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suggested to embed sectionalizer logic in a recloser relay [19, 20]. They showed that
using sectionalizers instead of reclosers may provide a better solution without the need
for TCC coordination. The scheme becomes difficult to implement for long feeders with
quite big differences in fault currents at the start and end of the feeder. At the same time,

the scheme does not eliminate the problem of closing onto a fault.

2.4 High Impedance Fault (HIF)

The range of a phase to ground fault current can vary from zero to significant level
according to the electrical contact of downed conductor. An HIF occurs when a power
system conductor is being contacted with non-conducting materials, so the fault current is
limited and resulted in undetectable level of current by utilizing conventional protection
devices. When the conductors broken and fallen to the ground still remains energized,
there are hazards for public and unsafe condition for utilities, for example fire because of
arcing current or direct human contact to the sagging conductor. For this reason,
detecting the HIF accurately and removing it from power system has been the main
subject of power system engineers. Table 1 shows typical field data of currents level on

different surfaces which resulted from HIF [21].

Table 1: Typical Fault Currents on Various Surfaces

Surface Current (A)
Dry asphalt or sand 0

Wet sand 15

Dry sand 20

Dry grass 25

Wet sand 40

Wet grass 50
Reinforced concrete 75
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A number of researcher proposed HIF detection schemes in recent years and these
detection schemes can be categorized into three groups: (1) methods using ground relay
concept (2) methods using harmonic and non-harmonic component resulted from arc
fault (3) methods using voltage unbalance and communication device to detect open

conductor.

Ground relaying on distribution system is governed by the ground fault current level and
the normal unbalance load ratio of the system [22]. In specific, ground relaying
protection scheme creates a trip signal when the ground fault level exceeds pickup
current level. Ground relays that can monitor residual current, 310, of the system are
favored on three phase three wire systems because normal unbalance load ratio of the
system is very small, and so good sensitivity of the ground relaying setting can be
acquired. Ground relays on the three phase three wire systems are able to monitor small
increment of the residual current value using a certain type of zero CT and generate a trip
signal if monitored residual current value is larger than a threshold. However, solidly
grounded three phase four wire systems are difficult to protect against HIF. That's
because the 4th wire, neutral wire, provides a return path of load unbalance current and
the normal load unbalance current value is relatively high. Several schemes have been
suggested for the detection of HIF using ground relaying concept. For example, ratio
ground relay (RGR) algorithm by Pennsylvania Power and Light Company (PP&L) [23]
and proportional ground relay (PGR) algorithm by Carr et al. [24] are developed and
tested on several different sites. RGR algorithm adjusts setting value of ground
overcurrent relay according to load level changes. On the other hand, neutral and ground

currents are measured to separate load current from fault current for PGR algorithm.
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These methods might increase the possibility of detection of HIF somewhat extent. The
application of ground relaying on solidly grounded three phase four wire systems will be

reemphasized in the next section.

Meanwhile, Russell et al. have shown from their field test results that most of HIFs are
accompanied with arcing current that shows randomness [25] and proposed several HIF
detection algorithms based on this phenomenon [26-28]. And several other researchers
used even order or third harmonic of fault current to detect arcing current resulted from
HIF [29, 30]. Some researchers proposed multi criteria algorithms using artificial neural
network (ANN), wavelet transform, fuzzy systems, and so on to provide better security of
HIF detection algorithm [31-33]. Several ideas have been made into commercial products
[34, 35]. From the experience of utilities with these algorithms, it can be concluded that
those extensive researches have brought a certain level of confidence in HIF detection by

providing arcing current detection technologies.

Detection methods in the third group have been proposed by Meliopoulos et al and other
researchers [36-38]. The researchers proposed that voltage unbalance monitored at the
load side of the fault location is a positive proof of fault occurrence. The voltage
unbalance techniques require certain form of a transmitter to send the fault occurrence
confirm signal and a receiver at adjacent protective device to trip the device. Once the
line opened and voltage unbalance is detected by a sensor, then any open conductor fault

will be cleared by tripping the closet protection device and the service will be restored.
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2.5 Active Distribution Systems Related Protection Issues and State-of-the-Art

Schemes

As significant levels of DG penetration have been achieved, the passive distribution
system evolved into an active distribution system. The active distribution system can
provide capacity relief of transmission and distribution lines, energy efficiency, improved
reliability, and so on [39]. Although the increased number of DG connections provides
many benefits, several protection issues will arise because DG connections invalidate a
traditional protection scheme. The first protection problem resulted from DG connections
is that the increment of short-circuit fault current level will exceed the operation current
level of existing distribution protection devices. In general, the short-circuit fault current
level contribution of DGs depends on various factors, such as the distance between a DG
and the fault location, the fault impedance, and the employed connection method [40, 41].
The output of a DG can be connected to the system via three different forms:
synchronous generators, induction generators, and power electronics [42]. Directly
connected synchronous generators contribute highest level of a fault current among them.
Induction generators come next but the fault current decays to a negligible level within 10
cycles. Moreover, inverters produce no remarkable fault current contribution because
inverters limit the fault current about 25% higher than the current available at the
maximum power point [43, 44]. A solution to the problem that requires an extensive
reinforcement of the system is to calculate each fault current contribution and replace old
devices with greater fault current rating protection devices to ensure that the monitored
fault current is lower than the interruption capability of devices. On the other hand,

Meliopoulos et al. and other researchers propose to implement fault current limiting (FCL)
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devices to reduce the fault current contribution of DGs [45-48]. In the report [48],
Meliopoulos et al. proposed online fault current assessment of the system with inverter-

connected DGs.

Another issue resulted from the proliferation of DG connections is that most of the
existing coordination of protection devices will fail. Because of the increased short circuit
current level and changed direction of the fault current fed by DGs, a previously tuned
protection coordination that assumes the single generator attached system might be lost
[49]. In the paper [50], the authors show some examples of coordination between fuses
and relays with and without DGs. The authors conclude that the coordination in presence
of DGs can be obtained only after all DGs are disconnected before the reclosing

operation.

The third issue is s a back-feeding problem. Most faults on the overhead lines on the
passive distribution systems are a temporary fault and can be removed by one or two
reclosing operations. Fast reclosing devices trip when the monitored fault current exceeds
the trip setting value and reclose within few cycles to minimize power outage duration. If
the fault is temporary, the reclosing is successful. However, with DGs, multiple power
sources support the voltage level required to sustain arc at the fault location. As a result,
the fault will not be cleared, and the temporary fault may evolve into a permanent fault
unless disconnect DGs before the reclosing. So, utilities need to prevent an unintentional
operation of DGs by disconnecting all the DGs during the trip and reclosing operation as

recommended in the IEEE standard 1547.2 [51].

Whenever a fault occurs, current standards state that utilities need to disconnect all the

DGs before reclosing operation to recover the traditional protection coordination [51]. By
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disconnecting all the DGs, traditional coordination can be easily obtained again. However,
when the active distribution system with high penetration of DGs looses all the
connections simultaneously, the voltage stability of the system is not secure any more.
The main grid generator might not be able to keep up supporting the increased load
amount, and wide range voltage sag might be followed. So, the amended IEEE standard
1547.4 encourages ride-though operation during a fault condition. As a result, a
promising operation philosophy of the distributed system with widespread DGs is to
deploy the DGs and local area loads in such a way that they have stable balance between
load and generator capacity, and making several DGs load frequency controllable [50].
Such a configuration of power system is called a microgrid, and the microgrid operation

results in better stability and reliability [52].

The final issue is that the microgrid protection must ensure a safe operation during the
island mode and grid connected mode. When a fault occurred in the microgrid during the
island mode, the fault current level contributed by the microgrid generator is so small that
the traditional overcurrent coordination is not applicable. Moreover, because of the
relatively small size of the microgrid, the fault current in the microgrid does not change
much with the fault location. As a result, the traditional overcurrent relay coordinated
scheme based on current selectivity has the potential of a slow or unsuccessful fault
detection [53]. Consequently, the conventional overcurrent protection scheme is not

enough for the protection of a microgrid.
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2.6 Microgrid Protection Issues and State-of-the-Art Schemes

In this section, microgrid protection issues are summarized, and the state of the art
schemes are explained. The fault protection scheme for the internal fault should work
seamlessly while the microgrid is connected or disconnected to the main [54]. The issues
are how to coordinate protection devices against the fault on the main lines and internal
of the microgrid during the grid-connected and the island operation. The inverse time
overcurrent or time definite overcurrent relays are used vastly in distribution systems
where the distinctive fault current level enables the closest relay to clear the fault.
However, the conventional overcurrent protection scheme is not valid anymore because
of the changed fault current level and direction. A fault current level is limited when the
inverter or a fault current limiter (FCL) connected generator is powering the microgrid
during the island operation. Moreover, the direction of a fault current is different from the

radial systems.

Recently, many researchers proposed protection schemes for the protection of a
microgrid. The protection schemes can be categorized into three groups: non-
communication-based schemes, centralized schemes, and peer-to-peer schemes. The
centralized schemes and peer-to-peer schemes are relying on a communication channel

between protection equipment.

The first method, several non-communication-based schemes are proposed by researchers.
In the paper [55], a scheme that uses a state-detection algorithm is proposed. Under a
fault condition, the number of lost generators is identified by the fault current level and
corresponding relay settings are loaded. However, it requires extensive system study to

obtain the time overcurrent characteristics of all the downstream relays. Since this
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scheme is not a communication-based scheme, it again requires a fault-current study
whenever a new device is implemented to the system. Moreover, protection strategies
proposed in [55] do not offer a method for an island mode fault detection. Several
approaches detect a limited-current fault by voltage disturbance using Park
transformation [56, 57]. The three-phase AC voltage output of a microgrid are monitored
and then transformed into DC quantities using the Park transformation. Afterwards, the
disturbance signal is extracted by representing the difference between the three-phase
balanced voltages and the transformed DC quantities. Under normal conditions, the
disturbance signal should be almost zero. Otherwise, the disturbance signal will be a DC
value that shows distinctive characteristics according to the fault type. Using similar
concepts, in [58], a fault detection method for the system in an island operation based on
the direction of a fault current has been proposed. The proposed strategy aims to clear the
fault on DGs connected systems without requiring communications. However, in the
paper [58], the fault direction determine scheme uses per-phase or quadrature polarizing
quantity. Problems pertinent to each directional element entry proposed in [58, 59] are
well described in [60]. To overcome a false decision of direction to a fault, [61] proposes
that merging all different types of directional element into one relay function allows the
numerical relay to determine which of the directional decisions is the best. Moreover, the
reduced voltage and current level during the island mode operation might invalidate

traditional directional element [62].

The second method, centralized control scheme, uses a control center to monitor and
protect the system. In [63], the control system that already has the network configuration

information monitors protection devices and finds the fault location by assigning
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numbers on each device. Reference [64] presents one central master unit based protection
scheme. The master unit adaptively changes the coordination between protection devices
according to the operation mode, either a normal or island operating mode. Brahma et al.
[65] proposed a strategy based on communication among the zones, but the strategy does
not accommodate the island operation case. Under the assumption that smart grid
monitoring devices are widely deployed, the centralized protection schemes offer an

integrated protection and control of an active distribution and a microgrid.

Finally, peer-to-peer and plug-and-play mode should be applied for the protection
schemes [64] to enhance the reliability and to clear a fault immediately. The peer-to-peer
concept enables continuous operation of the system even with loss of any component.
And the time required for the decision of a fault condition is quite short when compared
to the centralized method. The plug-and-play concept expands the coordination between
the protection devices limitlessly without reconfiguration of the settings of newly
implemented protection devices. For the peer-to-peer method, in [66, 67], an interlocking
signal that blocks the operation of upstream device is sent to the upstream devices to
deliver fault information. The paper [67] introduces a directional interlocking signal to
avoid the shortcomings of a non-directional-interlocking signal [68]. The non-directional
interlocking scheme installed on radial distribution feeders sends an interlocking signal to
the source side. And a corresponding recloser that the interlocking signal has not been

reached trips and isolate the faulted portion.
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2.7 Synchrophasor and Synchronized Sampling

This chapter provides an overview of the technology on present day intelligent electronic
devices (IEDs) such as a phasor measurement unit (PMU) and a phasor data concentrator
(PDC). The need to achieve synchronized measurements for a state estimation (SE) has
been long recognized. To achieve synchronized measurements, a clock with accuracy
better than one micro second is required at every key location of power systems. The first
device capable of performing synchronized measurements with accuracy comparable to
the global positioning system (GPS) clock accuracy was developed by Macrodyne and
was released in the market in 1992 [69]. The PMU device is capable of performing GPS
synchronized measurements with GPS accuracy. A time reference provided by the GPS
can provide a very accurate time reference of which accuracy better than one micro
second anywhere on earth. Specifically, the phase of voltage and current can be
calculated on almost absolute basis by use of a highly accurate GPS clock. This time
reference allows the measurement of the phase angle of the fundamental signal with an
accuracy of 0.02 degrees on a system-wide common reference. Commercial PMUs were
installed throughout the eastern and western power systems of the United States [70]. Use
of synchronized measurements simplifies the SE problem. Most of the cases, PMUs are
deployed with several other PMUs to back up other PMUs that might be out of order and
so deteriorate the computation of the SE. Generally, these PMUs will be integrated with a

number of other functions to build fully networked and automated power systems.

In addition, a phasor data concentrator (PDC) collects data from multiple PMUs,
manages the data including time alignment and provides the sum of the data to other

entities for various applications. Because of the differences in latency and reporting rate
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of various PMUs, the synchrophasor data measured in time usually will not arrive at the
same time. PDCs may buffer data for short time duration to produce a validated and time-
aligned output stream. Each measurement carries a precise time stamp taken from the
GPS so that the entire electric grid can be analyzed at any moment in time. The PDC will
complete the process when all relevant data have arrived or when the maximum waiting
time has collapsed. If some of the data are not processed, then it will discard the data and
move on to the next process because the PDC does not store the data [71]. Real-time data
broadcasting capability of the PDC enables other utilities to make use of the time aligned
data. The PDC supports the synchrophasor standard, 37.118, IEEE1344, PDC stream, and
object linking and embedding (OLE) for process control (OPC) for real-time data
transmission. OPC and extensible markup language (XML) formatted historical data

access options enables us to store and access massive amount of data.

The numerical relay enabled increased automation. Two major approaches as evolved in
the past decade are shown in Figure 9. To the right of the figure, the approach of
connecting numerical relays to the instrument transformers and control circuits on one
side and to a station bus on the other side for easy communications and managing relay
settings is shown. To the left of the figure, the introduction of the MUs and the process
bus is shown. These arrangement lead to the capability to use the relays as an integral
part of the SCADA system and eliminates the need for remote terminal units (RTUS)
since relays or the station bus provides the functionality of the RTUs. It also leads to the

integration of protection and control.
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Figure 9: Data collection at a substation [69].

2.8 IEC 61850 Process Bus Application for Protection of Power Systems

In this section, a novel communication standard for substation automation, IEC 61850,
and its application for protection of power system is introduced. The possibilities of a

fully automated, self organized, reliable and secure protection are huge considering that
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present state of technology in monitoring, protection and control of power systems is
advanced. To achieve these goals, the first step is to recognize that the presently
fragmented approach to protection and control of the systems can be easily integrated
with present day technology. It is required to achieve full observability of the feeder,
potentially at every bus of an active distribution system and a LV microgrid. Thus to
achieve the full observability, merging units (MUs) are deployed. MUs collect data
directly at the instrument transformers, data is digitized, time tagged, and the processed
data are transmitted to the process bus or via concentrator to the process bus by

communication channels according to IEC 61850-9 standard [72].

The major expected benefit of using the MUs for the protection applications is the
savings on the equipment and process wiring with increased flexibility by replacing
traditional IEDs with simple sensors with all protection and control schemes performed

on a PC. The architecture of such a system is show in Figure 10.

Component
under
Protection

MU MU

Ethernet Switch

Protection Unit
(PC)

Figure 10: IEC 61850 process bus based unit protection.
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2.9 A Novel Smart Metering Device

To achieve the possibilities of a fully automated, self organized, reliable and secure
protection, the deployment of a novel smart metering device which will be referred to as
a universal GPS synchronized meter (UGPSSM) is assumed. The UGPSSM are deployed
on the poles of feeder lines, along active distribution and LV microgrid feeders. The
major characteristics of the UGPSSM are the following: a) low cost, b) power
autonomous, ¢) synchronized voltage and current phasor computation capability, and d)
two way communications capability.

The major components of the UGPSSM are illustrated in Figure 11. It consists of an
energy harvester, a voltage and a current sensor, a GPS sensor, a microprocessor, and a
communication component. Overall, this component is an advanced meter that performs
the role of MUs. MUs collect data directly at the instrument transformers, data is
digitized, time tagged, and the processed data are transmitted to the process bus or via
concentrator to process bus by communication channels according to IEC 61850-9
standard [72].

Figure 11: Conceptual view of self powered GPS synchronized, communications enabled smart meter

[73].
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3 Motivation of the Research

The main objective of this thesis is to formulate and demonstrate protection schemes for
loop systems, an active distribution system, and a LV microgrid. The protection schemes
are composed of (a) A new loop scheme that uses the VIT reclosers and sectionalizers
and (b) A new protection scheme, the DSE-based protection, for an active distribution

system and a LV microgrid controlled by means of DSE information.

The close-in fault problem of a traditional loop scheme can be solved by the use of the
VIT devices. Although every utility wants to prevent the close-in fault, the problem is
considered unsolvable unless communication devices are installed on each protection
device. The first objective of this thesis is to suggest a practical and reliable technology
that solves this problem. The best solution is source- and load-side fault confirmation

without communication devices.

On the other hand, the state of recent technological advances (PMU capability, MUs,
process bus, station bus and interoperability) has not been accompanied with
commensurate advances on the protection coordination. The settings of protective
devices still utilize the same principles of many decades ago. These principles rely on
distinct separations and characteristics between "fault conditions” and "normal and
tolerable conditions”. Even for the classical power system without renewable energies
and a plethora of power electronic interfaced components, the separation and
identification of "fault conditions” and "normal and tolerable conditions” is in many
circumstances difficult, for example, short lines, weak/strong feeds, HIF, etc. In the

presence of renewable energies with power electronic interfaces, these issues multiply.
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The end result is that it becomes extremely difficult to develop a secure, reliable,
dependable, speedy, safe and low cost protection system based on the conventional

principles.

Despite the advanced status of numerical relays, gaps in protection and settings may lead
to compromised solutions. The challenges arise with the presence of renewable energies
on distribution systems and microgrids are reduced fault current level and changed fault
direction. Moreover, bidirectional power flow systems with many generating resources

along the distribution system also arise numerous protection issues.

The second objective of this thesis is to solve the problems related to the active
distribution system and the microgrid by using the DSE-based protection scheme. It is
expected that the DSE-based protection scheme will maximize the recent technological
advances. It is feasible by utilizing the protection logic that acts on the basis of the

operating condition and health of the system.

30



4 Research

4.1 The Research Description

Two protection schemes are as follows: (a) The VIT scheme and (b) The DSE-based

protection scheme. The protection schemes are briefly described here.

4.1.1 The VIT Scheme

The VIT scheme offers a solution to the close-in fault operation. The VIT scheme
provides fault detection algorithm at source side and load side as well mainly by utilizing
counter and timer coordination between the VIT recloser and the VIT sectionalizers. The
name VIT is formed from the fact that this algorithm uses voltage, current, and timer
information to coordinate protection devices. The VIT technology involves traditional
FCC and TCC coordination. The VIT scheme introduces an additional feature, no-voltage
counter (NVC), to confirm the fault condition from load side, to isolate the fault location,
and eventually to prevent the close-in fault operation. The NVC counts no-voltage
condition of the feeder that results from backup device operation. The VIT scheme is
described in greater detail in Section 4.2. Simulation results are provided in Section 5.1

and Section 5.2.

4.1.2 The DSE-based protection scheme

For the DSE-based protection scheme, DSE is used to continuously monitor the dynamic
model of the component (zone) under protection. If any of the physical laws for the
component under protection is violated, the DSE will capture this condition. The method

requires a time-synchronized monitoring system of the component under protection that
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continuously measures terminal data (such as the terminal voltage magnitude and angle,
the frequency, and the rate of frequency change) and component status data (such as tap
setting (if transformer) and temperature). The DSE processes these measurement data
with the dynamic model of the component yielding the operating conditions of the
component. Afterwards, the chi-square value (see Section 4.3.1.5) of measurement data is
computed to check the consistency between the measurement and the quadratic model. If
the confidence level is low, then an internal fault is detected, and the relay will trip the
CB to protect the system. The DSE-based protection approach is described in more detail
in Section 4.3. Simulation results are demonstrated for the DSE-based distribution line
protection scheme case on an active distribution in Section 0, 5.3.2, and 5.3.3 and on a

LV microgrid, in Section 5.3.4, 5.3.5, and 5.3.6.

4.2 The VIT Scheme

A new self-healing loop scheme that prevents the close-in fault problem is illustrated in
this chapter. The VIT technology coordinates CBs, reclosers, and sectionalizers at every
critical node of a distribution system to provide more selectivity and confirms fault
condition at both source side and load side without communication devices. The VIT
scheme measures RMS values of current and voltage at the relay installation as illustrated

in Figure 12.
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Figure 12: System configuration for the VIT relays.

From the current and voltage measurements, the VIT relays can monitor FCC and/or
NVC. After that, the VIT scheme uses counters to count the number of FCC and/or NVC.
When the counted number of FCC or NVC is equal to the pre-selected setting values,
then the VIT relays get ready for an instant or a time-delayed trip operation. The trip
command isolates the fault condition by tripping source and load side recloser or
sectionalizers. As a result, the fault location is removed from the system before the
normally open recloser closes onto the fault, and nuisance trip of the normally open
recloser can be prevented. Note that the VIT scheme only requires local information. The

detailed operating conditions and setting values are explained in the next section.

4.2.1 VIT Scheme Description

The overall implementation of the VIT scheme is described in this section. For the loop

scheme, the VIT scheme composes of the following counters and timers:

e FCC - A VIT device counts the number of trip of a back up device. For a fault
condition on a grounded system, the first recloser located at the upstream of the fault

location trips before other backup devices. A VIT device trips instantly when the
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counted number of fault current is equal to the FCC setting value. If the fault is a
temporary fault, then the backup device attempts to clear the temporary fault by
reclosing. In this thesis, one-time reclosing for temporary fault is assumed. Therefore,
a VIT device has FCC setting value larger than one to guarantee the temporary fault
removal. If the temporary fault is not cleared after the first reclosing of a backup
device, then the fault is a permanent fault. To isolate a fault condition by tripping a
fault-upstream device, a VIT device is set to open lockout when the VIT device
counts one less operation of an upstream device. The details of the FCC setting values

are explained in the later example.

e No-voltage counter (NVC) — The VIT scheme introduces a new feature, the NVC,
to confirm the fault condition from the load side of the fault. A VIT device counts the
number of no-voltage condition followed by a trip of a backup device. A VIT device
trips after a close time delay when the counted number is equal to the NVC setting
value. As a result, the VIT scheme enables an isolation of the fault location before the
tie recloser closes onto the fault. The details of the NVC setting values are explained

in the later example.

e Close timer — A close time starts when the counted number of no-voltage
conditions is equal to the NVC setting value. The close timer is programmed in such a
way that the NVC of a downstream VIT device does not initiate a trip signal while
NVC value is increasing. Finishing the close timer without monitoring a fault
condition indicates that the fault is on the source side; so the VIT device closes. A

close lockout timer starts after the successful closing.
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e Counter and timer reset — The FCC and NVC counters are reset after the trip

signal is generated, and the timers are reset when it finishes.

e Normally open close timer — For a normally open sectionalizer, voltage
measurement data at two sides of the device is required. When voltage measurements
at one side of the normally open sectionalizer disappear, the normally open
sectionalizer closes into an alternative source after finishing the normally open close

time.

The instrumentation of the VIT scheme, which measures three-phase voltage and current,
is shown in Figure 13. Three current transformers and three resistive voltage sensors are
integrated inside the VIT recloser or sectionalizer. Note that for a normally open
sectionalizer, voltages are measured at both sides. The current transformers monitor the
fault current level, and the voltage sensors monitor the voltage level. Note that any of the

phases can be utilized for the VIT scheme.
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Figure 13: Voltage and current measurement for the VIT scheme.

The FCC and the NVC setting value of a VIT device is selected as shown in Figure 14.
For the FCC setting, a downstream VIT device has one less operation of an upstream
device. For example, an upstream recloser with four reclosing is coordinated with a
downstream sectionalizer, which has three FCC setting value. For the NVC setting, a
downstream VIT device has same FCC or same operation of an upstream device. For
example, an upstream recloser with four reclosing is coordinated with a downstream

sectionalizer, which has four NVC setting value.
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Figure 14: FCC and NVC settings of the VIT reclosers and sectionalizers.

In fact, a VIT device opens to lockout if either the FCC or NVC condition is satisfied. A
simplified logic diagram of the VIT scheme is illustrated in Figure 15. The VIT device
located at the closest upstream of a fault section completes the FCC first and opens to
lockout instantly while the VIT device located at the nearest downstream of a fault

section completes the NVC and opens to lockout after a time delay.

Count FCC =
Setting FCC

D Trip Signal

Count NVC = Close
Setting NVC Timer

Figure 15: Symbolic logic diagram for the VIT scheme trip operation.
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The FCC and NVC counters reset when the trip signal is generated, and the timers reset
when it finishes. In the next following Section 4.2.2, more detailed example of fault

isolation operation of the VIT scheme is illustrated.

4.2.2 An Examples of Device Coordination, Fault on F2
A fault occurs between S2 and S1, on F2 of Figure 14.
First Open and Reclosing Operation

The primary feeder recloser senses the fault current and opens circuit on the first fast trip
curve (first operation). S2 detects both fault current and no-voltage condition, and then
S2 increases its FCC and NVC values from zero to one. On the other hand, both S1 and
the tie sectionalizer do not experience fault current because no power sources other than
main source supply the fault current. Instead, S1 and the tie sectionalizer experience no-

voltage condition when the backup recloser is open and count one NVC.
Second Open and Reclosing Operation

S2 again detects both fault current and no-voltage condition and advances both FCC and
NV C values from one to two. S1 and the tie sectionalizer detect no-voltage condition and
count two NVCs. The close timer of the tie sectionalizer starts since the counted no-
voltage condition is equal to the programmed NVC setting value (two no-voltage
conditions = two NVCs). However, this close timer is canceled by the third no-voltage

condition.
Third Open and Reclosing Operation

S2 counts three FCCs and three NVCs and then trips to a lockout because the counted

FCC is equal to the programmed FCC value (three fault current conditions = three FCCs).
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And the FCC of S2 resets. The reset of FCC of S2 initiates reset of NVC of S2. S1
detects three NVCs and the close timer starts because the cumulated NVCs are same with
the pre-selected NV C value (three no-voltage conditions = three NVCs). S1 trips after the
close time delay, and the S1 NVC resets after the trip. On the other hand, the tie
sectionalizer also counts three NVC but the tie sectionalizer does not trip because the
NVC setting value is two. As soon as the NVC value is not equal to the NVC setting
value, the close timer stops. As a result, both upstream and downstream fault nearest
sectionalizers, S2 and S1, trip to isolate the fault. The increment of FCC and NVC values

along the operation of a recloser for a fault on F2 case is illustrated in Figure 16.
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Figure 16: Sectionalizer counters operation sequence as related to recloser operation.

After the isolation of the fault by tripping S2 and S1, the tie sectionalizer closes after the
normally open close timer to recover the power of the system from an alternative source.
The tie sectionalizer senses loss of voltage from one feeder, changes setting to a closed
switch mode, and closes to the secondary feeder after a time delay. During the closed
switch mode, the corresponding protection device is closed with no specific setting

values. When the tie sectionalizer connects to an alternative source, no nuisance trip is
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occurred. To see how the loop system is reconfigured after the fault detection and
isolation, refer to Figure 17, which shows that nine tenths of the restored loop system are

healthy and protected by coordinated devices.

——  Energized Lines FCC’: Fault Current Counter

-..—- De-energized Lines NVC™ : No Voltage Condition
FCC 2 oo o o

cB —‘— Rec —.J-:-Z-
NVC 3 NVC 2 Closed

Switch

FCC 2 FCC'3 FCC 2 Mode
NvC3 NVC2 NVC'4 NVC'3

Figure 17: A loop system restoration after a fault on F2.

For a fault on F2 section, the primary feeder protection devices supplies power to the
section F3, and the secondary feeder protection devices provide power to F1 section

through the tie sectionalizer.

4.2.3 An Examples of Device Coordination, Fault on F3

When fault occurs between recloser and S2, at F3, recloser finishes its four time tripping
sequence and S2 counts "4" NVC during the process. S1 and tie sectionalizer also count
"4" NVC. Both upstream recloser and downstream fault nearest sectionalizers S2

succeeded in detection and isolation of the fault.

To coordinate S1 and tie sectionalizer with alternative source, a closed switch mode is

utilized. The closed switch mode sectionalizers have no FCC or NVC setting. Since both

41



S1 and tie sectionalizer knows that the fault section is F3 ("4" NVC), these devices
prepare closed switch mode to coordinate with the secondary feeder protection devices
such as CB”, S3*, recloser”, S2*, and S1”. S1 and tie sectionalizer sense loss of voltage
from both feeders, changes setting to closed switch mode, and closes to the secondary
feeder after a time delay. To see how the looped distribution system is reconfigured, refer
to Figure 18, which shows that nine tenths of the restored loop system are still energized
and protected by coordinated devices.

e Energized Lines FCC’ : Fault Current Counter

-..=. De-energized Lines NVC™ : No Voltage Condition
Closed Switch
oo o o Mode

NVC 3 NVC 2 Closed
Switch
FCC 2 FCC' 3 FCC' 2 Mode

NVC3 NVC2 NvC' 4 NVC™ 3

cB

© o

Figure 18: Looped distribution system restoration after Fault on F3.

For a fault on F3 section, the primary feeder protection devices supplies power to the
section F4 and the secondary feeder protection devices provide power to F2 section
through the tie sectionalizer.

4.2.4 An Examples of Device Coordination, Fault on F4

When fault occurs at F4, the primary feeder backup CB detects fault current and closes

on its fast curve. However, when fault occurs upstream of recloser, VIT scheme requires
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one more restraint to discriminate fault between CB and recloser from fault between
recloser and tie sectionalizer. In more detail, although recloser, S2, and S1 do not monitor
fault current, recloser, S2, and S1 count NVCs. Therefore they have potential hazard of a
false tripping. For example, S3 and S1 have same NVC setting value and will trip on
counting "3" NVCs. The method in this theis, called temporary open method, is that the
recloser also opens to desensitize downstream devices as soon as recloser detects source
voltage loss. More specifically, if fault condition still exists after CB's fast trip, then the
microprocessor let the recloser be opened so that S2 and S1 do not have a chance to count
NVC more than "1". Along the sequence of VIT scheme, S3 opens on counting "2" FCC

and recloser opens on counting "2" NVC. And the fault section is removed.

Since S2, S1 and tie sectionalizer knows that the fault section is somewhere upstream of
recloser ("1" NVC), these devices prepare closed switch mode to coordinate with the
secondary feeder protection devices such as CB*, S3*, recloser®, S2*, and S1*. S2, S1
and tie sectionalizer sense loss of voltage from both feeders, changes setting to closed
switch mode, and closes to the secondary feeder after a time delay. Consequently, the
Fault on F4 is cleared by S3 and recloser as in Figure 19 and nine tenths of the entire
circuit are still energized and protected by coordinated devices after recovering secondary

feeder.
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Figure 19: Restored looped distribution system after Fault on F4.

For a fault on F4 section, the primary CB supplies power to the section F5. Radial
coordination between CB”, S3”, recloser”, S1, and S2 makes it possible to provide power

to F3 section through the tie sectionalizer.

4.3 The DSE-based protection scheme

A new fault-detection scheme relies on synchronized sampling is explained in this
chapter. The protection scheme uses DSE (see Section 4.3.1.3), based on the dynamic
model of the component that accurately reflects the nonlinear characteristics of the
component as well as the loading and thermal state of the component. The method has
been inspired from the fact that differential protection is one of the more secure
protection schemes, and it does not require coordination with other protection function.
Differential protection simply monitors the validity of Kirchoff's current law in a device,
i.e. the weighted sum of the currents going into a device must be equal to zero. This

concept can be generalized into monitoring the validity of all other physical laws that the
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device must satisfy, such as Kirchoff's voltage law, Faraday's law, etc. This monitoring
can be done in a systematic way by the use of the DSE. Specifically, all the physical laws
that a component must obey are expressed in the dynamic model of the component. The
DSE is used to continuously monitor the dynamic model of the component (zone) under
protection. If any of the physical laws for the component under protection is violated, the
DSE will capture this condition. Thus, the dynamic state estimator is used to extract the
dynamic model of the component under protection [74-78] and to determine whether the
physical laws for the component are satisfied. The dynamic model of the component
accurately reflects the condition of the component and the decision to trip or not to trip
the component is based on the condition of the component only irrespectively of the
condition (faults, etc.) of other system components. As described in Figure 20, the
protection scheme requires a monitoring system at the component under protection that
continuously measures terminal data (such as the terminal voltage magnitude and angle,
the frequency, and the rate of frequency change) and component status data (such as the
tap setting and the temperature). And then the DSE processes these measurement inputs
with the dynamic model of the unit to yield operating conditions. A quadratic modeling

has been used to improve the convergence of the algorithm.
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Figure 20: System configuration for the component protection [69].

After estimating the operating conditions, the well known chi-square test calculates the
probability that the measurement data are consistent with the protected unit model
(see Figure 21). In other words, this probability, which indicates the confidence level of
the goodness of fit of the protected unit model to the measurements, can be used to assess
the health of the protected unit (see Section 4.3.1.5). This probability shows the
confidence level of the goodness of fit of the measurement data to the protected unit. The
high confidence level implies a good fit between measurements data and protected unit.

As long as a fault occurs outside of the unit protected element, the DSE results in a high
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confidence level. On the contrary, any fault condition occurred inside of the protection
zone will lead to a reduced confidence level. So, the units are well protected by the DSE-
based protection scheme. The protection scheme can identify any internal abnormality of
the power system apparatus such as transformers, capacitor banks, generators, and feeder
lines within a cycle and trip the circuit breaker immediately. Only the simulation result of

a distribution system and microgrid are suggested in this thesis.
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Figure 21: The DSE-based protection scheme [69].
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4.3.1 DSE-based Relay Description

The overall implementation of the DSE-based protective relay is described in this section.
The architecture of this relay is shown in Figure 22. Note that the relay requires the
model of the zone to be protected and the actual (physical) measurements from the data
acquisition system. The model must be provided in the AQCF syntax, which is defined in
this thesis. Then the remaining analytics are automatically constructed and executed. The
remaining analytics are as follows: the pointers that provide the interrelationship of the
actual measurements to the zone model, the creation of the measurement models for the
actual, virtual, derived, pseudo measurements, the DSE, the bad data detection and

identification, and the protection logic.

Protection Zone ‘ | DSE based Protection ||

Model in AQCF
— Dynamic State Protection
Pointers —  Estimation Logic
o— Measurement =
to Model
¥ Error Analysis
v Create Actual
Data Bad Data
Measurement Models Wl ;
Acquisition | | Detection &
@ Create Virtual — |dentification
Sampling Rate Measurement Models
2.4 1o 10 ks/s Future
@ Create Derived
Model
Measurement Models 2 parameler
9 Create Psaudo- Identification
Measurement Models

Figure 22: Architecture of a DSE-based relay.

Note that the data acquisition system is continuously streaming measurement into the
relay with a specific rate. Typical rates are 2,000 to 5,000 samples per second. As it will
be seen later, the model of the component to be protected is derived in the AQCF by
using the quadratic integration. The AQCF model is expressed in terms of the values of

the various variables at two consecutive time instances (two consecutive samples) and
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past history samples. This means that the analytics of the DSE-based protective relay
operate on samples of two consecutive time instances. This is illustrated in Figure 23.
The samples (measurements) at the two consecutive time instances t and (t-ts) are used.
Note that ts defines the sampling period. For the typical sampling rates referenced above
the mining sampling period will be 200 microseconds (5,000 samples per second). This
means that the analytics of the DSE-based relay must be performed within the time
interval of 400 microseconds (before the next set of data arrive). Obviously, there should
be a margin. For this reason the goal for the DSE-based relay is to perform the analytics
in time less than 200 microseconds. Numerical experiments have been performed and the

performance is documented in Section 5.
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Figure 23: Illustration of time samples utilized at each iteration of the DSE-based relay analytics.

The components of the DSE-based relay are briefly described next.
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4.3.1.1 Protection Zone Mathematical Model

The protection zone mathematical model is required in a standard form. A standard has
been defined in the form of the algebraic quadratic companion form (AQCF) and in a
specified syntax to be defined later. The AQCF for a specific protection zone is derived
with three computational procedures. Specifically, the dynamic model of a protection
zone consists of a set of algebraic and differential equations. We refer to this model as the
compact model of the protection zone. Subsequently this model is quadratized, i.e. in
case the nonlinearities of the model is greater than order two, additional state variables
are introduced so that at the end the mathematical model consists of a set of linear and
quadratic equations. This model is the quadratized model. Finally, the quadratized model
IS integrated using the quadratic integration method that converts the quadratized model
of the protection zone into a set of algebraic (quadratic) function. This model is cast into

a generalized Norton form. This model is the AQCF.

The standard algebraic companion form is obtained with two procedures as follows: (a)
Model quadratization and (b) Quadratic integration. The model quadratization reduces
the model nonlinearities so that the dynamic model will consist of a set of linear and
quadratic equations. The quadratic integration is a numerical integration method that is
applied to the quadratic model assuming that the functions vary quadratically over the
integration time step. The end result is an algebraic companion form that is a set of linear

and quadratic algebraic equations that are cast in the following standards form:
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where i(?) is the through variable (current) vector, ¢ is present time, ¢, is the midpoint
between the present and previous time, v(z) is the across variable (voltage) vector, y is
the internal state variables vector, Y¢q admittance matrix, Feqi nonlinear matrices, and
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This standardization allows the object oriented handling of measurements in state

estimation; in addition it converts the DSE into a state estimation that has the form of a

static state estimation.

4.3.1.2 Object Oriented Measurements

Any measurement, i.e. current, voltage, temperature, etc. can be viewed as an object that
consists of the measured value and a corresponding function that expresses the
measurement as a function of the state of the component. This function can be directly
obtained (autonomously) from the Algebraic Quadratic Companion Form of the
component. Because the algebraic companion form is quadratic at most, the measurement
model will be also quadratic at most. Thus, the object-oriented measurement model can

be expressed as the following standard equation:
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Zy (t) = zaft "X (t) + Za[]ftm "X (tm)
+bej’t -x,(2) - x,(2)
ij
+bej,zm -x,(2,) - x;(2,)
LJ
+e (1) +1,
where z is the measured value, ¢ the present time, ¢, the midpoint between the present and

previous time, x the state variables, a the coefficients of linear terms, b the coefficients of

nonlinear terms, c the constant term, and » the measurement error.

The measurements can be identified as follows: (a) Actual measurements, (b) Virtual
measurements, and (c) Pseudo measurements. The types of measurements will be

discussed next.

Actual measurements — In general the actual measurements can be classified as across

and through measurements. The across measurements has a simple model as follows:
z,(t)=x;()+n, |

The through measurement model is extracted from the algebraic companion form. The

measurement model is simply one equation of the ACF model as follows:

() v(e) T v(?)
()= e(k) y(2) N y(?) F, - y(?) b, )
! T, || () o) |

v, | | »v@,) »(t,)

where the superscript £ means the ™ row of the matrix or the vector.
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Virtual measurements — The virtual measurements represent a physical law that must be
satisfied. For example, at a node the sum of the currents must be zero by Kirchoff’s
current law. In this case a measurement (sum of the currents) can be defined; note that the

value of the measurement (zero) is known with certainty. This is a virtual measurement.

The model can provide virtual measurements in the form of equations that must be

satisfied. Consider for example the k™ AQCF model equation as follows:

RONERIGE () |
0=y ® (1) N () F,. (1) _p ®
o) e T e |
()] @) ()]

This equation is simply a relationship among the states the component that must be
satisfied. Therefore the zero value is a measurement with certainty. This is a virtual

measurement.

Pseudo measurements — Pseudo measurements are hypothetical measurements for
which their expected values are known but actual measurement data are not obtained. For
example, a pseudo measurement can be the voltage at the neutral; and this voltage will be
very small. In this case a measurement of value zero can be determined with a very high

uncertainty.

Eventually, all the measurement objects form the following measurement set:

z= h(x,t)+ n=c+ aTx(t)+ bTx(tm)+ [xT(t) xT(tm )]F{ X(t))} +7,

x (t m

where z is the measurement vector, x the state vector, 4 the known function of the model,
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a, b are constant vectors, F are constant matrices, and 7 the vector of measurement errors.

4.3.1.3 Object Oriented DSE

The weighted least squares approach will be used for the state estimator. The algorithm is

defined as follows.

2
m h — . m
Minimize J:Z(M] =Z F=n"wn,

i=1 G,‘ i=1

where s, S W =diag{i2,i,---, i}
O.

P o, O, o

The solution is given with the following iterative algorithm:

x"=x" —(H'"WH) " H " W(h(x") -z2) |

oh(x)

where H is the Jacobean matrix H = 8’ computed at x = x"
X

At each time step of the estimation algorithm, the contributions of each measurement to

the information matrix H' WH and the vector H W (h(x")—z) must be computed.

The flow chart of the state estimation is shown in Figure 24.
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v
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Figure 24: Flow chart for state estimation.

4.3.1.4 Bad Data Detection and Identification

It is possible that the streaming measurements may include bad data. If the confidence
level is not satisfying, bad data identification and removal techniques follow.
Identification of bad data normally consists of two steps. In the first step, bad data are
identified by consistency rules. For example, measurements are known to have specific
ranges. If measurements are out of this range, they will be classified as bad data. In the
second step, bad data are identified with their effects on confidence level. In case of the

least square solution, the possible bad data are identified with their large residuals. A
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rather secure but computationally demanding way to identify a bad datum is by means of
hypothesis testing. Since detection and identification of the bad data is not the main

subject of this thesis, it is not illustrated in detail.

4.3.1.5 Protection Logic and Component Health Index

After DSE, the well known chi-square test performed to quantify the goodness of fit
between the model and measurements (i.e., confidence level). The goodness of fit is
expressed as the probability that the measurement errors are distributed within their
expected range (chi-square distribution). The chi-square test requires two parameters as

follows: (a) The degree of freedom (v) and (b) The chi-square critical value (¢).

v=m-—n, é/:i(hi()’e)_zij '

i=1 g,

where m is the number of measurements, » the number of states, and x the best estimate

of states. The goodness of fit (confidence level) can be finally obtained as follows:

Prly® > ¢1=10-Pr[y* <£]=10-Pr(,v).

The curve of confidence level versus chi-square critical value is depicted in Figure 25.

Error Parameter Versus Confidence Level \

Paramater k
\

Figure 25: Confidence level (%6).
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Finally, the protection scheme uses the confidence level as the health index of a
component. The high confidence level indicates the good fit between the measurement
and the model, and thus it is concluded that the feeder line has no internal fault. The low
confidence level, however, implies inconsistency between the measurement and the

model, and therefore it is obvious that any internal fault of the feeder line has occurred.
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5 Demonstrating Examples

5.1 Application Example of the VIT Scheme — Distribution Feeder

The VIT protection scheme is demonstrated in this chapter. An example test system is

illustrated in Figure 26. The test system is composed two feeders that are connected

through a normally open sectionalizer, and each feeder is protected by the CB, the VIT

recloser, and the VIT sectionalizers. For one feeder, the blue area in Figure 26 depicts the

protection zone. The CB and the VIT recloser is coordinated by means of TCC. Moreover,

Figure 26: Test system diagram for the distribution feeder protection zone —
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F1, F2, -, and F5 represent the sections separated by CB, the VIT recloser, and the VIT
sectionalizers.
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Event Description — A Three-Phase Fault on F2

The intention here is to generate waveforms that represent an internal fault condition, for
example, one fault condition is initiated inside of the protection zone. Note that only three
VIT relays are monitored because of the page limitation. The following specific fault is

employed as shown in Figure 27.
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Figure 27: An internal fault simulation on the distribution feeder — the VIT scheme.

At FAULT node on the distribution feeder, a permanent three-phase to ground fault
(ABCQG) initiates at time 1.3 seconds. The fault is cleared by the first "fast" trip operation
(within 0.05 seconds) of the VIT recloser. The VIT recloser operates before the CB on
the source side according to the TCC coordination. After 0.3 seconds of delay, the VIT

recloser recloses and the fault current initiates the second "fast" trip operation (within
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0.05 seconds). After two seconds of delay, the VIT recloser recloses and the fault current
initiates the third "delay™ trip operation (within 0.5 seconds). Finally the fault is removed
by the trip to lockout operation of VIT sectionalizer two and three. A result common
format for transient data exchange (COMTRADE, IEEE standard C37.111) data file is
generated by measuring voltage and current at the VIT relays. Using the simulated
COMTRADE data file, protection of the distribution feeder is tested. VVoltage and current
measurements are obtained from the local measuring devices, and examples of
measurements at the VIT recloser when a fault is on the distribution feeder are shown

in Figure 28.
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Program XfmHms - Page 1 of 1

c:\wmaster\datau\vit-loop-scheme-waveforms - Sep 17, 2013, 16:43:34.000000 - 10000.0 samples/sec - 65000 Sampl

3433 ko Voltage REC-R__Phase_A (V)

10.94 k-

-12.45 k-

17,59 ko Voltage REC-R__Phase B (V)

-15.70 k—

-48.99 k—

Voltage_REC-R__Phase_C (V)

18.79 k—

1.154 k—

-16.48 k—

3.186 k—

-57.69 —

-3.302 k—

3.994 k. Current_REC-R__Phase_B (A)

3.432 ks Current_REC-R__Phase_C (A)

-214.2 —

218.9 m
-3.556 k—

-3.861 k-

Figure 28: The waveforms of the fault scenario — a fault condition measured at the VIT recloser on

the distribution feeder.
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5.2 Result Description — Distribution Feeder — VIT Scheme

The resulting waveforms are illustrated in Figure 29, Figure 30, and Figure 31. In more
detail, the voltage and current measurements, computed RMS values, and counted NVC
and FCC of the VIT recloser are depicted in Figure 29. In Figure 30 and Figure 31, the
voltage and current measurements, computed RMS values, and counted NVVC and FCC of

the VIT sectionalizer two and three are illustrated, respectively.

As the fault initiates at time 0.32 seconds, the VIT recloser trips first on its fast trip. This
fault current level increases the FCC of the VIT recloser and the VIT sectionalizer two as
shown in Figure 29 and Figure 30. On the other hand, the FCC of the VIT sectionalizer
three is not increased because the VIT sectionalizer three is located behind the fault
location. After the trip, the no-voltage condition is counted by the NVC of the VIT

sectionalizer two and the VIT sectionalizer three as shown in Figure 30 and Figure 31.

The second reclosing operation of the VIT recloser increases the FCC of the VIT recloser
and the VIT sectionalizer two to two as shown in Figure 29 and Figure 30. The NVC of
the VIT sectionalizer two and the VIT sectionalizer three are two as shown in Figure 30

and Figure 31.

The third operation of the VIT recloser increases the FCC of the VIT recloser and the
VIT sectionalizer two to three as shown in Figure 29 and Figure 30. The NVC of the VIT
sectionalizer two and the VIT sectionalizer three are three as shown in Figure 30

and Figure 31.

After the third operation, the counted number of FCC of the VIT sectionalizer two is

equal to the setting value three, and the VIT sectionalizer two trips to open instantly as
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shown in Figure 30. Moreover, the counted number of NVC of the VIT sectionalizer
three is equal to the setting value three, and the VIT sectionalizer two trips to open after a
time delay as shown in Figure 31. As a result, the fault condition is isolated by tripping

the VIT sectionalizer two and three, and the close-in fault problem is prevented.
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Program XfmHms - Page 1 of 1

c:\wmaster\datau\vit-loop-scheme, rec - Sep 17, 2013, 16:43:34.000000 - 10000.0 samples/sec - 65000 Samples

5042k, NVC_REC-R_Phase A (V)

19.06 k—

NVC_REC-R__Phase_A_ RMS (Vrms)

|

-12.30 k—

7.396 k—

3.698 k—

123.5 u—

3.000 - NVC_REC-R__Phase_A_Counter (Counter) |

1.500 4

5.286 u—

3.186 k—

-57.69 —

-3.302 k—

2 280 ke FCC_REC-R__Phase_A_RMS (Arms)

1.140 k—

-35.03 u—
FCC_REC-R__Phase_A_Counter (Counter)

3.000

1.500 4

5.286 u—

Figure 29: Result graphs for the permanent three-phase fault scenario on the distribution feeder —

the VIT recloser.
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Program XfmHms - Page 1 of 1

c:\wmaster\datau\vit-loop-scheme, sec2 - Sep 17, 2013, 16:43:34.000000 - 10000.0 samples/sec - 65000 Samples

sgaok., NVC_SEC2R_Phase A(V)

7.012 k 'mmm"mmm' m, “mm

-12.28 k-

NVC_SEC2-R__Phase_A RMS (Vrms)

7.382 k—
3.691 k—
37.37 u—

NVC_SEC2-R__Phase_A_Counter (Counter)

3.000

1.500 —

5.286 u—

3.187 k—
-57.38 1

-3.301 k—
FCC_SEC2-R__Phase_A_RMS (Arms)

2.280 k—
1.140 k— \
3.426 u—

FCC_SEC2-R__Phase_A_Counter (Counter)

3.000 -
Trip
1.500 —
5.286 u— J
| \ | | |
34.0 355 37.0 38.5 40.0

Figure 30: Result graphs for the permanent three-phase fault scenario on the distribution feeder —

the VIT sectionalizer two.

65



Program XfmHms - Page 1 of 1

c:\wmaster\datau\vit-loop-scheme, sec3 - Sep 17, 2013, 16:43:34.000000 - 10000.0 samples/sec - 65000 Samples

og67k, NVC_SEC3R_Phase A(V)

- m “m

-12.22 k-

7349 ko, NVC_SEC3-R__Phase A RMS (Vrms)

3.675 k—

36.75 u—

3.000 NVC_SEC3-R__Phase_A_Counter (Counter)

1.500 Trip

5.286 u—

12.63
-7.796 4

-28.23 —

1.767 - FCC_SEC3-R__Phase_A_RMS (Arms)

883.7 m—

-12.28 u— f\—ﬂ,\_,.

FCC_SEC3-R__Phase_A_Counter (Counter)

1.000

0.000 —

-1.000 —

Figure 31: Result graphs for the permanent three-phase fault scenario on the distribution feeder —

the VIT sectionalizer three.
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5.3 Experimental Setup for the DSE-based Protection

A laboratory test environment has been established as shown in Figure 32 to simulate the
DSE-based protection scheme using IEDs and PCs. The experimental setup comprises
one PC driven D/A hardware (NI cDAQ-9188, 32 channels), one Omicron amplifier (one
CMS 156), one Reason MU (MU320), one waveform generation PC (WinXFM software),
one DSE-based protection PC (WinXFM software), and one Arbiter GPS (Arbiter 1093)
clock with IRIG-B output. The time synchronization signal is provided by a GPS antenna
installed on the roof of Van Leer building. The Omicron amplifier, CMS 156, has three
current outputs and three current outputs. The PCs have Windows 7 operating system

with eight-core CPU.

Figure 32: Laboratory setup for the DSE-based protection scheme.
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The laboratory instrumentation of the DSE-based protection scheme is shown in Figure

33.

Unmodulated
IRIG-B

Small Analog Signals

Voltages

Currents
—

BT ] ]

Waveform Generation DSE Protection PC

Figure 33: A schematic of the laboratory setup for the DSE-based protection scheme.

For the test of the DSE-based protection scheme, two different tests are performed. One
test is based only on the computer simulation and the other test is based on the utilization
of the above laboratory setup.

For the computer simulation, the waveform generation PC simulates fault scenarios on a
distribution system and a microgrid. The DSE-based protection scheme has been tested
using the Win-XFM program.

For the test using the laboratory setup, the simulated waveforms (for a distribution system
and a microgrid) are converted into small analog waveforms using the NI cDAQ-9188
unit. The small analog signals are amplified using the Omicron CMS 156 amplifier. Then,
the amplified voltage and current signals are measured using the Reason MU. For the
time synchronization, Arbiter 1093 unit provides IRIG-B signal which is synched to the
GPS signal from the GPS antenna. Note that the Reason MU in our lab can provide only

three voltage and three current measurements.
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5.3.1 An Application Example of the DSE-based Protection — Distribution Circuit

The DSE-based protection scheme for the distribution circuit is demonstrated in this
chapter. The description of the DSE-based protection for an active distribution circuit is
provided in from Appendix B to Appendix G. In detail, the AQCF model of the single
distribution line and the transformer is derived in Appendix B and Appendix C,
respectively. The states and measurement data of the distribution system are defined
in Appendix D, Appendix E, and Appendix F. In Appendix G, the measurement data are
derived from each model and a set of the point that merges each model into the combined

model.

A test system has been used for numerical experiments that include a distribution circuit
under protection and a grid connected to the distribution system. The example test system
is shown in Figure 34. The distribution circuit protection zone is defined in the blue area

as shown in Figure 34.
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Figure 34: Test system diagram for the distribution circuit protection zone — the DSE-based

protection scheme.
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Event Description — Fault Conditions on the Distribution System

The intention here is to generate waveforms that represent the fault conditions, for
example, three-phase faults and a HIF. Specifically, three-phase fault and HIF on phase A
with 10 ohm fault resistance initiated inside of the protection zone at FAULT-IN node
and TH-LOADAS3 node, respectively, and an external three-phase fault occurred at
FAULT-EXT node. The following specific fault is employed as shown in Figure 35. The
internal fault starts at 0.32 seconds and ends at 0.35 seconds and the external fault starts
at 0.36 seconds and ends at 0.39 seconds. The HIF starts at 0.46 seconds and ends at 0.49
seconds, and note that the fault current is so small to be detected by ordinary relay
schemes. A result COMTRADE data file is generated by measuring voltage and current
at each terminal of the protection zone. Using the simulated COMTRADE data file,
protection of the distribution circuit is tested.

An example test system, measurement, and the faults are illustrated in Figure 35. The
blue area in Figure 35 indicates the distribution circuit protection zone. The red boxes
indicate the fault conditions.
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Figure 35: Test system diagram for the distribution circuit protection zone with measurements and

faults — the DSE-based protection scheme.
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Measurement Data Acquisition

This section describes how the measurement data are obtained, and how the protection
scheme can be economically justified.

In the above Figure 35, the active distribution system has only one load tap point in the
protection zone. However, it is highly likely that there are multiple of load connections
along the feeder lines. Since the protection scheme requires voltage and current digital
data, the UGPSSM should be installed at every interface to provide the measurement.
Installation of metering devices at every load tap should not involve excessive
investments that might deter the implementation of the protection scheme. Excessive
economical burden can be minimized by applying the metering devices on the low side of
the transformers on the active distribution system. The voltage ratings of low side of the
transformers are 480V, which means that the building cost of each metering device can
be significantly reduced.

The UGPSSM senses voltage and current data with high sampling rate and converts the
measured data from analog to digital (sampled values) according to the IEC 61850
standard. Then the sampled values are sent to the process bus via a concentrator with high
data rates. Wireless communication can be used between the UGPSSM and the process

bus.
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Measurement data of the internal and external fault on the distribution system are shown
in Figure 36.
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Figure 36: The waveforms of the fault scenario — voltage and current measurement at five terminals
of the feeder line on the distribution system.
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5.3.2 Result Description for the Computer-based Simulation— Distribution System

Some of the resulting waveforms are shown in Figure 37. Based on the result graphs
in Figure 37, it can be concluded that the DSE-based DSE-based protection is able to
protect the distribution circuits with 100 % confidence level regardless of the operating
condition. More specifically, during the normal operation time, the confidence level is
100%, which means that measurements are consistent with the model and the distribution
circuit is in the normal operating condition. For the internal three-phase fault starting
from 0.32 seconds in Figure 37, the confidence level is 0%, which means that a fault
condition is on the distribution circuit. Moreover, for the internal HIF starting from 0.46
seconds in Figure 37, the confidence level is 0%, which means that a fault condition is on
the distribution circuit. On the other hand, for the external fault starting from 0.36
seconds, the confidence level is 100%, which means that a fault condition is outside of
the protection zone. The computation time for each step is also depicted in Figure 37. The
average computation time is 0.109 ms. More result graphs, for example, states, actual
measurement, virtual measurement, pseudo measurement, and resulting error and

normalized error for the internal fault and the external fault are provided in Appendix N.

74



Program XfmHms - Page 1 of 1

c:\wmaster\winxfm\yonghee\result\yonghee_test_distribution_actual - May 19, 2014, 16:53:50.000000 - 10000.0 sam

10.12 k—

-13.04 k-

17.15 k—

-15.11 k-

13.91 k—

-14.51 k-

3.270 k+

-3.857 k-

3.875 k—

-3.670 k—

3.746 k+

-3.514 k-

100.0

-257.2 p-

273.5 k—

799.1 m—

117.8 u

106.9 u—

Actual_Measurement_Voltage RECA3R_A (V)
Bstinfatet ]' il ,5['-; fifefhént_Voltage| RECAAR] A (V)

Actual_Measurement_Voltage RECA3R_B (V)
Estimated Actual Measurement_Voftage RECA3R B (V)

Actual_Measurement_Voltage RECA3R_C (V)
stimated, Actual, Measu =" t_Voltagd REGA3R )

Actual_Measurement_Current_RECA3R_A (A)
Estimated_Actual_Measurement_|

rrent_RECA3R_A (A)

Actual_Measurement_Current_ RECA3R_B (A)
Estimated_Actual_Measurementf Gurrent_ RECA3R_B (A)
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Figure 37: Result graphs for the fault scenario on the distribution system, simulation result.
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5.3.3 Result Description for the Laboratory Test — Distribution System

Some of the resulting waveforms are shown in Figure 37. Based on the result graphs
in Figure 37, it can be concluded that the DSE-based DSE-based protection is able to
protect the distribution circuits with 100 % confidence level regardless of the operating
condition. More specifically, during the normal operation time, the confidence level is
100%, which means that measurements are consistent with the model and the distribution
circuit is in the normal operating condition. Moreover, for the internal HIF starting from
0.46 seconds in Figure 37, the confidence level is 0%, which means that a fault condition
is on the distribution circuit. On the other hand, for the external fault starting from 0.36
seconds, the confidence level is 100%, which means that a fault condition is outside of
the protection zone. The computation time for each step is also depicted in Figure 37. The
average computation time is 0.107 ms. More result graphs, for example, states, actual
measurement, derived measurement, virtual measurement, pseudo measurement, and
resulting error and normalized error for the internal fault and the external fault are

provided in Appendix O.
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Program XfmHms - Page 1 of 1

c:\wmaster\winxfm\yonghee\result\yonghee_test_distribution_derived - May 19, 2014, 16:57:50.000000 - 10000.0 sat
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13.95 k—

-14.51 k-
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Figure 38: Result graphs for the fault scenario on the distribution system, experimental result.
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5.3.4 An Application Example of the DSE-based Protection for the Microgrid — Grid-

connected Operation

The DSE-based protection scheme for the microgrid during the grid-connected operation
mode is demonstrated in this chapter. The description of the DSE-based protection for the
microgrid is provided in Appendix C, Appendix H, Appendix I, Appendix J,
and Appendix M. In detail, the AQCF model of the multi phase cable is derived
in Appendix C. Note that the multi phase cable model is same with the distribution line
model. The states and measurement data of the microgrid are defined in Appendix H
and Appendix I, respectively. The measurement data are derived from each model and a
set of the point that merges each model into the combined mode in Appendix M. An

internal and an external fault cases are simulated.

A test system has been used for numerical experiments that include the microgrid under
protection and an integrated system around it. The example test system is shown
in Figure 39. The microgrid protection zone is defined in the blue area as shown in Figure
39. To simulate the grid-connected operation mode, the circuit breaker is closed (red) to

the distribution system as shown in red oval in Figure 39.
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Figure 39: Test system diagram for the microgrid protection zone during the grid-connected

operation — the DSE-based protection scheme.
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Event Description — An Internal Fault on the Microgrid during the Grid-connected

Operation

The following specific faults are employed as shown in Figure 40. The intention here is
to generate waveforms that represent the fault condition, for example, three-phase faults
are initiated inside and outside of the protection zone at FAULT-IN and at FAULT-EXT
node, respectively. The following specific fault is employed as shown in Figure 40. The
internal fault starts at 0.32 seconds and ends at 0.35 seconds, and the external fault starts
at 0.36 seconds and ends at 0.39 seconds. Note that the fault current level is less than 1.5
times of the normal current level which is very small for the internal fault case. A result
COMTRADE data file is generated by measuring voltage and current at each terminal of
the protection zone. Using the simulated COMTRADE data file, protection of the

distribution circuit is tested.

80



Al

EEDER1

NN\\

Z
1

VEeeper1  [FEEDER1

EAC u
° |
e Im-LoaD1
V-LoAD1 -
| 3
r——— - |
I ! I
Ié;**‘“ FAULT |
I ! I
I ‘l' I
I ! I
I i I
L _ L J Lo__2_
EEDER?2
2
5/
o~
|FEEDER2
V eEEDER2 HOUSESR

Figure 40: An internal fault simulation on the microgrid with measurements and faults — the DSE-

based protection scheme.
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5.3.5 Result Description for the Computer-based Simulation — Microgrid during the

Grid-connected Operation

The resulting waveforms are shown in Figure 42. Based on the result graphs of the test
scenario shown in Figure 42, it can be concluded that the DSE-based protection is able to
protect the microgrid circuits with 100 % confidence level regardless of the operating
condition. More specifically, during the normal operation time, the confidence level is
100%, which means that measurements are consistent with the model and the microgrid
circuit is in the normal operating condition. Moreover, for the internal fault starting from
0.32 seconds in Figure 42, the confidence level is 0%, which means that a fault condition
is on the microgrid. On the other hand, for the external fault starting from 0.36 seconds,
the confidence level is 100%, which means that a fault condition is outside of the
protection zone. The computation time for each step is also depicted in Figure 42. The
average computation time is 0.149 ms. More result graphs, for example, states, actual
measurement, virtual measurement, pseudo measurement, and resulting error and

normalized error for the internal fault and the external fault are provided in Appendix P.
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Figure 42: Result graphs for the fault scenario on the microgrid during the grid-connected operation,

simulation result.
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5.3.6 Result Description for the Laboratory Test — Microgrid during the Grid-

connected Operation

The resulting waveforms are shown in Figure 42. Based on the result graphs of the test
scenario shown in Figure 42, it can be concluded that the DSE-based protection is able to
protect the microgrid circuits with 100 % confidence level regardless of the operating
condition. More specifically, during the normal operation time, the confidence level is
100%, which means that measurements are consistent with the model and the microgrid
circuit is in the normal operating condition. Moreover, for the internal fault starting from
0.32 seconds in Figure 42, the confidence level is 0%, which means that a fault condition
is on the microgrid. On the other hand, for the external fault starting from 0.36 seconds,
the confidence level is 100%, which means that a fault condition is outside of the
protection zone. The computation time for each step is also depicted in Figure 42. The
average computation time is 0.141 ms. More result graphs, for example, states, actual
measurement, derived measurement, virtual measurement, pseudo measurement, and
resulting error and normalized error for the internal fault and the external fault are

provided in Appendix Q.
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Figure 43: Result graphs for the fault scenario on the microgrid during the grid-connected operation,

experimental result.
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5.3.7 An Application Example of the DSE-based Protection for the Microgrid —

Island Operation

The DSE-based protection scheme for the microgrid during the island operation mode is
demonstrated in this chapter. The description of the DSE-based protection for the
microgrid is provided in Appendix C, Appendix H, Appendix K, Appendix L,
and Appendix M. In detail, the AQCF model of the multi phase cable is derived
in Appendix C. Note that the multi phase cable model is same with the distribution line
model. The states and measurement data of the microgrid are defined in Appendix H
and Appendix I, respectively. The measurement data are derived from each model and a
set of the point that merges each model into the combined mode in Appendix M. An

internal and an external fault cases are simulated.

A test system has been used for numerical experiments that include the microgrid under
protection and an integrated system around it. The example test system is shown
in Figure 44. The microgrid protection zone is defined in the blue area as shown in Figure
44. To simulate the island operation mode, the circuit breaker at the PCC has set to open

position (green) as shown in the red circle shown in Figure 44.
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Figure 44: Test system diagram for the microgrid protection zone during the island operation — the

DSE-based protection scheme.
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Event Description — An Internal Fault on the Microgrid — Island Operation

The following specific faults are employed as shown in Figure 45. The intention here is
to generate waveforms that represent the fault condition, for example, three-phase faults
are initiated inside and outside of the protection zone at FAULT-IN and at FAULT-EXT
node, respectively. The following specific fault is employed as shown in Figure 45. The
internal fault starts at 0.32 seconds and ends at 0.35 seconds, and the external fault starts
at 0.36 seconds and ends at 0.39 seconds. Note that the fault current level is less than 1.5
times of the normal current level which is very small for the internal fault case. A result
COMTRADE data file is generated by measuring voltage and current at each terminal of
the protection zone. Using the simulated COMTRADE data file, protection of the

distribution circuit is tested.
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Figure 45: An internal fault simulation on the microgrid with measurements and faults — the DSE-

based protection scheme.

Measurement data of the internal fault on the microgrid during the island operation are

shown in Figure 46.
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Figure 46: The waveforms of the fault scenario — voltage measurement at three terminals of the

feeder line on the microgrid during the island operation
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5.3.8 Result Description for the Computer-based Simulation — Microgrid during the

Island Operation

The resulting waveforms are shown in Figure 47. Based on the result graphs of the test
scenario shown in Figure 47, it can be concluded that the DSE-based protection is able to
protect the microgrid circuits with 100 % confidence level regardless of the operating
condition. More specifically, during the normal operation time, the confidence level is
100%, which means that measurements are consistent with the model and the microgrid
circuit is in the normal operating condition. Moreover, for the internal fault starting from
0.32 seconds in Figure 47, the confidence level is 0%, which means that a fault condition
is on the microgrid. On the other hand, for the external fault starting from 0.36 seconds,
the confidence level is 100%, which means that a fault condition is outside of the
protection zone. The computation time for each step is also depicted in Figure 47. The
average computation time is 0.141 ms. More result graphs, for example, states, actual
measurement, virtual measurement, pseudo measurement, and resulting error and

normalized error for the internal fault and the external fault are provided in Appendix R
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Figure 47: Result graphs for the fault scenario on the microgrid during the island operation,

simulation result.
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5.3.9 Result Description for the Laboratory Test — Microgrid during the Island

Operation

The resulting waveforms are shown in Figure 48. Based on the result graphs of the test
scenario shown in Figure 48, it can be concluded that the DSE-based protection is able to
protect the microgrid circuits with 100 % confidence level regardless of the operating
condition. More specifically, during the normal operation time, the confidence level is
100%, which means that measurements are consistent with the model and the microgrid
circuit is in the normal operating condition. Moreover, for the internal fault starting from
0.32 seconds in Figure 48, the confidence level is 0%, which means that a fault condition
is on the microgrid. On the other hand, for the external fault starting from 0.36 seconds,
the confidence level is 100%, which means that a fault condition is outside of the
protection zone. The computation time for each step is also depicted in Figure 48. The
average computation time is 0.143 ms. More result graphs, for example, states, actual
measurement, derived measurement, virtual measurement, pseudo measurement, and
resulting error and normalized error for the internal fault and the external fault are

provided in Appendix S.
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Figure 48: Result graphs for the fault scenario on the microgrid during the island operation,

experimental result.
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6 Conclusions & Contributions

The VIT Scheme

The application of reclosers and sectionalizers with the VIT scheme provides improved
distribution feeder automation with minimum investment. The VIT sectionalizers are
easy to coordinate with the VIT reclosers, even under tight coordination condition and
provide a flexible operation scheme. The coordination between the VIT sectionalizers is
more flexible because they only count the number of fault conditions, and the VIT
sectionalizers are not TCC coordinated. The sectionalizers can operate only when the
system is de-energized by the operation of the reclosers. Moreover, the VIT scheme does
not require communications or expensive controllers to provide an enhanced automatic
load transfer function. The VIT scheme engages simple counters and timers to fully
utilize the voltage and current measurement. The FCC helps to confirm the fault
condition from the source side of the fault, and the NVC helps to confirm the fault
condition from the load side of the fault. The VIT scheme helps utilities to minimize
unnecessary outages and minimize the number of affected customers in the event of a

fault.

This thesis demonstrates the VIT protection scheme for a traditional distribution system
and presents numerical experiments using various test scenarios with various fault
locations. In all of these test scenarios, the simulation results verify that the protection

scheme successfully performs the automatic load transfer scheme for a loop system.

The contributions of the VIT schemes are as follows: (a) the coordination between the

VIT reclosers and the VIT sectionalizers provide more selective protection by increasing
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the number of protection zones, (b) the VIT scheme requires no additional
communication channels, and (c) the VIT scheme can be added to the existing protection

schemes easily by installing a set of current and power transformers, and the VIT relay.
The DSE-based protection scheme

The DSE-based protection scheme provides a solution to issues related with large
installations of DGs on active distribution systems and LV microgrids. This protection
scheme can differentiate the internal fault of the component from normal operating
conditions. The protection scheme is based on the dynamic state estimation using real-
time measurement data and component's dynamic model; the real-time measurement data
are continuously provided by online monitoring system. From these measurements and
the dynamic model, the dynamic state estimation produces the real-time dynamic states
of the component as well as the confidence level that indicates the goodness of fit of the
component model to the measurements. The confidence level is used to assess the health
of the component; if the confidence level is almost zero, then we can conclude that an

internal fault has occurred inside the component.

The thesis demonstrates the DSE-based protection scheme for active distribution systems
and microgrids and presents numerical experiments using a test set with multiple fault
scenarios: (a) External fault, (b) HIF, and (c) Internal fault. In all of these fault scenarios,
the simulation results verify that the protection scheme successfully discriminate the

internal fault from other conditions (e.g., normal operation, external fault, and HIF).

The contributions of the DSE-based protection scheme are as follows: (a) The protection
scheme provides a systematic way of utilizing the plethora of MU data, (b) The

protection scheme can protect active distribution systems even if DGs provide fault
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current, (c¢) The protection scheme can protect active distribution systems even if fault
current level is limited (HIF) (d) The protection scheme can protect microgrid during
grid-connected and island operation mode, and (e) The protection scheme can be used as
a real-time protection scheme because the protection scheme detects fault conditions
from sampled values unlike traditional protection schemes that require phasors to detect

fault conditions.

7 Future Work Directions

The VIT Scheme

The thesis has demonstrated the feasibility of the VIT scheme on loop systems. Basically,
the loop system tested in the thesis is two radial feeder lines connected through a
normally-open sectionalizer. One remaining protection challenge is to modify the VIT
scheme in such a way that it can also protect an active distribution system with
distributed generation and distributed microgrids. Based on the recent IEEE standard, the
DGs will still power the grid while there is a fault on the active distribution system. As a
result, the NVC will not work as expected for active distributions systems. For success,
the NVC should be revised in such a way that it can detect several conditions that
happens when the main grid power is temporarily de-energized by the operation of the
reclosing operation: (a) A sudden change in system frequency, (b) A sudden change in
system voltage, and (c) A sudden change in df/dt. It is conceptually identical with the
protection scheme of anti-islanding. Instead of counting the number of zero-voltage

condition, the new NVC component should increase its counter when it detects above
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conditions. A thorough investigation through numerous numerical experiments should be
performed to assess the performance of the modified VIT scheme in protecting active

distribution systems.
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The DSE-based protection scheme

The thesis has demonstrated the feasibility of the DSE-based protection of the active
distribution systems and the LV microgrid. While a demonstration on an actual system is
not illustrated, the challenges of an actual demonstration are well understood. In field
demonstrations, any model discrepancies may affect the performance of the scheme. A
critical research issue is to develop the ability to assess under field conditions the impact
of model accuracy and to develop methodologies for fine tuning the model. For example
if the mathematical model of the component does not represent the nonlinear
characteristics of the component, then the DSE-based protection scheme may not protect
the component with 100% confidence. The modeling issue is fundamental in this
approach. For success, the model must be high fidelity so that the component state
estimator will reliably determine the operating status (health) of the component. The
utilization of the model by the relay in real time could provide the validation of the model.
For example the state estimation method may be extended to include the estimation for
some key parameters of the mode and therefore the relay itself could be used to fine tune
the model. This research can be first performed with power system scale models.
Specifically, the method can be tested on the scaled model of a three-substation, three-
phase power system in the Power System Control and Automation Laboratory (PSCAL)
at Georgia Institute of Technology; the scaled model consists of, a synchronous generator,
transformers, lines, and loads. Another important issue is the interoperability of the DSE-
based relay at the process bus level. This is mainly coming from the fact that the

transmitted data organization varies among manufactures, for example GE vs Reason,

100



since IEC 61850 does not specify application service data unit (ASDU) format. For

success, an MU should work seamlessly with MUs from different manufactures.
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Appendix A Quadratic Integration Method

In an attempt to facilitate DSE, a dynamic model that contains differential equations can
be simplified by the quadratic integration method. This integration method, which is a
special case of the class of methods known as collocation methods, is a fourth-order
accurate method. Therefore, this method is more accurate than the traditional trapezoidal
integration method and free from artificial numerical oscillations. For example, the feeder
line model also contains several differential equations, from which the quadratic

integration method can generate the ACF, thereby simplifying the DSE.

The basic concept of quadratic integration method is that functions vary quadratically

over the time period of one integration step, % (see Figure 49).

A Trapezoidal

x(t-h) 4

Figure 49: Quadratic-integration method [75].

The quadratic function x(z) in one time step [z-4 to 7] can be expressed as follows:

x(t)=a+br+ct?,
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1 2
where @=X(t—h) b:Z(_Sx(t_h)+4xzn _x(f)), ¢ Z?(X(f—h)—zxm +X(¢))'

For example, if the dynamic system is represented as follows:

dx(tt) _ Ax(0),

where A4 is the coefficient matrix. If this equation is integrated from 7-4 to ¢ and from -/

to (z-h)/2, then the following matrix equation is obtained as follows:

iA I—ﬁA (I) I+%A
24 3 ,{x }: 20" | o m
nooo2n, | x ’
R T R
6" 3 6

where [ is the identity matrix.
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Appendix B Transformer Mathematical Model — AQCF Model

The AQCEF of a three-phase transformer is described in this appendix. The derived three-
phase transformer AQCF model is used as a building block of the distribution circuit

described in Section 5.3.
Single-Phase Transformer Compact Model Description

The state equations for a three-phase, two-winding transformer is provided in this section.
The development proceeds as follows. First one phase of the transformer is modeled and
the equations are integrated. Subsequently, the models of each phase are interconnected

to provide the overall model.

State space equations for the single-phase model are derived from Figure 50.

LM)=1in@1) 1 L,

Vi(t) e———ANN—YY ¢ L 2 L; i3(8)= i51(t)
+ ) AN M e vi(l)
+
e Ln e te(t)
. (1
ia(t) inl®)  _ — li) ® V(1)
vat) e—

Figure 50: Single-phase transformer.

The state is defined with
M) =@ v v v@ 0 e) 20) i@ O]

The following equations describe the single-phase transformer in Figure 50:
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WO=i @) K +5,()=0 KO)=iy, () 50+i,()=0

ri () +rtiy(0) =i, @) +e() 0=L,i,)-A)
: d .

0=, () = v, (t) —e(t) —riiy, (1) — Ly Y (®)

: d . d
0= v, (1)~ v, (1)~ telt) = ryin, (1) = L i, (1) O=e(t) —-A(0)

dt , dt .
Above equations can be written in the following compact matrix form as follow:
: d

Ay, (#)=Bw p 1)+ B, EVM (?)
where i, (1) =[i,(t) () i) () 0 0 0 0 0],

@ =@ 0 @ v L0 0 A L0 LO]

10 0 0000 0 0
110000000
001000000
001100000
A=|r. 0 £ 0000 0 0
000 0O0O0O0GO0O
000 00O0O0O0O
000 0O0O00O0O0O
00 0 0000 0 O]
[0 0 00 0 0 0 1 O]
0 000 OO 0O 0 O
0 0 00 0O 0 0 0 1
0O 0 0 0O 00O 0 0 O0f
B=0 0 0 0 .. 1 0 0 O
0 0o 00 L, 0 -1 0 O
1 -10 0 0 -1 0 - O
00 1-110 -t 0 -r,0
o 0 0 0 0 1 0 0 O
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0000000 O O
0000000 O O
0000000 O O
0000000 O O

B,={0 00000 O0 0 O
0000000 O O
0000000 -1 O
000000 O0 0 -IL
000000-1 0 0]

when integrated over time

0- Bl[’;m(t -+ 2 )+ o (r)] + By () - viy e~ )

when integrated over time

5h h h
0= Bl(mvw(t —h) +§V1¢ () _QVM (t)j + BZ(V1¢ (t,) =it - h))'

where

i, (6) = [i,(t) i,(t) i() i(r) 0 0 0 0 0]

i)

interval [t-h,

interval [t-h,

iy () =[i@,) @) i@,) i) 0 0 0 0 0]

=@ w0 vE) 0 0,0 e A @) i@

W =Py ) Bl ) L6 ) M) L) w)

Express above equations in a compact matrix form as follows:

B, 0 0
A0 hB B 2hB hB B
0 0 i1¢(t) _ 6 1+ 5 3 V1¢(t) B 6 1+ 5,
0 4 i1¢ (,) }(l) 5 By Vig (¢,) 0
0 O _ﬂgl 531"'32 —aBﬁBz
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For simplicity rewrite above equation

Gc{ i, (1) }:Hd|: vy (2) }—va(t—h)],

i1¢ ,) Vig ,)
(B.1)
4 0] h 5 2h0 [0
G 0 0 EB1+Bz ?Bl _gBl+B2
where Uy = 0 4 , H, = 0 B, J = 0
h h oh
—0 0— _aBl §B1+BZ __aBl"'Bz_

The algebraic companion form of the transformer is obtained by solving Equation B.1 for

i, (¢) as follows:

[ w0 }L{ 0 }—N[vm(r—h)],

i1¢ ,) Vig ,)

(B.2)

where L=G,H,, N=G,J, G, is row operations defined with
G,G,=diag{ff1 1 1100000111100 0 0 0]}

Three-Phase Transformer Compact Model Description

Using the algebraic companion form for the single-phase transformer, the algebraic
companion form is derived for the three-phase transformer. Three single-phase
transformer admittances matrices are combined to form a three-phase transformer

admittance matrix. Four phase connections are supported as follows: (a) Wye-wye, (b)
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Wye-delta, (c) Delta-wye, and (d) Delta-delta. For this thesis, delta-wye transformer is

used.

The AQCF of the three-phase, delta-wye-connected transformer can be derived by
integrating three AQCFs of the single-phase transformer model. In order to integrate
three AQCFs, the pointers of the single-phase AQCF need to be re-assigned to those of
three-phase AQCF. The pointer mapping of external and internal states between single-

phase AQCF and three-phase, delta-wye connected AQCF are shown in Figure 51.

Single Phase Three Phase: DEL-WYE
A a
1) @ L e ® 3 o—4 Q e
(10) . (12) 1) - 415
O @]
5-9 o 8-12
(14-18) © (30-34) 8
21 4a3)
B o L ® ———o b
204 o 327
/3-17°
@]
(35-39) ©
(@]
C P [ J [ ) b ° ¢
325) © 6(28)
1 8-228
(40-44) ©
o n

729

Figure 51: Delta-wye connection indices (quadratic).

The device matrices L and N, which are described in the single-phase AQCF, (B.2), are
integrated based on the following algorithm, thereby providing the integrated matrices Y.,

and Ne,.
For PHASE =1:3
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For 1=1:18

Kl= PO|NTERPHASE (|)

For J=1:26

K2 = PO'NTERPHASE (J)

Yeq(K1,K2) = Yeq(K1,K2) + L(1,J)

End
For J=19
K2 = POINTERpyase (J)
Neq(K1,K2) = Neq(K1,K2) + N(1,J)
End

End
End

Here, PHASE is the index for each single-phase transformer. POINTER is changed
according to the terminal to which each single-phase transformer is connected. They are

shown in Table 2. For instance, POINTER(3) is four.

Table 2: Pointer elements for delta-wye connection.

Single-Phase Transformer | Pointer Elements (POINTERpHAsE)

PHASE =1 1,3,4,7,8,9, 10, 11, 12,
23, 25, 26, 28, 30, 31, 32, 33, 34
PHASE = 2 2,1,5,7, 13, 14, 15, 16, 17

24, 23, 27, 29, 35, 36, 37, 38, 39
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PHASE = 3 3,2,6,7,18, 19, 20, 21
25, 27, 28, 29, 40, 41, 42, 43
The model is expressed in terms of the following equations.

{ i3¢ (1) } _ qu,XFMR { X34 (?) } _ Neq,XFMR X3y (t-h),

I3 (¢,,) X34 (¢,)

where
i, (t) = [1,,(0),1,(0),i-(0),1,(2),0, (2),i.(2),1,(2),0,0,0,0,0,0,0,0,0,0,0,0,0,0,0] r
X35 (1) = [V, (1), v (), v (1), v, (), v, (1), v (1), v, (2),
i (2),e, (), A, (), iy, (2),05,, (1),
L (£), €5 (1), A ()05 (2), 03,5 (2), ’
i (8) e (8), Ac (O) iy, () i, ()]
i, () =1, @,)i5(,) 00 (2,0, ()1, (). (2,)1,(,),0,0,0,0,0,0,0,0,0,0,0,0,0,0,0] r
X35 (0) =[v,(2,),v5 (t,),ve (2,),v,(2,),v, (). v (2,),v,(,),
b (t,)e, ) A, (,), iy, ()05, (,,),
L (1,),€5(8,,), A5 (2,) 015 (2,,)1 1315 (2,),

e (8) € (8,1 Ac (8 )t (8,1 (1)1

In this thesis, B,, =N, vz [x(z = h)]. So, the final equation is as follows:

L3y (2) _ X34 (?)
|:i3¢ (tm )j| - qu'XFMR |:x3¢ (tm )j| B Beq,XFMR .
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Appendix C Distribution Line Mathematical Model — AQCF Model

The AQCEF of the distribution line model using quadratic integration is presented in this
appendix. Note that the AQCF of the multi phase cable also can be derived from the line
AQCF model. We present the AQCF for one section. The derived AQCF model is used
as a building block of the distribution system and the microgrid described in Section 5.3

and Section 5.3.4, respectively.
Single-Phase Line Model - Single Section

The physical model of the single-phase distribution line model or the multi phase cable

model is illustrated in Figure 52.

i1(t) vi(t) iw(t) : va(t) ia(t)

Figure 52: Physical model of one phase of the distribution line — single section.

The pi-equivalent circuit is used for the multiple conductor distribution line. If the length

of the section is / and the per unit length parameter are r, L, g, ¢ (all matrices) then
R=1Ir, L=1/L, C=(/2)c, G=(12)g.

The Gs is a matrix used for numerical purposes only and is not a part of the physical

model. It is used as a stabilizer for the numerical integration. In the above four
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parameters, L is changing with currents in the conductors, therefore is current dependent
in the model. In later sections, this is denoted as L(i). G is the conductance to ground. It

can be considered zero in this model.

Model Circuit Equations of Single-Phase Model- One Section

mo=w0%4G+anm—waa+c@%9

i () = =iy (1) = Gy (1) + (G + G )v, (1) + cdvé—t(t)

0=—v1(t)+v2(t)+R-iW(z)+LM

Above equations can be rewritten in the following matrix form:
ALi(t) + A, 4 i(t) = B,x(t) + B, 4 x(?)
dt ™
where
i0)=[a0 0 o,

x(O)=[v(0) v, i, O],
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(G+G, -G, 1
B,=| -G, G+G; -1
-1 1 R
'Cc 0 0
B,=|0 C 0
0 0 L

Three-Phase Line Model - Single Section

The physical model of the three-phase distribution line model or the multi phase cable

model is shown in Figure 53
iAﬂ .VA1(t). iV;/A(t) R %01 .VaZ(t). ‘iaZ(t)
isﬂ . va1(t) . ?V:B(t) R Vipz(t) T ‘i'bz(t)
fcﬂ ver(Y) o—f\,»VC(t) { R —L() e Vell) ® 1?02(0
|N1(t) VN1(t) IWN(t) : R I_IL(|) Vng(t) |n2(t)
{Gs |
JG_L
1 Gs |
I = o
{Gs |

Figure 53: Physical model of three phase distribution line model — single section.

Model Circuit Equations of Three-Phase Model- One Section
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0= (GG v (-G (0 + €20

15 (1) = iy (t)+ (G+G )y (t)—Gevy, (1) + C—del (t)

iy (1) =icy (1) (G + Gy vy (1) = Gyv , (1) +C dellt ()

o (0) =y ()4 (G + G5 v ()= G, (0)+ Cdd—t(t)

Lo (1) = =14 (£) = Gsv 4 (1) + (G + G )v,, (1) + Cdvzl_zt(‘)
dv,, (1)

ibz(t):_iBW() Gy () +H(G+G )y, ()+C——

i,(1)= _iCW( ) Gy, () +(G+Gg)v,, () +C dt(t)

i1 (0) =~y ()~ Gyvys () +(G+ Gy, (0 + € 2

0= 443,50+ R (01722
0= v, (1) + Vo (1) + Ry (t)+Ldi%t(t)
0=—ve () +v,(O)+R-igy (t)+Ldi%t(t)
0= vy )4y @)+ Roiy (04120

where
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[R11 R12 R13 R14 L[11 112 [13 [14

oo R21 R22 R23 R24 . [21 L22 123 L24
| R31 R32 R33 R34 ’ | 131 132 133 L34 ,
R41 R42 RA3 R44 L41 L[42 L[43 L44

Cl1 -C12 -C13 -Cl4
-C21 (C22 -C23 -C24

C=
~C31 -C32 (33 -C34)
—C41 —C42 —C43 (44
G11 0 0 0 000 O
0 G22 0 0 000 O
G, = ; G=
71 o G33 0 | 000 O
0 0 G.44 0 0 0 Gad

Above equations can be rewritten in the following matrix form:
Ai(0) + 4, L i() = Bux(e) + B, L x(¢)
dt dt :
where:
i()=[ia®) in@) i) @) i.0) iw@) i) i) 0 0 0 0]

x(t):[vAl(t) V() ve () vin(@) v (@) v () v () v (@) i,y @) igy (@) iey (D) iNW(t)]T
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100 00O0O0OO0OOOOO
01 000O0OOOOO OO OO
001O0O0O0O0OO0CO0OGO0OTGO0ODO
0001O0O0O0OO0OO0OO0OTGO0ODO
000O01O0O0OO0OO0OO0ODOTPO
0 00O0O0OT1O0O0OO0OTO0OTODO

0 000O0OO1O0O0O0OTO0TP O

0 000O0OOO1O0O0TO0OTP O

0O 000O0OOOOOTOTO OO
0O 00 0O0OOOOOOOGODWO
0O 00 0O0OOOOOOOGODO
0O 00 0O0OOOOOOOGODO

4

0
~G22

~G,11

0
~G,33

0

G, 22

0
~G,44 0

0

G,33

0

0

0
G,11
0

G44+G, 44

0

0
G, 22

0 0
~Gs22 0

-G 11
0

G,33

~G,33 0
—G,44

0

0

G, 44

0

R11 R12 RI3 Rl4
R21 R22 R23 R24
R31 R32 R33 R34
RA1 R42 RA3 RA44

0
0
0
1
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[ C11 -C12 -C13 -C14 0
-C21 C22 -(C23 -C24 0
-C31 -(C32 (33 -C34 0
—C41 —-C42 —-C43 (44 0 0 0 0
0
0
0

o O O
o O O
o O O

0
0
0
0

0 0 0 0 Cl1 -C12 -C13 -Cl4
-C21 C22 -(C23 -C24
-C31 -C32 (33 -C34
—C41 —-C42 —-C43 (C44 O 0

0 0 0 0 11 112 113 [14
0 0 L21 L22 L[23 L24
0 0 L31 L32 L33 L34
0 0 L4l L42 L43 L44

O O O O O o o
O O O O O O O o
O O O O O O O o

o O O O O O o
o O O O O O O
o O O O O O O
O O O O O o o

0 0
0 0
0 0
when integrated over time interval [t-h,t],

h oh. k. 4 4 h 2h h
A1(611¢(t—h)+311¢m +611¢(t)j+A2(zl¢(t) —zw(t—h)):Bl(evM(t h) +6vl¢(t)j+Bz(vl¢(t)—v1¢(t—h)).

when integrated over time interval [t-h,tn],

5h . h. h . . . 5h h h
A1(24’1¢ (t-=h)+ Elwm - ﬂlw (t)j + AZ(Z].(bm —i,(t— h)): 31(24 vyt —h)+ §V1¢m - ﬂvm (t)J +B, (Vwm A G h))

Express above equations in a compact matrix form.

h 2h h 2h h h

Ta+4, a4 . 2B +B, B T4-4 2B +B
1 2 1 i(t ! 12 1 x(¢ 1 2 1 2

6 3 _|6 3 |6 -ml-| 6 o
h h i(t,) h h x(t,)|” | 5h ! 5h X

— L4 24t a, | ——B, B +B, | |22 44 -2 +B,
24" 3 24 3 24 24

For simplicity rewrite above equation

G )| el

where
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—A +4, ?Al
Ga=|" h :
—z/ll §A1+A2
ﬁBl'f‘Bz 2—hBl
Hy=17 0y, h3
—og B gBith
ﬁAl_Az
;| 6
41 5]
ﬂAl_AZ
—ﬁBl'f-Bz
6
Ji=| 5
—ﬁBl-i-Bz

i(,)

The algebraic companion form is obtained by solving the above equation for as

follows:

i(t) B x(1) '
L‘(rm J e L(tm )} = Mgl =1 = Ny et = )]

quLlNE = G;Hd M = G;Id NEQUNE - G;Jd .

where

€4d LINE

. . 4 O
And © is row operations defined with G,G = [ 0 Al]

B, =M, [i(t—h)]+N [x(t — h)] . S0, the final equation is as follows:

€qLINE

In this thesis
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i3¢ (?) _ X34 (1)
|:i3¢ (tm )} - qu,L[NE |:x3¢ (tm )} - Beq,LINE .
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Appendix D Distribution Circuit States Definition

In this appendix, the states of the distribution circuit are defined. The distribution circuit
is highlighted in a blue area as depicted in Figure 34. The distribution circuit is composed
four line models and three transformer models. For the distribution circuit, states of the
model are composed of 24 external states (12 external states for time t and 12 external
states for ty) and 52 internal states (26 internal states for time t and 26 internal states for

time ty). The total number of states is 76.

The external states, part of the internal states, and currents are illustrated in Figure 54.

Internal states of the transformers are same as explained in Appendix B.

Va . VL1A )

I Is1R,AALILA la Voa
Vg iB LINE1 i Ve LINE2 ib Vi

Yeq1 Yeq2

Ve ic o q ic Ve
O—=| Beq1 Beq2 O
VN IN iC Vn
O—)- *—O

IL1

XFMR1
Yeq3
Beq3

iLJ;a iLi,b iJ;m

Vit,a Vi1p Vite Viin

Figure 54: The distribution circuit model representation including states, and currents.
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For time t, the states are listed in Table 3. For time t,, the states are the same.

Table 3: States for three-phase distribution circuit at time t and t;,.

State type

Va External State
VB External State
Ve External State
VN External State
Va External State
Vb External State
Ve External State
Vi External State
Viia External State
Viip External State
Viic External State
Viin External State
wA Internal State
IwiB Internal State
Iwi.c Internal State
IwLN Internal State
w2.A Internal State
w2,B Internal State
Iwa.c Internal State
Iwa.N Internal State
\EDN Internal State
ViiB Internal State
Viic Internal State
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IL1L1A Internal State

iL1L3A Internal State
IL1,mA Internal State
eL1A Internal State
Yy Internal State
IL1L1B Internal State
iL1,L38 Internal State
iL1mB Internal State
eL1B Internal State
A Internal State
iLLic Internal State
iL1L3c Internal State
IL1me Internal State
eLic Internal State
Aric Internal State

The states are defined as follows:

oo 2]

where ¥ (¢) and V(¢,) are external states, and v,(¢) and v,(¢,) are internal states as

defined above.
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Appendix E Distribution Circuit Measurement Data Definition for the Computer

Simulation

The measurement data of the distribution circuit depicted in Figure 34 are defined in this
appendix. Note that in the actual implementation data will not be coming from the
COMTRADE but rather streaming from the data acquisition system. The COMTRADE
file is used for offline events simulation and offline DSE-based protection analytics. The
measurement number should be changed depending on the number of terminals and load
connections. Generally, the number of actual measurement at time t and t, is determined
by 2*(3*(number of terminals) + 3*(number of loads)). For this case, two terminals and
one load connection are combined. The number of virtual measurement and pseudo
measurement at time t and t,, is dependent on the line and transformer AQCF model. For
the computer based simulation, the following measurements of the distribution system

could be obtained from the COMTRADE file.

Actual across measurements — Nine voltage measurements at time t and nine voltage
measurements at time t,, = (t-h+t)/2 (phase A-N, phase B-N, phase C-N, phase a-n, phase
b-n, and phase c-n, phase Lla-N, phase L1b-N, and phase L1c-N). For these

measurements assume a measurement error with standard deviation equal to 0.05 p.u.

The model of this measurement type is as follows:

vr@)=v.(t)-v,t)+n,

where V" (¢) are the measurement values.

Actual through measurements — Nine current measurements at time t and nine current

measurements at time t, = (t-h+t)/2 (phase A, phase B, phase C, phase a, phase b, phase c,
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phase L1la, phase L1b, and phase L1c). For these measurements assume a measurement

error with standard deviation equal to 0.01 p.u.

The model of this measurement type is i row of the combined model equation as

explained in Appendix G:

1" (t) = yeq_realx x(t) —beq_real+n

where 1" (¢) are the measurement values.

Virtual measurements — 54 virtual measurements at time t and 54 virtual measurements
at time t,,=(t-h+t)/2. The virtual measurements can be classified into three groups as
follows: (a) Internal measurements of transformers (15 at time t), (b) Internal
measurements of single section lines (8 at time t), and (c) Summation of current at each
connection (KCL measurement, 4 at time t). The summation of current at each
connection is zero according to the KCL. For these measurements assume a measurement

error with standard deviation equal to 0.01 p.u.

The model of this measurement type is i row of the combined model equation as

explained in Appendix G, simply O0=yeq_reakx(t) —beq_real+n

Pseudo measurements — six pseudo measurements at time t and six pseudo
measurements at time ¢,,=(z-h+t)/2 (voltage N, voltage n, voltage L1N, current N, current
n, and current L1N,). These measurements represent quantities that have a certain value
with a relatively large measurement error; in this case normally not measured, such as
current in the neutral, or voltage at the neutral. For these measurements assume a

measurement error with standard deviation equal to 0.01 p.u.
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The pseudo measurements of the distribution model can be divided into two groups as

follows:

(a) Six across neutral voltage measurements as follows:
0=v,()+n
(b) Six through neutral current measurements as follows:

i™ row of the combined model equation 0=yeq_reakx(f)—beq_real+n

where i row are selected as explained in Appendix G.

In summary, the measurement data for three-phase distribution circuit are composed of
36 actual measurements, 58 virtual measurements, eight pseudo measurements, and the
total numbers of measurement data are 102. Since the number of states are 76, the degree
of freedom, v, is = m-n=102-76=26. It will provide a redundancy of 34.21% (= (102-

76)/76*100). The measurements are listed in Table 4.

Table 4: Measurements for three-phase distribution circuit for the computer simulation.

Type Name Measurement Model Standard
Across voltage AN Z1 = Va(t) = vn(b) 0.05(p.u.)*Vrating
Across voltage BN Z, = vg(t) — v (1) 0.05(p.u.)*Vrating
Across voltage CN Z3 = Vc(t) — v (1) 0.05(p.u.)*Vrating
Pseudo voltage N 2, =0 =v\(t) 0.01(p.u.) *Vrating
Across voltage _an Zs = Vy(t) — V(1) 0.05(p.u.)*Vrating
Across voltage bn Zg = Vp(t) — V(D) 0.05(p.u.)*Vrating
Across voltage cn Z7 = V¢(t) = vi(t) 0.05(p.u.)*Vrating
Pseudo voltage n g =0=v,(t) 0.01(p.u.) *Vrating
Across voltage AN Zg = Va(tm) — Vn(tm) 0.05(p.u.)*Vrating
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Across | voltage BNm Z30 = Vg(tm) — Vn(tm) 0.05(p.u.)*Vrating
Across | voltage CNm 231 = Ve(tm) — Un(tm) 0.05(p.u.)*Vrating
Pseudo voltage_ Nm 21, = 0 = vn(tm) 0.01(p.u.) *Vrating
Across | voltage_anm 233 = Vy(tm) = Va(tm) 0.05(p.u.)*Vrating
Across | voltage_bnm 234 = Vp(tm) = Vn(tm) 0.05(p.u.)*Vrating
Across | voltage_cnm 235 = Ve(tm) = Va(tm) 0.05(p.u.)*Vrating
Pseudo voltage_nm 216 = 0 = Vp(ty) 0.01(p.u.) *Vrating
Across | voltage Llan 237 = Vi1a(t) = Vian(t) 0.05(p.u.)*Vrating
Across | voltage L1bn Z18 = Vip(t) — Vian(t) 0.05(p.u.)*Vrating
ACross voltage L1cn Z19 = Vi 1c(t) = Viin(t) 0.05(p.u.)*Vrating
Pseudo | voltage L1n Zy0 = 0 = v 15(t) 0.01(p.u.) *Vrating
ACross voltage L lan Z51 = Vi 1a(tm) = Vian(tm) 0.05(p.u.)*Vrating
Across | voltage L1bn Z55 = Viap(tm) — Vean(tm) 0.05(p.u.)*Vrating
ACross voltage L1cn Z53 = Vi 1c(tm) = Vin(tm) 0.05(p.u.)*Vrating
Pseudo voltage L1n Z54 =0 =V 15(ty) 0.01(p.u.) *Vrating
Through current_A 25 =ialt) = yeq _real x x(t) —beq _real +7 0.01(p.u.)*Irating
Through current_B Zys = ig(t) = yeq _real x x(t) —beq _real +n 0.01(p.u.)*Irating
Through current_C Zy7 = ic(t) = yeq _real x x(t) —beq _real +n 0.01 (p.u.)*Irating
Pseudo current_N 23=0= yeq _real x x(t) —beq _real +n 0.01(p.u.) *Irating
Through current_a 2= ia(t) = yeq _real x x(t)—beq _real +1 0.01(p.u.)*Irating
Through current_b Z0=ip(t) = yeq _real x x(t) —beq _real +n 0.01(p.u.)*Irating
Through current_c zu=i(t) = yeq _real x x(t) —beq _real +n 0.01 (p.u.)*Irating
Pseudo current_n 23 =0= yeq _real x x(t) —beq _real +n 0.01(p.u.) *Irating
Through | current_Am za=iate) = veq realxx(t.)—beq real+n 0.01(p.u.)*Irating
Through | current Bm u=ist) = Veq realxx(t,)—beq real+n 0.01(p.u.)*Irating
Through | current_ Cm e =it = veq realxx(t,)—beq real+n 0.01 (p.u.)*Irating
Pseudo current_Nm 2.=0= veq realxx(t,)—beq real+n 0.01(p.u.) *Irating
Through current_am za=i(tn) = veq realxx(t,)—beq real+n 0.01(p.u.)*Irating
Through current_bm ze=it = veq realxx(t.)—beq real+n 0.01(p.u.)*Irating
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Through current_cm ze=itn) = veq realxx(t)—beq real+n 0.01 (p.u.)*Irating
Pseudo current_nm 20=0= veq realxx(t,)—beq real+n 0.01(p.u.) *Irating
Through | current_Ll1a | zy =i1.(t) = yeq _real x x(¢t) —beq _real +n 0.01(p.u.)*Irating
Through | current_L1b | zs, =inp(t) = yeq _real x x(t) —beq _real +n | 0.01(p.u.)*Irating
Through | current_L1c | z;5=i1c(t) = yeq _real x x(¢t) —beq _real +n | 0.01 (p.u.)*Irating
Pseudo | current_L1n 244=0= yeq _real x x(t) —beq _real +n 0.01(p.u.) *Irating
Through | current_Llam ezt = veq realxx(t,)—beq real+n 0.01(p.u.)*Irating
Through | current_L1b ezt = veq realxx(t,)—beq real+n 0.01(p.u.)*Irating
Through | current_Llcm 2ot = veq realxx(t,)—beq real+n 0.01 (p.u.)*Irating
Pseudo | current_L1n 23=0= yeq _real x x(t) —beq _real +n 0.01(p.u.) *Irating
Virtual 0 Zs~275= 0= yeq _real x x(t) —beq _real + 1 0.01(p.u.)*Irating
Virtual 0 0.01(p.u.)*Irating

Z5~210=0=yeq realxx(t,)—beq real+n
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Appendix F  Distribution Circuit Measurement Data Definition for the Laboratory

Test

For the laboratory test, since the Reason MU has three voltage inputs and three current
inputs, the test system with nine voltage measurements and nine current measurements
requires derived measurements. In this thesis, three actual voltage and current
measurements (for time t and t,,,) are obtained at bus "RECA_3R" and the derived voltage

and current measurements (for time t and ty,) are computed for the bus "RECA_4L" and

"TL-LOADAZ3". Basically, the derived measurements are obtained by calculating the

ratio between the bus "RECA_3R" and "RECA_4L" or "RECA_3R" and "TL-LOADA3".

Note that explanations about the duplicated measurements (actual measurements, virtual
measurements, and pseudo measurements) are not repeated, although they have different

standard deviation values as shown in Table 5.

Derived across measurements for the laboratory test —Six voltage measurements at
time t and six voltage measurements at time ty, = (t-h+t)/2 (phase a-n, phase b-n, and
phase c-n, phase Lla-N, phase L1b-N, and phase L1c-N). For these measurements

assume a measurement error with standard deviation equal to 0.08 p.u.

The model of this measurement type is as follows:
ve@)=vi()-v,@)+n

m
where &0 are the measurement values.

Derived through measurements for the laboratory test — Six current measurements at

time t and six current measurements at time t,, = (t-h+t)/2 (phase a, phase b, phase c,
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phase L1la, phase L1b, and phase L1c). For these measurements assume a measurement

error with standard deviation equal to 0.08 p.u.

The model of this measurement type is i row of the combined model equation as

explained in Appendix G:

1" (t) = yeq_realx x(t) —beq_real+n

where

1)

are the measurement values.

Table 5: Measurements for three-phase distribution circuit for the laboratory test.

Type Name Measurement Model Standard
ACross voltage_ AN Z1 = Va(t) — vn(t) 0.01(p.u.)*Vrating
ACross voltage BN Z, = vg(t) — vn(t) 0.01(p.u.)*Vrating
ACross voltage CN Z3 = V(t) — vn(b) 0.01(p.u.)*Vrating
Pseudo voltage N z,=0=v\(1) 0.08(p.u.) *Vrating
Derived voltage_an Z5 = Vy(t) — v (t) 0.08(p.u.)*Vrating
Derived voltage_bn Zg = Vp(t) — V(1) 0.08(p.u.)*Vrating
Derived voltage_cn Z7 = Ve(t) = v (t) 0.08(p.u.)*Vrating
Pseudo voltage_n Zg = 0 =v,(b) 0.08(p.u.) *Vrating
ACross voltage_ ANm Z9 = Va(tm) — Vn(tm) 0.01(p.u.)*Vrating
ACross voltage BNm Z10 = Va(tm) — Vn(tm) 0.01(p.u.)*Vrating
ACross voltage CNm 211 = Ve(tm) — Vn(tm) 0.01(p.u.)*Vrating
Pseudo voltage Nm 212 =0 = vn(tm) 0.08(p.u.) *Vrating
Derived voltage_anm Z13 = Va(tm) — Va(tm) 0.08(p.u.)*Vrating
Derived voltage_bnm Z14 = Vp(tm) — Va(tm) 0.08(p.u.)*Vrating
Derived voltage_cnm 215 = V¢(tm) — Va(tm) 0.08(p.u.)*Vrating
Pseudo voltage_nm 216 =0 = vy (tn) 0.08(p.u.) *Vrating
Derived voltage_Llan Z17 = Vi1a(t) = Vian(b) 0.08(p.u.)*Vrating
Derived voltage_L1bn 218 = Via(t) — Vian(t) 0.08(p.u.)*Vrating
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Derived

voltage Llcn

Z19 = Vi1e(t) — Via(®)

0.08(p.u.)*Vrating

Pseudo voltage L1n Zp0 = 0= v 1n(t) 0.08(p.u.) *Vrating
Derived voltage_Llanm Z51 =V 14(tm) — Vian(tm) 0.08(p.u.)*Vrating
Derived voltage L1bnm Z57 = Viap(tm) = Viean(tm) 0.08(p.u.)*Vrating
Derived voltage_Llcnm 253 =V 1¢(tm) = Vian(tm) 0.08(p.u.)*Vrating
Pseudo voltage_L1nm 254 =0 =V 1n(tm) 0.08(p.u.) *Vrating
Through current_A 25 =ia(t) = yeq _real x x(t) —beq _real +1 0.03(p.u.)*Irating
Through current B 25 =ig(t) = yeq _real x x(t) —beq _real +1 0.03(p.u.)* Irating
Through current_ C zy=ic(t) = yeq _real x x(t) —beq _real +1 0.03(p.u.)* Irating
Pseudo current_ N 23=0= yeq _real x x(t)—beq _real +n 0.08(p.u.) * Irating
Derived current_a Zp=i,(t) = yeq _real x x(t) —beq _real +n 0.05(p.u.)* Irating
Derived current_b Zp=ip(t) = yeq _real x x(t)—beq _real +n 0.05(p.u.)* Irating
Derived current_c zu=it) = yeq _real x x(t) —beq _real +n 0.05(p.u.)* Irating
Pseudo current_n 2p=0= yeq _real x x(t)—beq _real +n 0.08(p.u.) * Irating
Through current_ Am 2= ialt) = Veq realx x(tm) —beq real+ n 0.03(p.u.)*Irating
Through current_ Bm 2o = in(tn) = Veq realx x(tm) _ beq real+ n 0.03(p.u.)* Irating
Through current_Cm 2as = ic(ty) = Veq realx x(tm) _ beq real+ n 0.03(p.u.)* Irating
Pseudo current_ Nm 26=0= Veq realx x(tm) —beq real+ n 0.08(p.u.) * Irating
Derived current_am 2= i(tn) = Veq realx x(tm) _ beq real+ n 0.05(p.u.)* Irating
Derived current_bm 2a = in(t) = Veq realx x(tm) _ beq real+ n 0.05(p.u.)* Irating
Derived current_cm 200 = i(tn) = Veq realx x(tm) _ beq real+ n 0.05(p.u.)* Irating
Pseudo current_nm 20=0= Veq realx x(tm) —beq real+ n 0.08(p.u.) * Irating
Derived current_Lla zn =i.(t) = yeq _real x x(t) —beq _real +n 0.05(p.u.)* Irating
Derived current_L1b 2 =iup(t) = yeq _real x x(t) —beq _real +1 0.05(p.u.)* Irating
Derived current_L1c zi3=iu(t) = yeq _real x x(t) —beq _real +n 0.05(p.u.)* Irating
Pseudo current_L1n 24=0= yeq _real x x(t)—beq _real +n 0.08(p.u.) * Irating
Derived current_L1am 2ee = ia(ts) = Veq realx x(tm) _ beq real+ n 0.05(p.u.)* Irating
Derived current_L1bm 2= i(t) = Veq realx x(tm) _ beq real+ n 0.05(p.u.)* Irating
Derived current_L1lcm 0.05(p.u.)* Irating

2= it = veq realxx(t,)—beq real+n
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Pseudo

current_L1nm

2,3=0= yeq _real x x(t) —beq _real +n

0.08(p.u.) * Irating

Virtual

0

249~275=0= yeq _real x x(t) —beq _real +1

0.08(p.u.)*Irating

Virtual

0

2.~210,=0= yeq realxx(t,)—beq real+n

0.08(p.u.)*Irating
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Appendix G Creation of Measurement Models — Distribution System

The creation of the mathematical models of the measurements for the distribution circuit
depicted in Figure 34 is described in this appendix. For the distribution circuit, the
transformer model and the single section distribution circuit model are combined. The
derivation of these models is documented in Appendix B and Appendix C. Measurements
are composed of actual, virtual, and pseudo measurements. Among them, actual
measurement can be obtained from streaming data or saved COMTRADE data. For
online protection scheme, streaming data is required. For this thesis, offline protection
scheme is applied, so COMTRADE data are utilized. The relationship between
measurement data and system states for time t can be obtained from the single device
model and pointers as shown in Figure 55. Note that for time t, the same logic can be
applied. The Yeqki represents the i line of the admittance matrix of the k™ device, the x
represents the states of the k™ device, and the Beqy; represents the i™ line of the past

history value of the k™ device.
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LINE 1 (1%)

Pointer

Through Meas IA

Through Meas ic

Virtual Meas ILIRA

Virtual Meas iL1R,N

Combined Model

in=Yeqt 1X1(t)-Begt,1

n

Distribution System
i(t)=yeq_realx(t)-beq_realx(t-h)

0=Y oq3 6%s(t)-Bega s

iL1.6™Yeqa 22Xs(t)-Bega 22

PseudoMeas Iy 6= Vet ) Buars XFMR 1 (3°)
| - 0=qu1,4x:1(t)-Beq1,4 Pointer Through Meas3 IL1a
Virtual Meas . Is1RA 0=Yeqt oXa(t)+ Yeqr Xalt)*Yeqa sXs(t) Through Meas 16
: -(Begrg*Beqz 1*B - i,
Vitual Meas g (Begis T exss) V?rtual Meas It
o 0=Yeq1,12X1(t)*+YequaXa(t)+Yeqa aXs(t) Virtual Meas ] IL1,A
LINE 2 (2 ) ~(Begt,12+Beg2a*Begsa) Virual Meas: i
Virtual Meas ' IL1LA iL1.2=Yeqa Xs()-Bega 1 Vitual Meas Lg)'c
Virtual Meas ; IL1 LN i|_1_C=qu3y3X5(t)-Beq3y3 Virtual Meas ‘ 0

Figure 55: Measurement data and AQCF mapping using pointers — distribution system.

Actual across measurements — For actual across measurements, the model of this

measurement type is as follows:

Vi) =v,(t)-v, () +n

V" (¢)

where are the measurement values.

Actual through measurements — For actual through measurements, the model of this

measurement type is i" row of the combined model equation as follows:

1" (t) = yeq_realx x(t) —beq_real+n

m
where 1"(2) are the measurement values.
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Derived across measurements — For derived across measurements, the model of this

measurement type is as follows:

V) = v, 0 -v, 0+

V" (¢)

where are the derived measurement values.

Derived through measurements — For derived through measurements, the model of this

measurement type is i row of the combined model equation as follows:

1" (t) = yeq_realx x(t) —beq_real+n

where 1"(1) are the derived measurement values.

Pseudo measurements — The pseudo measurements of the distribution circuit model can

be divided into two groups as follows:

(a) Five across neutral voltage measurements as follows:
O=v,@O)+n

(b) Two through neutral current measurements as follows:
i row of the combined model equation.

1" (t) = yeq_reall(t)—beq_real+n ,

Virtual measurements — The model of this measurement type is i row of the combined

model equation

0=yeq_reakx(t)—beq_real+n
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The virtual measurement can be divided in two groups;
(@) Internal measurement of lines

The internal measurement model can be obtained by selecting proper i row of the line

model equation.
(b) Internal measurement of transformers

The internal measurement model can be obtained by selecting proper i row of the

transformer model equation.
(c) Current summation measurement at each node (KCL measurement)

For a composite node that two or more devices are connected, the virtual measurement
model is obtained by application of the connectivity constraints among component
objects. For electrical circuits, the connectivity constraints are obtained by applying
Kirchoff’s current law at each node of the system. For example, the row of virtual
measurement model that represents the first transformer connection node is obtained by
summing the i row of the combined model equation of the connected single device, line

one, line two, and transformer one as shown in Figure 55.
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Appendix H Microgrid States Definition

The states of the microgrid depicted in Figure 39 are illustrated in this appendix. The
microgrid is composed three multi phase cable models. For the microgrid, states of the
model are composed of 24 external states (12 external states for time t and 12 external
states for ty) and 32 internal states (16 internal states for time t and 16 internal states for

time ty). The total number of states is 56.

The external states, the internal states, and currents are illustrated in Figure 56.

. . VLA
VOA A Is1RAJLILA i Vg
Ve i LINE1 LINE2 v,
O—2B+ ML e
Ve Yeq1l|, Yeq2 v

i :
0—={Beq1 Beqg2 e 5
VON I i~ Vn

iL1A iL1,B iL ,C | 1,N
LINE3
Yeq3
Beq3

Fi0 1

Vi1aVitb Vite Vitn

Figure 56: The microgrid circuit model representation including states, and currents.
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For time t, the states are listed in Table 6. For time t,, the states are the same.

Table 6: States for three-phase microgrid at time t and t;,.

State type

Va External State
VB External State
Ve External State
VN External State
Va External State
Vp External State
Ve External State
Vi External State
Viia External State
Viip External State
Viie External State
Viin External State
iwA Internal State
w1 Internal State
iwic Internal State
IwiN Internal State
iw2.A Internal State
w2, Internal State
iwz.c Internal State
iw2.N Internal State
iws A Internal State
iwsB Internal State
iws.c Internal State
iwaN Internal State
VL1A Internal State
VLB Internal State
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Viic Internal State

VLIN Internal State

The states are defined as follows:

*() = [VV((?J x(t,) = [VV((’t )J |

where ¥ (s) and V(¢,) are external states, and v, (¢) and v, (¢,) are internal states as

defined above.
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Appendix I  Microgrid Measurement Data Definition for the Computer

Simulation - Grid-connected Operation

The measurement data of the microgrid depicted in Figure 39 are defined in this appendix.
Note that in the actual implementation data will not be coming from the COMTRADE
but rather streaming from the data acquisition system. The COMTRADE file is used for
offline events simulation and offline DSE-based protection analytics. The measurement
number should be changed depending on the number of terminals and load connections.
Generally, the number of actual measurement at time t and t, is determined by
2*(3*(number of terminals) + 3*(number of loads)). For this case, two terminals and one
load connections are combined. The number of virtual measurement and pseudo
measurement at time t and t., is dependent on the line AQCF model. For the computer
simulation, the following actual measurements of the microgrid could be obtained from

the COMTRADE file.

Actual across measurements — nine voltage measurements at time t and nine voltage
measurements at time t,, = (t-h+t)/2 (phase A-N, phase B-N, phase C-N, phase a-n, phase
b-n, and phase c-n, phase Lla-N, phase L1b-N, and phase L1c-N). For these

measurements assume a measurement error with standard deviation equal to 0.05 p.u.

The model of this measurement type is as follows:
Vo) =v,(@)—v, (@) +n,

where V" (¢) are the measurement values.
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Actual through measurements — nine current measurements at time t and nine current
measurements at time t,, = (t-h+t)/2 (phase A, phase B, phase C, phase a, phase b, phase c,
phase L1la, phase L1b, and phase L1c). For these measurements assume a measurement

error with standard deviation equal to 0.01 p.u.

The model of this measurement type is i" row of the combined model equation as follows:

1" (t) = yeq_realx x(t) —beq_real+n

where I"(f) are the measurement values and i" row are selected as explained

in Appendix M.

Virtual measurements — eight virtual measurements at time t and eight virtual
measurements at time ¢,,=(z-h+t)/2. The virtual measurements can be classified into two
groups as follows: (a) Internal measurements of lines (four at time t) and (b) Summation
of current at each connection (KCL measurement, four at time t). The summation of
current at each connection is zero according to the KCL. For these measurements, assume

a measurement error with standard deviation equal to 0.01 p.u.
The model of this measurement type is i row of the combined model equation as follows:

O0=yeq_realxx(t)—beq_real+n

where i"™ row are selected as explained in Appendix M.

Pseudo measurements — six pseudo measurements at time t and six pseudo
measurements at time ¢,,=(t-h+t)/2 (voltage N, voltage n, voltage L1n, current N, current
n, current L1n). These measurements represent quantities that have a certain value with a

relatively large measurement error; in this case normally not measured, such as current in
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the neutral, or voltage at the neutral. For these measurements, assume a measurement

error with standard deviation equal to 0.01 p.u.

The pseudo measurements of the microgrid model can be divided into two groups as

follows:

(a) Three across neutral voltage measurements as follows:

0=v,(0)+7

(b) Three through neutral current measurements as follows:

i" row of the combined model equation

O=yeq reabx(t)—beq real+n

In summary, the measurement data for the three-phase microgrid are composed of 36
actual measurements, 16 virtual measurements, 12 pseudo measurements, and the total
numbers of measurement data are 64. Since the number of states are 56, the degree of
freedom, v, is = m-n=64-56=8. It will provide a redundancy of 14.28 % (= (64-
56)/56*100). The measurements are listed in Table 7.

Table 7: Measurements for three-phase microgrid during the grid-connected operation for the

computer simulation.

Type Name Measurement Model Standard Deviation
Across voltage_ AN 21 = Va(t) — V(1) 0.05(p.u.)*Vrating
Across voltage_ BN Z, = vg(t) — vn(t) 0.05(p.u.)*Vrating
Across voltage_ CN 23 = Vc(t) — vn(t) 0.05(p.u.)*Vrating
Pseudo voltage_N z,=0=v\(t) 0.01(p.u.) *Vrating
ACross voltage_an Z5 = Vu(t) — V() 0.05(p.u.)*Vrating
ACross voltage_bn Zg = Vp(t) — vy(t) 0.05(p.u.)*Vrating
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Across voltage_cn 27 = Vg(t) = vi(t) 0.05(p.u.)*Vrating
Pseudo voltage_n g =0 =v,() 0.01(p.u.) *Vrating
Across voltage_ ANm Zg = Va(tm) — Vn(tm) 0.05(p.u.)*Vrating
Across voltage BNm 210 = Va(tm) — Vn(tm) 0.05(p.u.)*Vrating
ACross voltage CNm 211 = Ve(tm) — Vn(tm) 0.05(p.u.)*Vrating
Pseudo voltage_ Nm 215 =0 = vn(tm) 0.01(p.u.) *Vrating
ACross voltage_anm 213 = Va(tm) — Va(tm) 0.05(p.u.)*Vrating
Across voltage_bnm Z14 = Vp(tm) — Vn(tm) 0.05(p.u.)*Vrating
Across voltage_cnm 215 = Ve(tm) — Vn(tm) 0.05(p.u.)*Vrating
Pseudo voltage_nm 216 = 0 = vy(t) 0.01(p.u.) *Vrating
Across voltage_L1an 237 = Vi1a(t) = Vian(t) 0.05(p.u.)*Vrating
Across voltage_L1bn 238 = Vap(t) = Vian(t) 0.05(p.u.)*Vrating
Across voltage_L1cn 219 = Vi1c(t) = Vian(t) 0.05(p.u.)*Vrating
Pseudo voltage_L1n Z50 = 0 = vign(t) 0.01(p.u.) *Vrating
Across voltage_Llanm Z91 = Viga(tm) — Vian(tin) 0.05(p.u.)*Vrating
Across voltage_L1bnm Z55 = Vi 1p(tm) = Vian(tm) 0.05(p.u.)*Vrating
ACross voltage_Llcnm Z93 = Vi1c(tm) = Vian(tn) 0.05(p.u.)*Vrating
Pseudo voltage_L1nm Zo4 = 0= Vi1n(tm) 0.01(p.u.) *Vrating
Through current_A 25 =iat) = yeq _real x x(t) —beq _real +n 0.01(p.u.)*Irating
Through current_B 2 =ip(t) = yeq _real x x(t)—beq _real +n 0.01(p.u.)*Irating
Through current_C Zy=ic(t) = yeq _real x x(t)—beq _real +1n 0.01(p.u.)*Irating
Pseudo current_N 23=0= yeq _real x x(t) —beq _real +n 0.01(p.u.) *Irating
Through current_a 2 =i(t) = yeq _real x x(t)—beq _real +1 0.01(p.u.)*Irating
Through current_b Zo=ip(t) = veq _real x x(t)—beq _real +1 0.01(p.u.)*Irating
Through current_c zZn=i()= yeq _real x x(t)—beq _real +1 0.01(p.u.)*Irating
Pseudo current_n 2=0= yeq _real x x(t)—beq _real +1 0.01(p.u.) *Irating
Through current_Am 2= ia(t) = Veq realx x(lm) —beq real+n 0.01(p.u.)*Irating
Through current_Bm 2= in(t) = Veq realx x(tm) —beq real+77 0.01(p.u.)*Irating
Through current_Cm 2= in(t) = Veq realx x(t )—bea real+n 0.01(p.u.)*Irating
Pseudo current_ Nm 0.01(p.u.) *Irating

2.=0= veq realxx(t.)—beq real+n
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Through current_am zo=ift) = veq realx x(tm) —beq real+n 0.01(p.u.)*Irating
Through current_bm zu =it = veq realx x(tm) —beq real+n 0.01(p.u.)*Irating
Through current_cm 7wz ift) = veq realx x(tm) —beq real+n 0.01(p.u.)*Irating
Pseudo current_nm 20=0= veq realxx(t.)—beq real+n 0.01(p.u.) *Irating
Through current_L 1a zn =iat) = yeq _real x x(t) —beq _real +n 0.01(p.u.)*Irating
Through current_L1b 2 =iLipt) = yeq _real x x(t) —beq _real +1 0.01(p.u.)*Irating
Through current_L1c z3=iic(t) = yeq _real x x(t) —beq _real +n 0.01(p.u.)*Irating
Through current_L1n 24 =i1n) = yeq _real x x(t) —beq _real +n 0.01(p.u.)*Irating
Through current_L1lam 25 = iL1atn) = VEq_ realx x(tm) _ beq_ real+ n 0.01(p.u.)*Irating
Through current_L1bm 246 = iL1p(tn) = VEG_ realx x(tm) . beq_ real+ n 0.01(p.u.)*Irating
Through current_Licm 2= ite) = VEq_ realx x(tm) _ beq_ real+ n 0.01(p.u.)*Irating
Through current_L1nm 2m =it = veq realx x(tm) —beq real+n 0.01(p.u.)*Irating
Virtual 0 240 ~25=0= yeq _real x x(t) —beq _real +1 0.01(p.u.)*Irating
Virtual 0 26204=0= yeq_realx x(t, ) —beq_real+n 0.01(p.u.)*Irating
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AppendixJ Microgrid Measurement Data Definition for the Laboratory Test —

Grid-connected Operation

For the laboratory test, since the Reason MU has three voltage inputs and three current
inputs, the test system with nine voltage measurements and nine current measurements
requires derived measurements. In this thesis, three actual voltage and current
measurements (for time t and t,) are obtained at bus "FEEDER1" and the derived voltage

and current measurements (for time t and t,) are computed for the bus "FEEDER2" and

"M-LOAD". Basically, the derived measurements are obtained by calculating the ratio

between the bus "FEEDER1" and "FEEDER2" or "FEEDER1" and "M-LOAD". Note

that explanations about the duplicated measurements (actual measurements, virtual

measurements, and pseudo measurements) are not repeated.

Derived across measurements for the laboratory test —Six voltage measurements at
time t and six voltage measurements at time ty, = (t-h+t)/2 (phase a-n, phase b-n, and
phase c-n, phase Lla-N, phase L1b-N, and phase L1c-N). For these measurements

assume a measurement error with standard deviation equal to 0.05 p.u.

The model of this measurement type is as follows:
ve@)=vi()-v, @) +n

m
where &0 are the measurement values.

Derived through measurements for the laboratory test — Six current measurements at

time t and six current measurements at time t, = (t-h+t)/2 (phase a, phase b, phase c,
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phase L1la, phase L1b, and phase L1c). For these measurements assume a measurement

error with standard deviation equal to 0.06 p.u.

The model of this measurement type is i row of the combined model equation as

explained in Appendix M:

1" (t) = yeq_realx x(t) —beq_real+n

where

1)

are the measurement values.

Table 8: Measurements for three-phase microgrid during the grid-connected operation for the

laboratory test.

Type Name Measurement Model Standard Deviation
Across voltage_ AN Z1 = Va(t) — vn(t) 0.05(p.u.)*Vrating
Across voltage_ BN Z, = vg(t) — vn(b) 0.05(p.u.)*Vrating
Across voltage_ CN Z3 = Vc(t) — vn(t) 0.05(p.u.)*Vrating
Pseudo voltage_N z,=0=v\(1) 0.05(p.u.) *Vrating
Derived voltage_an Z5 = Vy(t) — v (b) 0.07(p.u.)*Vrating
Derived voltage_bn Z6 = Vp(t) — V(1) 0.07(p.u.)*Vrating
Derived voltage_cn Z7 = Ve(t) — v (b) 0.07(p.u.)*Vrating
Pseudo voltage_n zg =0 =v,(b) 0.05(p.u.)*Vrating
Across voltage_ ANm Z9 = Va(tm) — Vn(tm) 0.05(p.u.)*Vrating
Across voltage BNm Z10 = Va(tm) — Vn(tm) 0.05(p.u.)*Vrating
Across voltage CNm 211 = Ve(tm) — Vn(tm) 0.05(p.u.)*Vrating
Pseudo voltage_ Nm 212 =0 = v (tm) 0.05(p.u.) *Vrating
Derived voltage_anm 213 = Va(tm) — Va(tm) 0.07(p.u.)*Vrating
Derived voltage_bnm Z14 = Vp(tm) — Va(tm) 0.07(p.u.)*Vrating
Derived voltage_cnm Z15 = Ve(tm) — Va(tm) 0.07(p.u.)*Vrating
Pseudo voltage_nm 216 = 0= v, (tn) 0.05(p.u.)*Vrating
Derived voltage_L1lan 217 = Vi1a(t) = V() 0.07(p.u.)*Vrating
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Derived voltage_L1bn Z18 = Vap(t) — Vian(t) 0.07(p.u.)*Vrating
Derived voltage_L1cn Z19 = Vi1c(t) = V() 0.07(p.u.)*Vrating
Pseudo voltage_L1n Zy0 = 0 = v 1n(t) 0.05(p.u.)*Vrating
Derived voltage_Llanm Z51 = Vi 14(tm) — Vian(tm) 0.07(p.u.)*Vrating
Derived voltage L1bnm Z55 = Vi 1p(tm) = Vian(tm) 0.07(p.u.)*Vrating
Derived voltage_L1lcnm Z3 = Vi1c(tm) = Vian(tm) 0.07(p.u.)*Vrating
Pseudo voltage_L1nm Z54 = 0 = Vi 1n(tm) 0.05(p.u.)*Vrating
Through current_A Zs=ialt) = yeq _real x x(t) —beq _real +n 0.06(p.u.)*Irating
Through current_B 2y =ig(t) = yeq _real x x(t) —beq _real +n 0.06(p.u.)*Irating
Through current_C Zy7=ic(t) = yeq _real x x(t) —beq _real +n 0.06(p.u.)*Irating
Pseudo current_N 23=0= yeq _real x x(t)—beq _real +1 0.05(p.u.)*Irating
Derived current_a Zp=i)t)= yeq _real x x(t)—beq _real +1 0.07(p.u.)*Irating
Derived current_b Zo = ip(t) = yeq _real x x(t) —beq _real +n 0.07(p.u.)*Irating
Derived current_c zZa=it)= yeq _real x x(t)—beq _real +1 0.07(p.u.)*Irating
Pseudo current_n 2=0= yeq _real x x(t)—beq _real +1 0.05(p.u.)*Irating
Through current_Am Zaa= ialty) = VEq realx x(tm) —beq real+ n 0.06(p.u.)*Irating
Through current_Bm 2o = inlt) = VEq realx x(tm) _ beq real+ n 0.06(p.u.)*Irating
Through current_Cm Zes = iclt) = VEq realx x(tm) _ beq real+ n 0.06(p.u.)*Irating
Pseudo current_Nm 2= 0= Veq realx x(tm) —beq real+ n 0.05(p.u.)*Irating
Derived current_am 2o =it = Veq realx x(tm) _ beq real+ n 0.07(p.u.)*Irating
Derived current_bm Zaa = inft) = VEq realx x(tm) _ beq real+ n 0.07(p.u.)*Irating
Derived current_cm 2= id(t) = Veq realx x(tm) _ beq real+ n 0.07(p.u.)*Irating
Pseudo current_nm 20=0= Veq realx x(tm) _ beq real+ n 0.05(p.u.)*Irating
Derived current_L1a zZn=iat)= yeq real x x(t)—beq _real +1 0.07(p.u.)*Irating
Derived current_L1b 2 =ip(t) = veq _real x x(t) —beq _real +1 0.07(p.u.)*Irating
Derived current_L1c 23 =iic(t)= yeq _real x x(t) —beq _real +1 0.07(p.u.)*Irating
Pseudo current_L1n 24=0= yeq _real x x(t)—beq _real +1 0.05(p.u.)*Irating
Derived current_Llam 2= ia(t) = Veq realx x(tm) _ beq real+ n 0.07(p.u.)*Irating
Derived current_L1bm 0.07(p.u.)*Irating

26 =ity = veq realxx(t,)—beq real+n
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Derived current_L1cm 2o =i dt) = Veq realx x(tm) _ beq real+ n 0.07(p.u.)*Irating
Pseudo current_L1nm 254=0= yeq _real x x(t)—beq _real +1 0.05(p.u.)*Irating
Virtual 0 249~275=0= yeq _real x x(t)—beq _real +7 0.05(p.u.)*Irating
Virtual 0 0.05(p.u.)*Irating

2.~210,=0= Yeq realxx(t,)—beq real+n
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Appendix K Microgrid Measurement Data Definition for the Computer

Simulation - Island Operation

Note that explanations about the duplicated measurements (actual measurements, derived
measurements, virtual measurements, and pseudo measurements) are not repeated. The
only difference between the island operation and the grid connected mode operation is

the selected standard deviation values. The measurements are listed in

Table 9.

Table 9: Measurements for three-phase microgrid during the island operation for the computer

simulation.

Type Name Measurement Model Standard Deviation
Across voltage_ AN Zsg = Va(t) — vn (1) 0.02(p.u.)*Vrating
Across voltage_ BN Zs; = V(t) — V(1) 0.02(p.u.)*Vrating
Across voltage_CN Zsp = Ve(t) — vn(t) 0.02(p.u.)*Vrating
Pseudo voltage_N Zs3 = 0 = (1) 0.07(p.u.) *Vrating
Across voltage_an Zsg = V() — V(1) 0.02(p.u.)*Vrating
Across voltage_bn Zs5 = Vp(t) — vy (t) 0.02(p.u.)*Vrating
Across voltage_cn Zsp = V(t) — V(1) 0.02(p.u.)*Vrating
Pseudo voltage_n Z57 = 0 = vy(t) 0.07(p.u.) *Vrating
ACross voltage_ ANm Zsg = Va(tm) — Vn(tm) 0.02(p.u.)*Vrating
Across voltage BNm Zs9 = Vg(tm) — Vn(tm) 0.02(p.u.)*Vrating
Across voltage CNm Zgo = Ve(tm) — Vn(tm) 0.02(p.u.)*Vrating
Pseudo voltage_ Nm Zg1 = 0 = vn(tm) 0.07(p.u.) *Vrating
Across voltage_anm Zgr = Va(ty) — Vn(tm) 0.02(p.u.)*Vrating
Across voltage_bnm Zg3 = Vp(tm) — Vn(tm) 0.02(p.u.)*Vrating
Across voltage_cnm Zg4 = Ve(ty) — Vn(tm) 0.02(p.u.)*Vrating
Pseudo voltage_nm Ze5 = 0 = Vy(tm) 0.07(p.u.) *Vrating
Across voltage_L 1an Zg = Vi1a(t) = Vian(t) 0.02(p.u.)*Vrating
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Across voltage_L1bn Zg7 = Viap(t) = Vian(t) 0.02(p.u.)*Vrating
Across voltage_L1cn Zgg = Vi1c(t) — Vian(b) 0.02(p.u.)*Vrating
Pseudo voltage_L1n Zgo = 0 = Vi 1n(t) 0.07(p.u.) *Vrating
Across voltage_Llanm Z70 = Vi1a(tm) = Vian(tm) 0.02(p.u.)*Vrating
Across voltage_L1bnm Z71 = Viap(tm) = Vian(tm) 0.02(p.u.)*Vrating
Across voltage_Llcnm Z72 = Viac(tm) = Vian(tn) 0.02(p.u.)*Vrating
Pseudo voltage_L1nm Z73= 0= Vi an(tm) 0.07(p.u.) *Vrating
Through current_A z=ia(t) = yeq _real x x(t) —beq _real +1 0.008(p.u.)*Irating
Through current_B z;5=ig(t) = yeq _real x x(t) —beq _real +1 0.008(p.u.)*Irating
Through current_C z;6=ic(t) = yeq _real x x(t) —beq _real +1 0.008(p.u.)*Irating
Pseudo current_N 2;7=0= yeq _real x x(t)—beq _real +1 0.07(p.u.) *Irating
Through current_a Zis=i,(t) = yeq _real x x(t)—beq _real +1 0.008(p.u.)*Irating
Through current_b Z9=ip(t) = yeq _real x x(t)—beq _real +1 0.008(p.u.)*Irating
Through current_c 20 =i(t) = yeq _real x x(t)—beq _real +1 0.008(p.u.)*Irating
Pseudo current_n 2=0= yeq _real x x(t)—beq _real +n 0.07(p.u.) *Irating
Through current_Am 200 = iat) = Veq  realx x(tm) —beq real+n 0.008(p.u.)*Irating
Through current_Bm 2= in(t) = veq realx x(t ) —beq real+n 0.008(p.u.)*Irating
Through current_Cm 2= it = veq realx x(t ) —beq real+n 0.008(p.u.)*Irating
Pseudo current_Nm 2e=0= Veq realx x(t ) —beq real+n 0.07(p.u.) *Irating
Through current_am 2= ity = veq realxx(t.)—beq real+n 0.008(p.u.)*Irating
Through current_bm 2o =int) = veq realxx(t.)—beq real+n 0.008(p.u.)*Irating
Through current_cm 2= it = veq  realx x(t.)—beq real+n 0.008(p.u.)*Irating
Pseudo current_nm 2a=0= veq realx x(tm) —beq real+n 0.07(p-u.) *Irating
Through current_L1a Zgo = iL1a(t) = yeq _real x x(t) —beq _real +1 0.008(p.u.)*Irating
Through current_L1b Zg = iLp(t) = yeq _real x x(t) —beq _real +1 0.008(p.u.)*Irating
Through current_L1c Zo = i) = yeq _ real x x(t) — beq _real +n 0.008(p.u.)*Irating
Through current_L1n 293 = iLn(t) = yeq _ real x x(2) — beq _real +n 0.008(p.u.)*Irating
Through current_Llam 204 = iLaltn) = VO _ realx x(tm) _ beq_ real+ n 0.008(p.u.)*Irating
Through current_L1bm 265 = iLao(tn) = VG _ realx x(tm) _ beq_ real+ n 0.008(p.u.)*Irating
Through current_L1lcm 0.008(p.u.)*Irating

206 = iL1ltn) = yeq_realxx(t,) —beq_real+n
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Through

current_L1nm

7o =ity = veq realxx(t.)—beq real+n

0.008(p.u.)*Irating

Virtual

0

Zs ~255= 0= yeq _real x x(t) —beq _real +1

0.07(p.u.)*Irating

Virtual

0

25264=0= yeq _realx x(t,) —beq_real+n

0.07(p.u.)*Irating
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Appendix L Microgrid Measurement Data Definition for the Laboratory Test —

Island Operation

Note that explanations about the duplicated measurements (actual measurements, derived

measurements, virtual measurements, and pseudo measurements) are not repeated. The

only difference between the island operation and the grid connected mode operation is

the selected standard deviation values. The measurements are listed in Table 10.

Table 10: Measurements for three-phase microgrid during the island operation for the laboratory

test.

Type Name Measurement Model Standard Deviation
Across voltage_ AN Zsg = Va(t) — vn(b) 0.05(p.u.)*Vrating
Across voltage_ BN Z51 = Vg(t) — vn() 0.05(p.u.)*Vrating
Across voltage_ CN Zs2 = Ve(t) — vn() 0.05(p.u.)*Vrating
Pseudo voltage_N Z53 =0 = vy (b) 0.01(p.u.) *Vrating
Derived voltage_an Zss = V(1) — V(1) 0.08(p.u.)*Vrating
Derived voltage_bn Zss = Vp(t) — V(D) 0.08(p.u.)*Vrating
Derived voltage_cn Zss = V(1) — V(1) 0.08(p.u.)*Vrating
Pseudo voltage_n Z57 = 0 = vy(t) 0.01(p.u.)*Vrating
Across voltage_ ANm Zsg = Va(tm) — Vn(tm) 0.05(p.u.)*Vrating
Across voltage BNm Zs9 = V(tm) — Vn(tm) 0.05(p.u.)*Vrating
ACross voltage_ CNm Zgo = Ve(tm) — Vn(tm) 0.05(p.u.)*Vrating
Pseudo voltage_ Nm Zg1 = 0 = v (tm) 0.01(p.u.) *Vrating
Derived voltage_anm Zgy = Va(tm) — Vn(tm) 0.08(p.u.)*Vrating
Derived voltage_bnm Zs3 = Vp(tm) = Vn(tm) 0.08(p.u.)*Vrating
Derived voltage_cnm Zg4 = Ve(tm) — Vn(tm) 0.08(p.u.)*Vrating
Pseudo voltage_nm Zgs = 0 = vy (tn) 0.01(p.u.)*Vrating
Derived voltage_L 1an Zgs = Vi1a(t) = Viin(t) 0.08(p.u.)*Vrating
Derived voltage_L1bn Zg7 = Viap(t) — Vian(t) 0.08(p.u.)*Vrating
Derived voltage_L1cn Zgg = Vi1c(t) = Viin(t) 0.08(p.u.)*Vrating
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Pseudo voltage_L1n Zgo = 0 = Vi 1n(t) 0.01(p.u.)*Vrating
Derived voltage_Llanm Z70 = Viga(tm) = Vian(tm) 0.08(p.u.)*Vrating
Derived voltage_L1bnm Z71 = Viap(tm) = Vian(tm) 0.08(p.u.)*Vrating
Derived voltage_L1lcnm Z75 = Viae(tm) = Vian(tm) 0.08(p.u.)*Vrating
Pseudo voltage_L1nm Z73 = 0 = Vi n(tm) 0.01(p.u.)*Vrating
Through current_A z=ia(t) = yeq _real x x(t) —beq _real +n 0.01(p.u.)*Irating
Through current_B z;5=ig(t) = yeq _real x x(t) —beq _real +1 0.01(p.u.)*Irating
Through current_C zi=ic(t) = yeq _real x x(t)—beq _real +n 0.01(p.u.)*Irating
Pseudo current_N z;7=0= yeq _real x x(t)—beq _real +n 0.01(p.u.)*Irating
Derived current_a zg=i)(t) = yeq _real x x(t) —beq _real +n 0.07(p.u.)*Irating
Derived current_b z9=ip(t) = yeq _real x x(t) —beq _real +n 0.07(p.u.)*Irating
Derived current_c 250 =i(t) = yeq _real x x(t) —beq _real +n 0.07(p.u.)*Irating
Pseudo current_n 261=0= yeq _real x x(t) —beq _real +n 0.01(p.u.)*Irating
Vgl L] Ze=ialt) = vea realxx(t )—beq real+n | 90Lpu)*irating
Vgl ) Ze=int) = veq realxx(t )—beq real+n | 901pu)*irating
Vgl EATEE (G zw=ict) = veq realxx(t )—beq real+n | 901pu)*irating
Pseudo current_Nm s =0= vea realxx(t Y—beq real+n 0.01(p.u.)*Irating
DEYEE current_am ze=idt) = veq realxx(t Y—beq real+n | %07(P-u)irating
DEYEE ST e ze =it = Veq realxx(t Y—beq real+n | %07(P-u)irating
CEREE G i Zew= it = veq realxx(t )—beq real+n Ry
Pseudo current_nm su=0= veqa realxx(t )—beq real+n 0.01(p.u.)*Irating
Derived current_L1a 20 = i1a(t) = yeq _real x x(t) —beq _real +n 0.07(p.u.)*Irating
Derived current_L1b Zg1 = ip(t) = yeq _real x x(t) —beq _real +n 0.07(p.u.)*Irating
Derived current_L1c Zp=iict)= yeq real x x(t)—beq _real +1 0.07(p.u.)*Irating
Pseudo current_L1n 23=0= yeq _real x x(t)—beq _real +1 0.01(p.u.)*Irating
Derived current_Llam s =it = veqg realxx(t. )—beq real+n 0.07(p.u.)*Irating
Derived | current L1bm | . _; .t)= vea realxx(t Y—beq real+n | ©07(pu)Irating
Derived current_L1cm =i (t) = vea realxx(t Y—bea real+n 0.07(p.u.)*Irating
Pseudo current_L1nm 25;=0= yeq _real x x(t)—beq _real +1 0.01(p.u.)*Irating
Virtual 0 29 ~275=0= yeq _real x x(t) —beq _real +1 0.01(p.u.)*Irating
Virtual 0 0.01(p.u.)*Irating

z~z:0=0=veq realxx(t_ )—beq real+n
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Appendix M Creation of Measurement Models - Microgrid

The creation of the mathematical models of the measurements for the microgrid depicted
in Figure 39 is described in this appendix. For the microgrid, the multi phase cable model
is combined. The derivation of the multi phase cable model is same as documented
in Appendix B. Measurements are composed of actual, virtual, and pseudo measurements.
Among them, actual measurement can be obtained from streaming data or saved
COMTRADE data. For online protection scheme, streaming data is required. For this
thesis, offline protection scheme is applied, so COMTRADE data are utilized. The
relationship between measurement data and system states for time t can be obtained from
the single device models and pointers as shown in Figure 57. Note that for time tn, the
same logic can be applied. The Yeqx,i represents the i line of the admittance matrix of
the k™ device, the x, represents the states of the k™ device, and the Beqy; represents the i"

line of the past history value of the k™ device.
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CABLE 1 (1% Combined Model Equation

Through Meas iA Microgrid
: i(t)=yeq_realx(t)-beq_realx(t-h)
Through Meas ic
Pseudo Meas N
Virtual Meas is1RA Combined Model
Virtual Meas is1R N iA=qu1,1X.1 (t)-Beq1,1
nd :

CABLE 2 (2 ) ic=Yeq1,3X1(t)-Beq1,3
Virtual Meas ; IL1LA 0=Y eq 4%1(t)-Beg 4
Virtual Meas IL1LN :

: ’ 0=Y eq1,0X1(t)+Yeqn, 1X2(t)+Y eq3 oX3(t)
Through Meas ig ~(Beqt.*Beq2.1+Beq0)
Through Meas: i =Y eq1,12X1(1)+ Y eq2,aX2(t)+Yeqs 12X3(t)
Pseudo Meas iC Bt Bz £ B 1]
n ia=qu3,1X3(t)'Beq3,1
CABLE 3 (3 :
Through Meas i|_1 a ic=qu3’3X3(t)-Beq313
Through Meas iL1.c 0=Yeqs Xa(t)-Beqas
Pseudo Meas iL1n
Virtual Meas iL1A
Virtual Meas L1 N

Figure 57: Measurement data and AQCF mapping using pointers — microgrid.

Actual across measurements — For actual across measurements, the model of this

measurement type is as follows:

ve@=vi(@)-v,()+n

0

where are the measurement values.
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Actual through measurements — For actual through measurements, the model of this

measurement type is i" row of the combined model equation as follows:

1" (t) = yeq_realx x(t) —beq_real+n

1"(1)

where are the measurement values.

Derived across measurements — For derived across measurements, the model of this

measurement type is as follows:

ve@=vi(@)-v,()+n

80

where are the derived measurement values.

Derived through measurements — For derived through measurements, the model of this

measurement type is i row of the combined model equation as follows:

1" (t) = yeq_realxx(t)—beq real+n

1"(1)

where are the derived measurement values.

Pseudo measurements — The pseudo measurements of the microgrid model can be

divided into two groups as follows:

(a) Three across neutral voltage measurements as follows:

O=v,(®)+n

(b) Three through neutral current measurements as follows:

i™ row of the combined model equation.
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1" (t)=yeq_realV(t)—beq_real+n

Virtual measurements — The model of this measurement type is i"" row of the combined

model equation:
0=yeq_reabx(t)—beq_real+n

The internal measurement model can be obtained by selecting proper i row of the multi

phase cable model equation.

For a composite node that two or more devices are connected, the virtual measurement
model is obtained by application of the connectivity constraints among component
objects. For electrical circuits, the connectivity constraints are obtained by applying
Kirchoff’s current law at each node of the system. For example, the row of virtual
measurement model that represents the first load node is obtained by summing the i row
of the combined model equation of the connected single devices, multi phase cable one,

multi phase cable two, and multiphase cable three as shown in Figure 57.
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Appendix N Results Graphs of the DSE-based Protection Scheme Simulation

Results — Distribution System

The result graphs of the simulation of the fault condition on the distribution system are
depicted in this appendix Figure 58 to Figure 74 as follows: a) confidence level,
computation time, and residual, b) external states and some of internal states for time t
and ty,, and ¢) measurement data, estimated measurement data, residual, and normalized

residual of actual measurement, virtual measurement, and pseudo measurement data.

a) Confidence level, computation time, and residual for the internal fault case are

depicted in Figure 58.

b) External states and some of internal states for time t and t., are depicted in Figure 59.
Internal states of the single section distribution line and the transformer is not explicitly

shown in this appendix.

c) Measurement data, estimated measurement data, residual, and normalized residual of
actual measurement, virtual measurement, and pseudo measurement data are illustrated

in Figure 60 to Figure 74.

cl) Actual measurement data, estimated measurement data, residual, and normalized
residual values for time t and ty,. are depicted in Figure 60 to Figure 65. In more detail,
for time t and ty, across measurement data and estimated measurement data at node
RECA3R are compared each other as shown in Figure 60. Residual and normalized
residual values are also depicted in the same figure. Result graphs of nhode RECA4L and
TL-LOADAS3 are depicted in Figure 61 to Figure 62. In addition, through measurement

data and estimated measurement data at node RECA3R, RECA4L, and TL-LOADAS are
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compared each other, and the resulting residual and normalized residual values are shown

in Figure 63 to Figure 65.

c2) Virtual measurement data, estimated measurement data, residual, and normalized
residual values for time t and t,, are depicted in Figure 66 to Figure 71. In more detail,
internal virtual measurement data and estimated measurement data of the first single
section distribution line model for time t and t, are compared each other, and the
resulting residual and normalized residual values are shown in Figure 66. Result graphs
of the second single section distribution line model and the transformer model are
depicted in Figure 67 to Figure 70. Moreover, KCL virtual measurement data and
estimated measurement data at node TH-LOADAS for time t and t, are compared each

other, and the resulting residual and normalized residual values are shown in Figure 71.

c3) Pseudo measurement data, estimated measurement data, residual, and normalized
residual values for time t and t,, are depicted in Figure 72 to Figure 74. In more detail,
pseudo measurement data and estimated measurement data at node RECA3R, RECAA4L,
and TL-LOADAZ for time t and t., are compared each other, and the resulting residual

and normalized residual values are shown in Figure 72 to Figure 74.

160



Program XfmHms - Page 1 of 1

c:\wmaster\winxfm\yonghee\result\yonghee_test_distribution_actual - May 19, 2014, 16:53:50.000000 - 10000.0 sam

Confidence-Level ()

100.0
80.00
60.00 —
40.00 —

20.00

-257.2 p- L L—J

Chi-Square ()

2735k

218.8 k—

164.1 k|

109.4 k—

54.71 k—

799.1 m— —

117.8 u—

115.6 u—

113.4 u—

111.3 u—

109.1 u

106.9 u—

T ‘ T T ‘ T T ‘ T T ‘ T
50.20 50.40 50.60 50.80

Figure 58: Confidence level, computation time, and residual for the internal fault case on the

distribution system.
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Actual_Measurement_Voltage RECA3R_A (V)

1012k pesy ‘-:’t]‘l‘ ,;'['-; fifefhént_Voltagel “='“"- A (V)
-13.04 k-
15.99 m— Residual_Actual_Measurement_Voltage_RECA3R_A (V)

319.8 M Normalized_Residual_Actual_Measurement_Voltage RECA3R_A (V)

. Actual_Measurement_Voltage RECA3R_B (V)
17.15 Estimated_Actual Measurement_Voftage RECA3R_B (V)

-15.11 k-

8.863 M- Residual_Actual_Measurement_Voltage RECA3R_B (V)

-9.202 m—

1773 m Normalized_Residual_Actual_Measurement_Voltage RECA3R_B (V)
-184.0 m—-

13.91 k Actual_Measurement_Voltage RECA3R_C (V)
. 3 stimated, Actual, Measu ='- t Voltagd REGA3R )
-14.51 k-

Residual_Actual_Measurement_Voltage RECA3R_C (V)

b WWWWWMWMW\WW

-5.615 m—
Normalized_Residual_Actual_Measurement_Voltage RECA3R_C (V)

.- WMWW&MWWMW

-112.3 m-

T ‘ T T ‘ T T ‘ T T ‘ T
50.20 50.40 50.60 50.80

Figure 60: Actual across measurement data, estimated measurement data, residual, and normalized

residual at node RECA3R.
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A I M Vol RECA4L_A
9.938 k. ctual_Measurement_Voltage RECA4L_A (V)

Hsfimatet "‘ i H'-s fifefhdmt_Voltage) RECAALL A (
-17.83 k-
77.85 m- Residual_Actual_Measurement_Voltage RECA4L_A (V)
-84.69 m—
1557 Normalized_Residual_Actual_Measurement_Voltage RECA4L_A (V)
-1.694 —
. Actual_Measurement_Voltage RECA4L_B (V)
23.06 Estimated_Actual_Measurement_Vo|tage RECA4L_B (V)
-18.06 k-
96.40 M Residual_Actual_Measurement_Voltage RECA4L_B (V)
-96.31 m—
1.928 Normalized_Residual_Actual_Measurement_Voltage RECA4L_B (V)
-1.926 —
16.68 k Actual_Measurement_Voltage RECA4L_C (V)
PP R”7 Estimated Actual Measurement Voltagg RECA4L C (V.
-15.37 k-
Resi A | M Vol RECA4L \%
87.68 M esidual_Actual_Measurement_Voltage RECA4L_C (V)
-84.11 m—
1.754 Normalized_Residual_Actual_Measurement_Voltage RECA4L_C (V)
-1.682 —

T ‘ T T ‘ T T ‘ T T ‘ T
50.20 50.40 50.60 50.80

Figure 61: Actual across measurement data at time t, estimated measurement data, residual, and

normalized residual at node RECAA4L.
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366.4 Actual_Measurement_Voltage TL-LOADA3 A (V)

fadef |'i IE! ' hrerend Vagltage TLALOADABAAN (V)
-399.5—
13.97 Uy Residual_Actual_Measurement_Voltage TL-LOADA3_A (V)
-14.81 u-
279.3 U’ Normalized_Residual_Actual_Measurement_Voltage TL-LOADA3_A (V)
-296.1 u—
Actual_Measurement_Voltage TL-LOADA3 B (V)
38417 dtimated Agtuall Maasuramemt Voltagk ATA-LBADAR B\)
-370.8—
20.28 U, Residual_Actual_Measurement_Voltage TL-LOADA3 B (V)
-18.96 u—
205.7 U Normalized_Residual_Actual_Measurement_Voltage TL-LOADA3_B (V)
-379.2 u—
Actual_Measurement_Voltage TL-LOADA3_C (V)
408.5 Rsgimated) Aciumly Measufement_Voltage TL-LOADA E (V)
-367.2—
17.79 Ut Residual_Actual_Measurement_Voltage TL-LOADA3_C (V)
-19.70 u—-
355.7 U Normalized_Residual_Actual_Measurement_Voltage_TL-LOADA3_C (V)
-393.9 u—-

T ‘ T T ‘ T T ‘ T T ‘ T
50.20 50.40 50.60 50.80

Figure 62: Actual across measurement data at time t, estimated measurement data, residual, and

normalized residual at node TL-LOADAS.

165



Program XfmHms - Page 1 of 1

c:\wmaster\winxfm\yonghee\result\yonghee_test_distribution_actual - May 19, 2014, 16:53:50.000000 - 10000.0 sam

Actual_Measurement_Current_RECA3R_A (A)

3.270k Estimated_Actual_Measurement_ffjyrrent RECA3R_A (A)
-3.857 k-
451.0 m- Residual_Actual_Measurement_Current_ RECA3R_A (A)
-414.0 m—

45.10 — Normalized_Residual_Actual_Measurement_Current_ RECA3R_A (A)
-41.40 -
. Actual_Measurement_Current_RECA3R_B (A)

3.875 Estimated_Actual_Measurementf Gurrent_ RECA3R_B (A)

-3.670 k-

Residual_Actual_Measurement_Current_ RECA3R_B (A)

421.4 m— J\/L
-432.1 m—
Normalized_Residual_Actual_Measurement_Current_ RECA3R_B (A)

42,14 M
4321

Actual_Measurement_Current_ RECA3R_C (A)
Estimated_Actual_Measurement fChirrent_ RECA3R_C (A)

3.746 k—

-3.514 k-
Residual_Actual_Measurement_Current_ RECA3R_C (A)

521.2 m— )\/\T‘A
-549.1 m—

5212 Normalized_Residual_Actual_Measurement_Current_ RECA3R_C (A)
T ‘ T T ‘ T T ‘ T T ‘ T
50.20 50.40 50.60 50.80

Figure 63: Actual through measurement data at time t, estimated measurement data, residual, and

normalized residual at node RECA3R.
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Actual_Measurement_Current_RECA4L_A (A)

924.0 Estimated_Actual_Measurement_fyrrédnt RECA4L_A (A)
-1.033 k-
8225 m- Residual_Actual_Measurement_Current_ RECA4L_A (A)
-751.2 m—
82,25 Normalized_Residual_Actual_Measurement_Current_ RECA4L_A (A)
-75.12
. Actual_Measurement_Current_RECA4L_B (A)
1157 Estimated_Actual_Measurement t_RECA4L_B (A)
-1.011 k-
8245 M- Residual_Actual_Measurement_Current_ RECA4L_B (A)
-832.1 m-
82.45 Normalized_Residual_Actual_Measurement_Current_ RECA4L_B (A)
-83.21 -
1.036 k Actual_Measurement_Current_ RECA4L_C (A)
' "] Estimated_Actual_Measurement t RECA4L_C (A)
-997.5 -
8425 M Residual_Actual_Measurement_Current_ RECA4L_C (A)
-881.4 m—
84.25 Normalized_Residual_Actual_Measurement_Current_ RECA4L_C (A)
-88.14

T ‘ T T ‘ T T ‘ T T ‘ T
50.20 50.40 50.60 50.80

Figure 64: Actual through measurement data at time t, estimated measurement data, residual, and

normalized residual at node RECAA4L.
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Actual_Measurement_Current_TL-LOADA3_A (A)

1837k 1 s Atdd| Actul) '::'S:" \t_Cufrent_TR-RAADAZ A 1'
-1.564 k-
105.9 m— Residual_Actual_Measurement_Current_TL-LOADA3_A (A)
-100.8 m—
1059 Normalized_Residual_Actual_Measurement_Current_TL-LOADA3_A (A)
-10.08 —
Actual_Measurement_Current_TL-LOADA3_B (A)
1.563 k— Hstini atel l'} f ,;".3 urema _Cure ,l ‘Munt ‘:; i
-1.537 k-
90.25 m— Residual_Actual_Measurement_Current_TL-LOADA3_ B (A)
-86.54 m—
9.025 Normalized_Residual_Actual_Measurement_Current_TL-LOADA3_B (A)
-8.654 —
Actual_Measurement_Current_TL-LOADA3_C (A)
1.550 k~ :'u-a Adthal Measyréneht Cuyrent) mr'u 1'A
-1.553 k— '
75.43 M Residual_Actual_Measurement_Current_TL-LOADA3_C (A)
-71.76 m—
7543 Normalized_Residual_Actual_Measurement_Current_TL-LOADA3 C (A)
-7.176 -

T ‘ T T ‘ T T ‘ T T ‘ T
50.20 50.40 50.60 50.80

Figure 65: Actual through measurement data at time t, estimated measurement data, residual, and

normalized residual at node TL-LOADAS.
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Virtual_Measurement_0 ()

1.451 . A
Estimated_Virtual_Measurement AO/\\(/)" ™
-1.000— v AT
1.451 m— Residual_Virtual_Measurement_0 ()

_815.8 ui NVWV\AMMAMM,\,\/\/\)(V\WVV"\/\/\WV\AM,\M,V\AMAM,V\NV\'

1451 m— Normalized_Residual_Virtual_Measurement_0O ()

_81.58 mi NVWV\AMMAMMA,\/\/\)'ANI\/V\/\'\/\/\/\,V\AM,\M,V\AMAW

Virtual_Measurement_1 ()
Estimated_Virtual_Measurement /i ) AN

Vv’ rve

1.000 —

-1.000 —

Residual_Virtual_Measurement_1 ()

869617 W/\/\MMMMWWW

-913.9 u-
Normalized_Residual_Virtual_Measurement_1 ()

86.96 m WN\MMMMWM

-91.39 m—
1 _ Virtual_Measurement_2 ()
.000 Estimated_Virtual_Measurement, 2 () |
LAY
-1.000— vy

768.0 U— Residual_Virtual_Measurement_2 ()

763.6 U~ WWWMMNWWWWWWWW
76.80 M Normalized_Residual_Virtual_Measurement_2 ()

-76.36 m- Ww’\m\/v&www%wwwwww

Virtual_Measurement_3 ()

1.000 Estimated_Virtual_Measurement3y()

-1.000 M
668.6 U— Residual_Virtual_Measurement_3 ()
-638.9 u—

63.80 m-
T \ T T ‘ T T ‘ . : ‘ :
50.20 50.40 50.60 50.80

Figure 66: Virtual measurement data at time t, estimated measurement data, residual, and

normalized residual of the first line model.
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Virtual_Measurement_4 ()
Estimated_VirtuaI_MeasurementAéy\()

-3.147 Vv

-3.147 m—

-314.7 m-

Virtual_Measurement_5 ()
Estimated_Virtual_Measurement [5({)

3.428 —

3.850

-3.867 — vy

3.850 m— Residual_Virtual_Measurement_5 ()

-3.867 m- “‘““‘—TMAWWN—
385.0 M Normalized_Residual_Virtual_Measurement_5 ()

-386.7 m- “‘““‘—#\/LWWV—
Virtual_Measurement_6 ()

3.2417 Estimated_Virtual_Measuremeny f ()

-3.366 —

3.241 m— Residual_Virtual_Measurement_6 ()

-3.366 m- WW/\/\/AMMM______
3241 M Normalized_Residual_Virtual_Measurement_6 ()

-336.6 m- WW’\/\fMMw——————

Virtual_Measurement_7 ()

1.000 7 Estimated_Virtual_Measurement_7 ()
-1.000 —
127.2 U— Residual_Virtual_Measurement_7 ()
-134.1 u-

13.41 m-
T L - T
50.20 50.40 50.60 50.80

Figure 67: Virtual measurement data at time t, estimated measurement data, residual, and

normalized residual of the second line model.
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Virtual_Measurement_8 ()
1'000] Estimated Virtual Measurement 8 ()
-1.000

Residual_Virtual_Measurement_8 ()

Residual_Virtual_Measurement_12

—

3.192m )

-2.989 m

<

3192 m Normalized_Residual_Virtual_Measurement_12 ()

-298.9 m

8.466 U] /\/\r
-7.927u
846.6 u] Normalized_Residual_Virtu aI_Mﬁ\rurement_S 0
-792.7u
Virtual_Measurement_9 ()
2'989] Estimated Virtual Measurement_ ().
-3.192 - - v
Resi |_Virtual_ M t
2989 m] esidual_Virtual_Measuremen _\9/&
-3.192 m
298.9 m] Normalized_Residual_Virtual_Measurement_9 ()
-319.2 m
Virtual_Measurement_10 ()
5440] thimatpd_\/irtual_Mpamlrpmpnt/_\\}/lQ/{\
-507.3
5440 m] Residual_Virtual_Measurement_10 ()
-507.3 m
54.401 Normalized_Residual_Virtual_Measurement_10 ()
-50.73
Virtual_Measurement_11 ()
45'58] Estimated Virtual Measurement, Ah()
-42.99 N - vV
-42.99 m
-4.299
Virtual_Measurement_12 ()
3'192] Estimated Virtual MeasurementA1R ()
-2.989 - - VY

<

T ‘ T T ‘ T T ‘ T T ‘ T
50.20 50.40 50.60 50.80

Figure 68: Virtual measurement data (8~12) at time t, estimated measurement data, residual, and

normalized residual of the transformer model.
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Virtual_Measurement_13 ()
1'000] Estimated Virtual Measurement 13 ()

Residual_Virtual_Measurement_17 ()

VW

Normalized_Residual_Virtual_Measurement_17 ()

VW

3.295m
-3.530m

329.5m
-353.0m

-1.000
8.740 u] Residual_Virtual_Measurem ent_\l/a\’/(\)
-9.363 u
874.0 u] Normalized_Residual_Virtu aI_Meaﬁrement_lS 0
-936.3u
Virtual_Measurement_14 ()
3'530] Estimated Virtual Measurement\ 14 ()
-3.295 - - TV
Residual_Virtual_M t 14
3.530 m] esidual_Virtual_Measuremen _/\/\(/)
-3.295 m
353.0 m] Normalized_Residual_Virtu aI_l\/I?ia/s\/urement_lél 0
-329.5m
Virtual_Measurement_15 ()
555'4] Estimated.Virtual Measurement AB(0
-597.8 - - \ValVad
Residual_Virtual_M 1
555.4 m] esidual_Virtual_| easurementi\/Sv(\)
-597.8 m
55.54] Normalized_Residual_Virtual_Measurement_15 ()
-59.78
Virtual_Measurement_16 ()
58'31] Estimated Virtual Measurement\16 O
-62.40 - - TV
-62.40 m
-6.240
Virtual_Measurement_17 ()
3'295] Estimated Virtual Measurement AA()
-3.530 - - TV v

T ‘ T T ‘ T T ‘ T T ‘ T
50.20 50.40 50.60 50.80

Figure 69: Virtual measurement data (13~17) at time t, estimated measurement data, residual, and

normalized residual of the first transformer model.
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Virtual_Measurement_18 ()
1'000] Estimated Virtual Measurement 18 ()
-1.000

Residual_Virtual_Measurement_18 ()

Vv

8.727 u
-9.195u

872.7u Normalized_Residual_Virtual_Measurement_18 ()

-919.5u

Virtual_Measurement_19 ()
3.466 ] thimatpd_VirmaI_Mpamlrpmpnmg 0

-3.290

3.466 m Residual_Virtual_Measurement_19 ()

-3.290 m

Normalized_Residual_Virtual_Measurement_19 ()

W

346.6 m
-329.0m

5553 V|rtlu aI_Meas_urement_ZO 0

-584.1

Residual_Virtual_M 2
555.3 m] esidual_Virtual_ easurement7\7\5)
-584.1m

Normalized_Residual_Virtual_Measurement_20 ()

55.53
-58.41]
Virtual_Measurement_21 ()

GO'GO] Estimated_\irtual_Measurement /A ()
-54.73 vV

-54.73 m
-5.473

Virtual_Measurement_22 ()

3'290] Estimated Virtual Measurement) 2 0
-3.466 vV
Residual_Virtual_Measurement_22 ()

3.290 m
-3.466 m] W
Normalized_Residual_Virtual_Measurement_22 ()

329.0m
-346.6 m] W

T ‘ T T ‘ T T ‘ T T ‘ T
50.20 50.40 50.60 50.80

Figure 70: Virtual measurement data (18~22) at time t, estimated measurement data, residual, and

normalized residual of the first transformer model.
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KCL_A (A)
495377 Estimated KCL_A (A) i

-450.0 — vy
Residual_KCL_A (A)

495.3 m— W
-450.0 m—

Normalized_Residual_KCL_A (A)

49.53
-45.00
KCL_B (A)
47707 Estimated KCL_B (A) i
482.7- VV

477.0 m— Residual_KCL_B (A) \/\/\
-482.7 m—

47.70 - Normalized_Residual_KCL_B (Ai/v\
-48.27 —

KCL_C (A)

51407 Estimated_KCL_C (A) i

-539.8 — Al
Residual_KCL_C (A)

514.0 m— W
-539.8 m—

51.40 Normalized_Residual_KCL_C (Am
-53.98 -

KCL_N (A)

44.7877 Estimated KCL_N (A) A

v
-42.72 - v
Residual_KCL_N (A)

44.78 m-
42.72m- \/v\ v
4.478 - Normalized_Residual_KCL_N (A)

4272 M v
5020 040 T o
%0.20 50.40 50.60 50.80

Figure 71: Virtual KCL measurement data at time t, estimated measurement data, residual, and

normalized residual at node TH-LOADS3.
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713 Pseudo_Measurement_Voltage RECA3R_N (V)
3.713 Estimated_Pseudo_Measurement_jfltage_RECASR_N (V)

N |

-328.1 m— [’ VT [ !

-4.370—

3713 m Residual_Pseudo_Measurement_Voltage RECA3R_N (V)

-328.1 u—|

-4.370 m—

3713 m- Normalized_Residual_Pseudo_Measurement_Voltage RECA3R_N (V)

-32.81 m—|

-437.0 m-

15.34 Pseudo_Measurement_Current_ RECA3R_N (A)
53 Estimated_Pseudo_Measurement_Current_ RECA3R_N (A)

1.067 —

-13.20—

15.34 m— Residual_Pseudo_Measurement_Current_ RECA3R_N (A)

1.067 m— l L ;

-13.20 m—

1534 Normalized_Residual_Pseudo_Measurement_Current_RECA3R_N (A)

106.7 m-| l L i

-1.320 -

T ‘ T T ‘ T T ‘ T T ‘ T
50.20 50.40 50.60 50.80

Figure 72: Pseudo measurement data at time t,,, estimated measurement data, residual, and

normalized residual at node REC3R.
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3.424 Pseudo_Measurement_Voltage RECA4L_N (V)
: Estimated_Pseudo_Measurement_Vpltage RECA4L_N (V)

102.6 m— lN\”AVA |

-3.219-
3.424 M- Residual_Pseudo_Measurement_Voltage RECA4L_N (V)

102.6 u— WMJA/#MM\WN«WMWWM
-3.219 m—
342 4 m- Normalized_Residual_Pseudo_Measurement_Voltage RECA4L_N (V)
10.26 m— WMJA/]LMH\AWWWWM
-321.9 m—

44.78 Pseudo_Measurement_Current_ RECA4L_N (A)
: Estimated_Pseudo_Measuremenﬁﬁurrent_TH—LOADAS_N (A)

1.030 —

UU”

Residual_Pseudo_Measurement_Current_ RECA4L_N (A)

5.542 m—
-274.2 u— WW‘W%WWWW
-6.090 m—

Normalized_Residual_Pseudo_Measurement_Current_RECA4L_N (A)
554.2 m—
-27.42 m| w%wwwww
-609.0 m—

T ‘ T T T T ‘ T T ‘ T
50.20 50.40 50.60 50.80

Figure 73: Pseudo measurement data at time t,,, estimated measurement data, residual, and

normalized residual at node RECAL.
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Pseudo_Measurement_Voltage TH-LOADA3_N (V)

74477 Estimated_Pseudo_Measurement |Voltage_TH-LOADA3_N (V)
Residual_Pseudo_Measurement_Yfoltage TH-LOADA3_N (V)
\
-1.797 —
-78.07 —
7447 Normalized_Residual_Pseudo_Measurement_Voltage TH-LOADA3_N (V)
-179.7 m—
-7.807 —
_ Pseudo_Measurement_Current_TH-LOADA3_N (A)
44.78 Estimated_Pseudo_Measuremenf_gurrent_ TH-LOADA3_N (A)
1.030 —
U V
-42.72 -
44.78 M Residual_Pseudo_Measurement_Current_TH-LOADA3 N (A)
1.030 m—
-42.72 m—
4.478 - Normalized_Residual_Pseudo_Measurement_Current_TH-LOADA3 N (A)
103.0 m—
-4.272 -

T ‘ T T ‘ T T ‘ T T ‘ T
50.20 50.40 50.60 50.80

Figure 74: Pseudo measurement data at time t,,, estimated measurement data, residual, and

normalized residual at node TH-LOADAS.
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Appendix O Results Graphs of the DSE-based Protection Scheme Laboratory Test

Results — Distribution System

The experimental results of the fault condition on the microgrid are depicted in this
appendix Figure 75 to Figure 91 as follows: a) confidence level, computation time, and
residual, b) external states and some of internal states for time t and t,, and c)
measurement data, estimated measurement data, residual, and normalized residual of

actual measurement, virtual measurement, and pseudo measurement data.

a) Confidence level, computation time, and residual for the internal fault case are

depicted in Figure 75.

b) External states and some of internal states for time t and t., are depicted in Figure 76.
Internal states of the single section distribution line and the transformer is not explicitly

shown in this appendix.

c) Measurement data, estimated measurement data, residual, and normalized residual of
actual measurement, derived measurements, virtual measurement, and pseudo

measurement data are illustrated in Figure 77 to Figure 91.

cl) Actual measurement data, estimated measurement data, residual, and normalized
residual values for time t and tp,,. are depicted in Figure 77 and Figure 80. In more detail,
for time t and ty, across measurement data and estimated measurement data at node
RECA3R are compared each other as shown in Figure 77. Residual and normalized
residual values are also depicted in the same figure. In addition, through measurement
data and estimated measurement data at node RECA3R, are compared each other, and the

resulting residual and normalized residual values are shown in Figure 80.
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c2) Derived measurement data, estimated measurement data, residual, and normalized
residual values for time t and tn. are depicted in Figure 78, Figure 79, Figure 81,
and Figure 82. In more detail, for time t and t,, derived across measurement data and
estimated measurement data at node RECA4L and TL-LOADAS are compared each
other as shown in Figure 78 and Figure 79, respectively. Residual and normalized
residual values are also depicted in the same figure. In addition, derived through
measurement data and estimated measurement data at node RECAA4L, and TL-LOADAS3
are compared each other, and the resulting residual and normalized residual values are

shown in Figure 81 and Figure 82.

c3) Virtual measurement data, estimated measurement data, residual, and normalized
residual values for time t and t., are depicted in Figure 83 to Figure 88. In more detail,
internal virtual measurement data and estimated measurement data of the first single
section distribution line model for time t and t, are compared each other, and the
resulting residual and normalized residual values are shown in Figure 83. Result graphs
of the second single section distribution line model and the transformer model are
depicted in Figure 84 to Figure 87. Moreover, KCL virtual measurement data and
estimated measurement data at node TH-LOADAS for time t and t,, are compared each

other, and the resulting residual and normalized residual values are shown in Figure 88.

c4) Pseudo measurement data, estimated measurement data, residual, and normalized
residual values for time t and t,, are depicted in Figure 89 to Figure 91. In more detail,
pseudo measurement data and estimated measurement data at node RECA3R, RECAA4L,
and TL-LOADAZ for time t and t., are compared each other, and the resulting residual

and normalized residual values are shown in Figure 89 to Figure 91.
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Figure 75: Confidence level, computation time, and residual for the internal fault case on the

distribution system.
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Figure 77: Actual across measurement data, estimated measurement data, residual, and normalized

residual at node RECA3R.
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Figure 78: Derived across measurement data at time t, estimated measurement data, residual, and

normalized residual at node RECAA4L.
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Figure 79: Derived across measurement data at time t, estimated measurement data, residual, and

normalized residual at node TL-LOADAS.
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Figure 80: Actual through measurement data at time t, estimated measurement data, residual, and

normalized residual at node RECA3R.
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Figure 81: Derived through measurement data at time t, estimated measurement data, residual, and
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normalized residual at node RECAA4L.
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Figure 82: Derived through measurement data at time t, estimated measurement data, residual, and

normalized residual at node TL-LOADAS.
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Figure 83: Virtual measurement data at time t, estimated measurement data, residual, and

normalized residual of the first line model.
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Figure 84: Virtual measurement data at time t, estimated measurement data, residual, and

normalized residual of the second line model.
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Figure 85: Virtual measurement data (8~12) at time t, estimated measurement data, residual, and

normalized residual of the transformer model.
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Figure 86: Virtual measurement data (13~17) at time t, estimated measurement data, residual, and

normalized residual of the first transformer model.
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Figure 87: Virtual measurement data (18~22) at time t, estimated measurement data, residual, and

normalized residual of the first transformer model.
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Figure 88: Virtual KCL measurement data at time t, estimated measurement data, residual, and

normalized residual at node TH-LOADS3.

193



Program XfmHms - Page 1 of 1

c:\wmaster\winxfm\yonghee\result\yonghee_test_distribution_derived - May 19, 2014, 16:57:50.000000 - 10000.0 sat

49.18 Pseudo_Measurement_Voltage RECA3R_N (V)
: Estimated_Pseudo_Measurement_Voltage RECA3R_N (V)

23.12

FAY
-2.944 — vV

2917 m— Residual_Pseudo_Measurement_Voltage_ RECA3R_N (V)

23.12 m—|

PN

-2.931 m—

614.7 M- Normalized_Residual_Pseudo_Measurement_Voltage RECA3R_N (V)

289.0 m—

-36.78 m—

_ Pseudo_Measurement_Current_RECA3R_N (A)
9.365 Estimated_Pseudo_Measurement_Current_ RECA3R_N (A)

\/\ i \

-675.0 m— | YV |
-10.72—
9.351 m— Residual_Pseudo_Measurement_Current_ RECA3R_N (A)
675.0u-|
-10.70 m—
Normalized_Residual_Pseudo_Measurement_Current_RECA3R_N (A)
117.1 m—
8.437m-| |
-133.9 m—
‘ T T ‘ T T ‘ T T ‘ T T ‘ T
50.00 50.20 50.40 50.60 50.80

Figure 89: Pseudo measurement data at time t,,, estimated measurement data, residual, and

normalized residual at node REC3R.
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Figure 90: Pseudo measurement data at time t,,, estimated measurement data, residual, and

normalized residual at node RECAL.
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Figure 91: Pseudo measurement data at time t,,, estimated measurement data, residual, and

normalized residual at node TH-LOADAS.
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Appendix P Results Graphs of the DSE-based Protection Scheme Simulation

Results —Microgrid during the Grid-connected Operation

The result graphs of the simulation of the fault condition on the microgrid during the
grid-connected operation are depicted in this appendix Figure 92 to Figure 106 as follows:
a) confidence level, computation time, and residual, b) external states and some of
internal states for time t and tn,, and ¢) measurement data, estimated measurement data,
residual, and normalized residual of actual measurement, virtual measurement, and

pseudo measurement data.

a) Confidence level, computation time, and residual for the internal fault case are

depicted in Figure 92.

b) External states and some of internal states for time t and t., are depicted in Figure 93.
Internal states of the single section distribution line and the transformer is not explicitly

shown in this appendix.

c) Measurement data, estimated measurement data, residual, and normalized residual of
actual measurement, virtual measurement, and pseudo measurement data are illustrated

in Figure 94 to Figure 106.

cl) Actual measurement data, estimated measurement data, residual, and normalized
residual values for time t and t,,. are depicted in Figure 94 to Figure 99. In more detail,
for time t and ty, across measurement data and estimated measurement data at node
FEEDERL are compared each other as shown in Figure 94. Residual and normalized
residual values are also depicted in the same figure. Result graphs of node FEEDER?2 and

M-LOADL1 are depicted in Figure 95 to Figure 96. In addition, through measurement data
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and estimated measurement data at node FEEDER1, FEEDER2, and M-LOAD1 are
compared each other, and the resulting residual and normalized residual values are shown

in Figure 97 to Figure 99.

c2) Virtual measurement data, estimated measurement data, residual, and normalized
residual values for time t and t,, are depicted in Figure 100 to Figure 103. In more detail,
internal virtual measurement data and estimated measurement data of the first single
section distribution line model for time t and t, are compared each other, and the
resulting residual and normalized residual values are shown in Figure 100. Result graphs
of the second and the third single section distribution line model and the transformer
model are depicted in Figure 101 and Figure 102, respectively. Moreover, KCL virtual
measurement data and estimated measurement data at node M-FAC for time t and t, are
compared each other, and the resulting residual and normalized residual values are shown

in Figure 103.

c3) Pseudo measurement data, estimated measurement data, residual, and normalized
residual values for time t and ty, are depicted in Figure 104 to Figure 106. In more detail,
pseudo measurement data and estimated measurement data at node FEEDERI,
FEEDERZ2, and M-LOAD1 for time t and t, are compared each other, and the resulting

residual and normalized residual values are shown in Figure 104 to Figure 106.
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Figure 92: Confidence level, computation time, and residual for the internal fault case on the

microgrid during the grid-connected mode.
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Program XfmHms - Page 1 of 1

c:\wmaster\winxfm\yonghee\result\yonghee_test_microgrid_con_actual - May 19, 2014, 12:43:51.000000 - 10000.0 s
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Figure 94: Actual across measurement data, estimated measurement data, residual, and normalized
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residual at node FEEDER1.
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Figure 95: Actual across measurement data at time t, estimated measurement data, residual, and

normalized residual at node FEEDER2.
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Figure 96: Actual across measurement data at time t, estimated measurement data, residual, and

normalized residual at node M-LOAD1.
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Figure 97: Actual through measurement data at time t, estimated measurement data, residual, and

normalized residual at node FEEDER1.
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Figure 98: Actual through measurement data at time t, estimated measurement data, residual, and

normalized residual at node FEEDER2.
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Figure 99: Actual through measurement data at time t, estimated measurement data, residual, and

normalized residual at node M-LOAD1.
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Figure 100: Virtual measurement data at time t, estimated measurement data, residual, and

normalized residual of the first line model.

207



Program XfmHms - Page 1 of 1

c:\wmaster\winxfm\yonghee\result\yonghee_test_microgrid_con_actual - May 19, 2014, 12:43:51.000000 - 10000.0 s

Virtual_Measurement_4 ()
Estimated_Virtual_Measurement_§ ()

)
-28.03 Al
-28.03 m—
-2.803 -
Virtual_Measurement_5 ()
Estimated_Virtual_Measurement_%\()\

27.39

28.85—

-28.12 — vy

28.85 m— Residual_Virtual_Measurement_5 ()

-28.12 m- MWWWWJ\/L’WVV‘M“WMMWW“A
2885 Normalized_Residual_Virtual_Measurement_5 ()

2.812 WWW\NLMWWW
Virtual_Measurement_6 ()

29.937 Estimated_Virtual_Measurement_[{)

-29.84 Al

-29.84 m—

-2.984 -

Virtual_Measurement_7 ()
Estimated_VirtuaI_Measurement_'(M)n

-3.243 A

4.699 m— Residual_Virtual_Measurement_7 ()

-3.243 m- WWMWWMW
269.9 m— Normalized_Residual_Virtual_Measurement_7 ()

3243 m- WMWWWWW
5120 N U e
51.20 51.40 51.60 51.80

4.699 4

A
i

Figure 101: Virtual measurement data at time t, estimated measurement data, residual, and

normalized residual of the second line model.
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Figure 102: Virtual measurement data at time t, estimated measurement data, residual, and

normalized residual of the third line model.
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Figure 103: Virtual KCL measurement data at time t, estimated measurement data, residual, and

normalized residual at node M-FAC.
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Figure 104: Pseudo measurement data at time t,,,, estimated measurement data, residual, and

normalized residual at node FEEDER1.
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Figure 105: Pseudo measurement data at time t,,,, estimated measurement data, residual, and

normalized residual at node FEEDER2.

212



Program XfmHms - Page 1 of 1

c:\wmaster\winxfm\yonghee\result\yonghee_test_microgrid_con_actual - May 19, 2014, 12:43:51.000000 - 10000.0 s

2889 Pseudo_Measurement_Voltage_M-LOAD1 N (V)
: Estimated_Pseudo_Measurementﬁ\ﬂoﬁie_M—LOADl_N (V)
1
|

-963.9 m-| ! v

-4.817 -
2889 M Residual_Pseudo_Measurement_Voltage M-LOAD1_N (V)
-963.9 u—
-4.817 m—
288.9 M- Normalized_Residual_Pseudo_Measurement_Voltage M-LOAD1_N (V)
-96.39 m—
-481.7 m—

2 _ Pseudo_Measurement_Current_M-LOAD1_N (A)
.009 Estimated_Pseudo_Measuremen\mWL rrent_M-LOAD1_N (A)

25.42 m— \} uﬂ

-1.958—
2009 M Residual_Pseudo_Measurement_Current_M-LOAD1_N (A)

25.42 u— (vvlﬂ/vv———‘—w-—
-1.958 m—

Normalized_Residual_Pseudo_Measurement_Current_M-LOAD1_N (A)

200.9 m—
2.542 m— (\hﬂfvv———‘—-—-—
-195.8 m—

T ‘ T T ‘ T T ‘ T T ‘ T
51.20 51.40 51.60 51.80

Figure 106: Pseudo measurement data at time t,,,, estimated measurement data, residual, and

normalized residual at node M-LOAD1.
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Appendix Q Results Graphs of the DSE-based Protection Scheme Laboratory Test

Results —Microgrid during the Grid-connected Operation

The experimental results of the fault condition on the microgrid during the grid-
connected operation are depicted in this appendix Figure 107 to Figure 121 as follows: a)
confidence level, computation time, and residual, b) external states and some of internal
states for time t and ty,, and ¢) measurement data, estimated measurement data, residual,
and normalized residual of actual measurement, virtual measurement, and pseudo

measurement data.

a) Confidence level, computation time, and residual for the internal fault case are

depicted in Figure 107.

b) External states and some of internal states for time t and t, are depicted in Figure 108.
Internal states of the single section distribution line and the transformer is not explicitly

shown in this appendix.

c) Measurement data, estimated measurement data, residual, and normalized residual of
actual measurement, virtual measurement, and pseudo measurement data are illustrated

in Figure 109 to Figure 121.

cl) Actual measurement data, estimated measurement data, residual, and normalized
residual values for time t and tn,. are depicted in Figure 109 and Figure 112. In more
detail, for time t and tn, across measurement data and estimated measurement data at
node FEEDER1 are compared each other as shown in Figure 109. Residual and
normalized residual values are also depicted in the same figure. In addition, through

measurement data and estimated measurement data at node FEEDER1, are compared
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each other, and the resulting residual and normalized residual values are shown in Figure

112.

c2) Derived measurement data, estimated measurement data, residual, and normalized
residual values for time t and t. are depicted in Figure 110, Figure 111, Figure 113,
and Figure 144. In more detail, for time t and tn,, derived across measurement data and
estimated measurement data at node FEEDER2 and M-LOAD3 are compared each other
as shown in Figure 110 and Figure 111, respectively. Residual and normalized residual
values are also depicted in the same figure. In addition, derived through measurement
data and estimated measurement data at node FEEDER2 and M-LOAD3 are compared
each other, and the resulting residual and normalized residual values are shown in Figure

113 and Figure 144.

c2) Virtual measurement data, estimated measurement data, residual, and normalized
residual values for time t and t,, are depicted in Figure 115 to Figure 118. In more detail,
internal virtual measurement data and estimated measurement data of the first single
section distribution line model for time t and t, are compared each other, and the
resulting residual and normalized residual values are shown in Figure 115. Result graphs
of the second and the third single section distribution line model and the transformer
model are depicted in Figure 116 and Figure 117, respectively. Moreover, KCL virtual
measurement data and estimated measurement data at node M-FAC for time t and t,, are
compared each other, and the resulting residual and normalized residual values are shown

in Figure 118.

c3) Pseudo measurement data, estimated measurement data, residual, and normalized

residual values for time t and ty, are depicted in Figure 119 to Figure 121. In more detail,
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pseudo measurement data and estimated measurement data at node FEEDERLI,
FEEDERZ2, and M-LOAD1 for time t and t, are compared each other, and the resulting

residual and normalized residual values are shown in Figure 119 to Figure 121.
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Figure 107: Confidence level, computation time, and residual for the internal fault case on the

microgrid during the grid-connected mode.
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Figure 109: Actual across measurement data, estimated measurement data, residual, and normalized
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residual at node FEEDER1.
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Figure 110: Derived across measurement data at time t, estimated measurement data, residual, and

normalized residual at node FEEDER2.
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Figure 111: Derived across measurement data at time t, estimated measurement data, residual, and

normalized residual at node M-LOAD1.
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Figure 112: Actual through measurement data at time t, estimated measurement data, residual, and

normalized residual at node FEEDER1.
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Figure 113: Derived through measurement data at time t, estimated measurement data, residual, and

normalized residual at node FEEDER2.
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Figure 114: Derived through measurement data at time t, estimated measurement data, residual, and

normalized residual at node M-LOAD1.
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Figure 115: Virtual measurement data at time t, estimated measurement data, residual, and

normalized residual of the first line model.
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Figure 116: Virtual measurement data at time t, estimated measurement data, residual, and

normalized residual of the second line model.
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Figure 117: Virtual measurement data at time t, estimated measurement data, residual, and

normalized residual of the third line model.
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Figure 118: Virtual KCL measurement data at time t, estimated measurement data, residual, and

normalized residual at node M-FAC.
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15.20 15.40 15.60 15.80

Figure 119: Pseudo measurement data at time t,,,, estimated measurement data, residual, and

normalized residual at node FEEDER1.

229



-24.42 m—

-488.3 m—

Program XfmHms - Page 1 of 1

c:\wmaster\winxfm\yonghee\result\yonghee_test_microgrid_con_derived - May 19, 2014, 12:53:15.000000 - 10000.0
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Figure 120: Pseudo measurement data at time t,,,, estimated measurement data, residual, and

normalized residual at node FEEDER2.
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Figure 121: Pseudo measurement data at time t,,,, estimated measurement data, residual, and

normalized residual at node M-LOAD1.
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Appendix R Results Graphs of the DSE-based Protection Scheme Simulation

Results =Microgrid during the Island Operation

The result graphs of the simulation of the fault condition on the microgrid during the
island operation are depicted in this appendix Figure 122 to Figure 136 as follows: a)
confidence level, computation time, and residual, b) external states and some of internal
states for time t and ty,, and ¢) measurement data, estimated measurement data, residual,
and normalized residual of actual measurement, virtual measurement, and pseudo

measurement data.

a) Confidence level, computation time, and residual for the internal fault case are

depicted in Figure 122.

b) External states and some of internal states for time t and t., are depicted in Figure 123.
Internal states of the single section distribution line and the transformer is not explicitly

shown in this appendix.

c) Measurement data, estimated measurement data, residual, and normalized residual of
actual measurement, virtual measurement, and pseudo measurement data are illustrated

in Figure 124 to Figure 136.

cl) Actual measurement data, estimated measurement data, residual, and normalized
residual values for time t and ty,. are depicted in Figure 124 to Figure 129. In more detail,
for time t and ty, across measurement data and estimated measurement data at node
FEEDERL are compared each other as shown in Figure 124. Residual and normalized
residual values are also depicted in the same figure. Result graphs of node FEEDER?2 and

M-LOAD1 are depicted in Figure 125 to Figure 126. In addition, through measurement
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data and estimated measurement data at node FEEDER1, FEEDERZ2, and M-LOADL1 are
compared each other, and the resulting residual and normalized residual values are shown

in Figure 128 to Figure 129.

c2) Virtual measurement data, estimated measurement data, residual, and normalized
residual values for time t and t,, are depicted in Figure 130 to Figure 133. In more detail,
internal virtual measurement data and estimated measurement data of the first single
section distribution line model for time t and t, are compared each other, and the
resulting residual and normalized residual values are shown in Figure 130. Result graphs
of the second and the third single section distribution line model and the transformer
model are depicted in Figure 131 and Figure 132, respectively. Moreover, KCL virtual
measurement data and estimated measurement data at node M-FAC for time t and t, are
compared each other, and the resulting residual and normalized residual values are shown

in Figure 133.

c3) Pseudo measurement data, estimated measurement data, residual, and normalized
residual values for time t and ty, are depicted in Figure 134 to Figure 136. In more detail,
pseudo measurement data and estimated measurement data at node FEEDERI,
FEEDERZ2, and M-LOAD1 for time t and t, are compared each other, and the resulting

residual and normalized residual values are shown in Figure 134 to Figure 136.
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151.8 u
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T ‘ T T ‘ T T ‘ T T ‘ T
21.20 21.40 21.60 21.80

Figure 122: Confidence level, computation time, and residual for the internal fault case on the

microgrid during the island mode.
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Program XfmHms - Page 1 of 1

c:\wmaster\winxfm\yonghee\result\yonghee_test_microgrid_iso_actual - May 19, 2014, 17:13:21.000000 - 10000.0 s¢

440.2 4

-482.3 —

36.85 m—

-39.36 m—

1.842

-1.968 —

382.1

-383.7—

44.71 m—

-33.60 m—

2.236

-1.681—

502.7 —

-451.3

37.27 m—

-46.35 m—

1.863

-2.318—

Figure 124: Actual across measurement data, estimated measurement data, residual, and normalized

Actual_Measurement_Voltage FEEDER1_A (V)
a,'=.-o Ackugl \Measprement) Volkage fFEEDRRIL WA

Residual_Actual_Measurement_Voltage FEEDER1_A (V)
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fEtifhatdd \Acthidl Mkab :." \t_ Volfage AEEDERL B (V)

S

Residual_Actual_Measurement_Voltage FEEDER1 B (V)
Normalized_Residual_Actual_Measurement_Voltage_FEEDER1_B (V)

Actual_Measurement_Voltage FEEDER1_C (V)
Bstimated_Actyal Measugemenit Voltage FEBDERL G ()

Residual_Actual_Measurement_Voltage FEEDER1_C (V)

Normalized_Residual_Actual_Measurement_Voltage FEEDER1_C (V)

T I T T I T T I T
21.20

21.40 21.60 21.80

residual at node FEEDER1.
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416.0 - Actual_Measurement_Voltage FEEDER2_A (V)
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21.20 21.40 21.60 21.80

Figure 125: Actual across measurement data at time t, estimated measurement data, residual, and

normalized residual at node FEEDER2.
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Figure 126: Actual across measurement data at time t, estimated measurement data, residual, and

normalized residual at node M-LOAD1.

238



Program XfmHms - Page 1 of 1

c:\wmaster\winxfm\yonghee\result\yonghee_test_microgrid_iso_actual - May 19, 2014, 17:13:21.000000 - 10000.0 s¢
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Figure 127: Actual through measurement data at time t, estimated measurement data, residual, and

normalized residual at node FEEDER1.
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Figure 128: Actual through measurement data at time t, estimated measurement data, residual, and
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normalized residual at node FEEDER2.

240



Program XfmHms - Page 1 of 1

c:\wmaster\winxfm\yonghee\result\yonghee_test_microgrid_iso_actual - May 19, 2014, 17:13:21.000000 - 10000.0 s¢

671.8

-567.7 —

647.9 m—

-550.7 m—

80.98 —

-68.84 —

645.2

-832.6 —

626.0 m—

-804.8 m—

78.25

-100.6 —

678.4—

-619.3 -

654.4 m—

-595.6 m—

81.80

-74.45—

Figure 129: Actual through measurement data at time t, estimated measurement data, residual, and
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normalized residual at node M-LOAD1.
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Figure 130: Virtual measurement data at time t, estimated measurement data, residual, and

normalized residual of the first line model.
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Figure 131: Virtual measurement data at time t, estimated measurement data, residual, and

normalized residual of the second line model.
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Figure 132: Virtual measurement data at time t, estimated measurement data, residual, and

normalized residual of the third line model.
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Figure 133: Virtual KCL measurement data at time t, estimated measurement data, residual, and

normalized residual at node M-FAC.

245



Program XfmHms - Page 1 of 1

c:\wmaster\winxfm\yonghee\result\yonghee_test_microgrid_iso_actual - May 19, 2014, 17:13:21.000000 - 10000.0 s¢

107.9 Pseudo_Measurement_Voltage FEEDER1_N (V)
07.9 Estimated_Pseudo_Measurement_VoItTW_FEEDERl_N V)

e 2\ JAWYY) ,\ A A
-16.57 — v 7 Y W S
-141.1 -
107.9 M Residual_Pseudo_Measurement_Voltage FEEDERL_N (V)
-16.57 m—
-141.1 m—
1542 — Normalized_Residual_Pseudo_Measurement_Voltage FEEDER1_N (V)
-236.7 m—|
-2.015 -

23.98 . Pseudo_Measurement_Current_FEEDER1_N (A)
3.28 Estimated_Pseudo_Measurement_Curreni FEEDER1_N (A)

AL
-1.817 — ¥ VlYV v
-26.91—
23.29 m— Residual_Pseudo_Measurement_Current_FEEDER1_N (A)
A A A A A A A A A A A A A A e
_1.817 m7 NWMVMWM
-26.92 m—
Normalized_Residual_Pseudo_Measurement_Current_FEEDER1_N (A)
332.6 m—
WWWMMW\AMWMVM
_25.96 m7 \MVWVWWVW\W/W
-384.5 m—

T ‘ T T ‘ T T ‘ T T ‘ T
21.20 21.40 21.60 21.80

Figure 134: Pseudo measurement data at time t,,,, estimated measurement data, residual, and

normalized residual at node FEEDER1.

246



Program XfmHms - Page 1 of 1

c:\wmaster\winxfm\yonghee\result\yonghee_test_microgrid_iso_actual - May 19, 2014, 17:13:21.000000 - 10000.0 s¢

Pseudo_Measurement_Voltage FEEDER2_N (V)

170.57 Estimated_Pseudo_Measurement_VoIfW\e__FEEDERZ_N V)

2.119 - \/ﬂvﬂu& U UAW

-166.2 —
170.5 m— Residual_Pseudo_Measurement_Voltage FEEDER2_N (V)
2.119 m—
-166.2 m—

2435 Normalized_Residual_Pseudo_Measurement_Voltage FEEDER2_N (V)
30.28 m—

-2.375 -

Pseudo_Measurement_Current_FEEDER2_N (A)

24.697 Estimated_Pseudo_Measurement_C/LJrren _FEEDER2_N (A)
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Figure 135: Pseudo measurement data at time t,,,, estimated measurement data, residual, and

normalized residual at node FEEDER2.
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Figure 136: Pseudo measurement data at time t,,,, estimated measurement data, residual, and

normalized residual at node M-LOAD1.
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Appendix S Results Graphs of the DSE-based Protection Scheme Laboratory Test

Results =Microgrid during Islanding Operation

The experimental result graphs of the fault condition on the microgrid during the island
operation are depicted in this appendix Figure 137 to Figure 151 as follows: a)
confidence level, computation time, and residual, b) external states and some of internal
states for time t and ty,, and ¢) measurement data, estimated measurement data, residual,
and normalized residual of actual measurement, virtual measurement, and pseudo

measurement data.

a) Confidence level, computation time, and residual for the internal fault case are

depicted in Figure 137.

b) External states and some of internal states for time t and t, are depicted in Figure 138.
Internal states of the single section distribution line and the transformer is not explicitly

shown in this appendix.

c) Measurement data, estimated measurement data, residual, and normalized residual of
actual measurement, virtual measurement, and pseudo measurement data are illustrated

in Figure 139 to Figure 151.

cl) Actual measurement data, estimated measurement data, residual, and normalized
residual values for time t and tn,. are depicted in Figure 139 and Figure 142. In more
detail, for time t and tn, across measurement data and estimated measurement data at
node FEEDER1 are compared each other as shown in Figure 139. Residual and
normalized residual values are also depicted in the same figure. In addition, through

measurement data and estimated measurement data at node FEEDER1, are compared
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each other, and the resulting residual and normalized residual values are shown in Figure

142.

c2) Derived measurement data, estimated measurement data, residual, and normalized
residual values for time t and t.. are depicted in Figure 140, Figure 141, Figure 143,
and Figure 144. In more detail, for time t and tn,, derived across measurement data and
estimated measurement data at node FEEDER2 and M-LOAD3 are compared each other
as shown in Figure 140 and Figure 141, respectively. Residual and normalized residual
values are also depicted in the same figure. In addition, derived through measurement
data and estimated measurement data at node FEEDER2 and M-LOAD3 are compared
each other, and the resulting residual and normalized residual values are shown in Figure

143 and Figure 144.

c2) Virtual measurement data, estimated measurement data, residual, and normalized
residual values for time t and t,, are depicted in Figure 145 to Figure 148. In more detail,
internal virtual measurement data and estimated measurement data of the first single
section distribution line model for time t and t, are compared each other, and the
resulting residual and normalized residual values are shown in Figure 145. Result graphs
of the second and the third single section distribution line model and the transformer
model are depicted in Figure 146 and Figure 147, respectively. Moreover, KCL virtual
measurement data and estimated measurement data at node M-FAC for time t and t,, are
compared each other, and the resulting residual and normalized residual values are shown

in Figure 148.

c3) Pseudo measurement data, estimated measurement data, residual, and normalized

residual values for time t and ty, are depicted in Figure 149 to Figure 151. In more detail,
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pseudo measurement data and estimated measurement data at node FEEDERLI,
FEEDERZ2, and M-LOAD1 for time t and t, are compared each other, and the resulting

residual and normalized residual values are shown in Figure 149 to Figure 151.
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Figure 137: Confidence level, computation time, and residual for the internal fault case on the

microgrid during the island mode.
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Figure 139: Actual across measurement data, estimated measurement data, residual, and normalized

residual at node FEEDER1.
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Figure 140: Derived across measurement data at time t, estimated measurement data, residual, and

normalized residual at node FEEDER2.
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Figure 141: Derived across measurement data at time t, estimated measurement data, residual, and

normalized residual at node M-LOAD1.
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Figure 142: Actual through measurement data at time t, estimated measurement data, residual, and

normalized residual at node FEEDER1.
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Figure 143: Derived through measurement data at time t, estimated measurement data, residual, and

normalized residual at node FEEDER2.
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Figure 144: Derived through measurement data at time t, estimated measurement data, residual, and

normalized residual at node M-LOAD1.

259



Program XfmHms - Page 1 of 1

c:\wmaster\winxfm\yonghee\result\yonghee_test_microgrid_iso_derived - May 19, 2014, 17:13:21.000000 - 10000.0 ¢

Virtual_Measurement_0 ()

1997 |:st|mated_VlrIual_Measuremem_uLv\fJ
-24.50 —
9.987 m Residual_Virtual_Measurement_0 (W
-122.5 m—
998.7 m-. Normalized_Residual_Virtual_Measurement_O ()
-12.25 -
2217 - Virtual_Measurement_1 ()
: Estimated_Virtual_Measurement_1 /(? /\
N
-5.936 — o

Residual_Virtual_Measurement_1 ()

110.9 m— /W
-29.68 m—

Normalized_Residual_Virtual_Measurement_1 ()

11.09
-2.968 -
16.12 — Virtual_Measurement_2 ()
6. Estimated_Virtual_Measurement_2 % /\
-7.990 v

80.59 m— Residual_Virtual_Measurement_2 (m
-39.95 m—

Normalized_Residual_Virtual_Measurement_2 ()

8.059 —

-3.995 —

Virtual_Measurement_3 ()

6.086 Estimated_Virtual_Measurement_3 () A

-5.288 — A

Residual_Virtual_Measurement_3 ()

30.43 m—

-26.44 m-

3.043 Normalized_Residual_Virtual_Measurement_3 ()

-2.644
[ T T T T
21.00 21.20 21.40 21.60 21.80

Figure 145: Virtual measurement data at time t, estimated measurement data, residual, and

normalized residual of the first line model.
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Figure 146: Virtual measurement data at time t, estimated measurement data, residual, and

normalized residual of the second line model.
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Figure 147: Virtual measurement data at time t, estimated measurement data, residual, and

normalized residual of the third line model.
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Figure 148: Virtual KCL measurement data at time t, estimated measurement data, residual, and

normalized residual at node M-FAC.
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Figure 149: Pseudo measurement data at time t,,,, estimated measurement data, residual, and

normalized residual at node FEEDER1.
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Program XfmHms - Page 1 of 1
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Figure 150: Pseudo measurement data at time t,,,, estimated measurement data, residual, and

normalized residual at node FEEDER2.
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Program XfmHms - Page 1 of 1

c:\wmaster\winxfm\yonghee\result\yonghee_test_microgrid_iso_derived - May 19, 2014, 17:13:21.000000 - 10000.0 ¢
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Figure 151: Pseudo measurement data at time t,,,, estimated measurement data, residual, and

normalized residual at node M-LOAD1.
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