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Abstract

We use a factor model with stochastic volatility to decompose the time-varying variance of Macro-
economic and Financial variables into contributions from country-specific uncertainty and uncertainty
common to all countries. We find that the common component plays an important role in driving the
time-varying volatility of nominal and financial variables. The cross-country co-movement in volatility
of real and financial variables has increased over time with the common component becoming more
important over the last decade. Simulations from a two-country DSGE model featuring Epstein Zin
preferences suggest that increased globalisation and trade openness may be the driving force behind
the increased cross-country correlation in volatility.
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1 Introduction

Recent turmoil in financial markets has led to a substantial increase in macroeconomic volatility across
the industrialised world. This is clear from the simple calculation in figure [I] which shows the average
of the rolling standard deviation of the main macroeconomic and financial variables for eleven OECD
countries. This simple measure of economic volatility shows an increase across all countries over the
post-2007 period highlighting the severity of the financial crisis. It is interesting to note that this high
correlation of volatility is not just confined to the recent financial crisis but appears to be a prominent
feature of this statistic over several episodes in the past. A casual examination of the figure suggests that
this measure of volatility moved especially closely together during the mid-1970s, the early 1980s and
then during the beginning and end of the last decade. The full sample correlation between these volatility
measures is high, averaging across pairwise combinations at 50%.

The aim of this paper is to investigate the comovement in volatility from an empirical and theoretical
perspective. Using a dynamic factor model with stochastic volatility, we decompose the movements in
the volatility of real activity, inflation and financial series from these eleven OECD countries into the
contributions from country specific and OECD wide uncertainty. We find that OECD wide uncertainty
plays an important role in driving the variance of real and nominal variables and is especially important
for the latter series. Moreover, we estimate that the contribution of common uncertainty has increased
over the sample period and the volatility of key variables displays a higher correlation after the late 1990s.

We then build a two country model that features households with Epstein-Zin preferences. One of the
key implications of the model set-up is the presence of heteroscedastic endogenous variables, with this
feature induced by agents’ preferences. We show that in a two country environment, shocks that lead to
transfer of resources across countries imply comovement in the second moments of endogenous variables.
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This comovement rises as trade links in the model become stronger. In contrast, changes in monetary
policy rule and/or the Phillips curve are unable to explain the increase in the importance of the common
component in volatility.

This paper is closely related to two recent strands of the empirical Macro literature. The aim of
the paper is similar in spirit to the work on international business cycles (see for example Kose et al.
(2003)) and the research on inflation co-movements (see Mumtaz and Surico (2008)) that has sought
to establish the importance of a common factor in explaining the movements in these variables. We
focus on comovement in the second moment and show that this feature is important from an empirical
and theoretical perspective. Our analysis is also closely related to the recent literature on uncertainty
that has focussed on estimating proxies for economic uncertainty. However, we investigate the role of
common movements in uncertainty, an aspect that has been relatively unexplored in this literature. This
investigation is related to the analysis in Berger et al.| (2014)) and Berger et al. (2016]) who estimate global
uncertainty associated with output and inflation. However, our work explores common macroeconomic
uncertainty that encompasses both macroeconomic and financial variables. Moreover, in contrast to
Berger et al.|(2014]) and Berger et al.|(2016), a major aim of the current paper is to build a DSGE model
to provide a theoretical explanation for the empirical findings.

Our results have important policy implications. In particular, they highlight potential consequences
of globalisation that have been largely ignored in the literature—i.e. an increasing comovement in the
time-varying volatility of output, inflation and stock returns. This suggests that policy makers may need
to focus more on economic developments that cause uncertainty in countries that are linked through trade.
This implication is especially relevent given the recent debt crisis in the Euro Area that has resulted in
an increase in volatility in a number of countries.

The paper is organised as follows: Sections [2] and introduce the empirical model and discuss the
estimation method. The results from the empirical model are presented in Section [3} We introduce the
DSGE model and present the model simulations in Section

2 Common and country-specific uncertainty

In order to estimate country-specific and common (or ‘world’) specific measures of uncertainty, we use a
dynamic factor model with time-varying volatility. The factor model is defined as

Xy = BYFE + BVFY + ¢ (1)

where X;; is a panel of macroeconomic and financial data for the set of OECD countries described below.
This panel of data is summarised by three components: a set of Ky common or ‘world’ factors FtW, a
set K¢ country-specific factors FtC and idiosyncratic components e;;. The world and the country factors
follow VAR processes:

P
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while the idiosyncratic components have an AR transition equation

J
1/2
€it = E g j€it—j + hit/ Eit (4)
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where g, v, €5 N(0,1). Note that the error terms in equations and 4| are heteroscedastic. The error
covariance matrices in the VAR models Pl and B] are defined as

T, =C'D,C7Y (5)
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Figure 1: Two year rolling estimate of the average variance of macroeconomic variables in 11 OECD
countries. The data set for each country is described in section For the purposes of this figure, the
rolling standard deviation is calculated for each series and then the mean across the series is calculated.
The data is standardised prior to this calculation.

Q= A HATY (6)

where A and C' are lower triangular and D; and H, are diagonal matrices defined as

Dy = diag(sk;) (7)
Hy = diag(Sp)t)

The time-varying volatility is captured by v, and \; with s; and Sy, the scaling factors for k = 1,2, ...K,,
for m = W, C. The overall volatilites evolve as an AR(1) process:

Iny, =a+Bny,_; + QI/QTH (8)

In X = &+ Blnh—1 + QY2 9)

The structure defined by equations [5 and [6] suggests that the volatility specification is characterised by
the following features: First, the specification captures the overall volatility in the orthogonalized residuals
of the VAR models. As explained in (Carriero et al. (2012]), the common volatilities can be interpreted
as the average of the variance of the shocks with equal weight given to each individual volatility. Note
that the errors to these equations represent the shocks to ‘world’ and country factors. Thus, v, and
A+ capture the average volatility of the unpredictable part of the common component and the country-
specific component. We interpret these volatilities as measures of uncertainty associated with OECD wide
economic conditions and country specific economic conditions.

The variance of the shocks to the idiosyncratic components are also assumed to heteroscedastic with
hi: evolving as a stochastic volatility process

Inhy; =a; +b;Inhj—1 + qil/Znit (10)



The structure of the model implies that the variance of each series at time ¢ can be written as a
function of Y4, ; and h. In particular

var (X)) = (BC)2 var (Ftc) + (BIW)2 var (FtW) + var (eit) (11)

7
where the variance terms on the RHS of equation [I1] can be calculated using the standard VAR formula
for the variance of the endogenous variables. Note that these variance terms are time-varying as they
are functions of A, 7, and h;; respectively. The volatility of each series in our panel is thus driven by
uncertainty that is common to all countries, uncertainty that is country-specific and a residual term
that captures sectoral volatility and data uncertainty. Our framework, therefore, allows us to calculate
how volatility of key series (such as GDP growth, CPI inflation and stock market returns) is driven by
uncertainty that is common to all countries and uncertainty that is country and series-specific.

This empirical model is related to a number of contributions in the recent literature on measuring
uncertainty. In particular, the spirit of our model is similar to the procedure used in|Jurado et al.| (2013)
to estimate US economic uncertainty. The uncertainty measure in Jurado et al| (2013) is the average
time-varying variance in the unpredictable component of a large set of real and financial time-series. The
volatility specification in our factor model has a similar intepretation— it attempts to capture the average
volatility in the shocks to the factors that summarise real and financial conditions. In contrast to |[Jurado
et al.| (2013]), however, our model allows the estimation of uncertainty at the country and at the ‘world’
level[T]

It is interesting to note that this specification is more general than those employed in Mumtaz and
Surico| (2008), Berger et al. (2014) and [Berger et al.| (2016). These studies focus on the volatility of the
unpredictable component of output growth or inflation factors. In particular, these studies estimate factor
models of the following basic form: )

Yit = TRl +TaCy + et (12)

where y;; is chosen to be a cross-country panel of inflation rates by Mumtaz and Surico (2008), and GDP
growth by [Berger et al. (2016)E]In this model, R; represents an inflation or GDP growth factor that is
common across countries with T'; denoting the factor loadings. Similarly, C; denotes the country-specific
factor in either inflation or GDP growth with the associated factor loadings given by I's. The dynamics
of R; and C’t are assumed to be described by uni-variate AR processes that feature stochastic volatility.
These stochastic volatilties are intepreted as uncertainty at the ‘world’ and country levels. These models
differ from our specification in two key dimensions: First, unlike Mumtaz and Surico| (2008)) and Berger
et al. (2016), our data set features a range of macroeconomic and financial variables for each country
included in the panel. This means that the set of factors F}V and FC in equation [l| capture common
and country-specific economic conditions and not simply common inflation or GDP growth. Second, the
law of motion for the set of factors F}V and FC are assumed to be VARs rather than uni-variate AR
processes. The variance of the VAR shocks is modelled using the common stochastic volatility specification
of |Carriero et al.| (2012). This common volatility summarises the uncertainty in common and country-
specific economic conditions as captured by F}V and FC. We are thus able to interpret the resulting
uncertainty measures as pertaining to economic uncertainty rather than a narrower measure focussing on
a particular variable.

2.1 Estimation and model specification

The factor model in equations [I] to [L0]is estimated via Gibbs sampling. The technical appendix provides
details of the priors and the conditional posterior distributions. In the benchmark specifications, we use

Mumtaz and Theodoridis| (2014) use a factor model with common stochastic volatility to estimate the time-varying
impact of uncertainty shocks on the US economy. Their specification does not, however, distinguish between OECD and
countr-specific uncertainty.

2Note that we Berger et al. (2016) include each country’s inflation as an exogenous regressor.



50,000 replications and base our inference on the last 5,000 replications. The recursive means of the
retained draws (see technical appendix) show little fluctuation providing support for convergence of the
algorithmﬂ

In order to maintain parsimony, P the lag lengths in the VARs are fixed at 2. In addition, we allow
for first order serial correlation in the idiosyncratic errors e;;. The number of common and county-specific
factors is an important specification choice. For the model selection exercise we set Ky = K¢ in equation
We consider models with 2 to 5 common and country factors and select the model which minimises
the Bayesian Deviance Information Criterion (DIC). E|

Introduced in Spiegelhalter et al. (2002), the DIC is a generalisation of the Akaike information criterion
— it penalises model complexity while rewarding fit to the data. As shown in the technical appendix, the
DIC can be calculated as DIC = D + pp where D measures goodness of fit and pp approximates model
complexity. A model with a lower DIC is preferred. Table [I] shows that the DIC is minimised for the
model with 4 world and country factors and thus we set K = 4 in our benchmark model.

DIC
2 factors 1.65x10°
3 factors 1.75x10°
4 factors 1.52x10°
5 factors 1.64x10°

Table 1: Model Comparison via DIC. Best fit indicated by lowest DIC

2.2 Data

As alluded to above, the model is estimated using quarterly data on eleven OECD countries. We consider
data for the United States, United Kingdom, Canada, Germany, France, Spain, Italy, the Netherlands,
Sweden, Japan and Australia. We limit our attention to these industrial countries mainly because of data
availability — data on real and financial sectors of the economy is available for a reasonably long time
span for these countries. Both of these features are essential for our analysis as we aim to incorporate
uncertainty in a broad range of series and to also include periods which were subject to interesting
fluctuations (such as the 1970s).

For each country the data runs from 1960Q1 to 2013Q3. The number of series included for each
country varies according to data availability. However, we attempt to maintain a similar composition of
macroeconomic and financial series. For each country, the data set includes real activity variables (for
e.g. exports, imports, consumption, investment, production, GDP), measures of inflation and earnings,
interest rates and term spreads, corporate bond spreads, exchange rates and stock prices. Where relevant
and available, oil prices are also included in the country specific data sets. Where necessary, the variables
are log differenced to induce stationarity. Finally, all series are standardised. The technical appendix
provides a list of the series used and the data sources.

3The technical appendix presents results from a small Monte-Carlo experiment that shows that this MCMC algorithm
performs well.

4We vary the country and common factors in a symmetric manner in this exercise. In theory it is possible to consider
combinations of a different number of these factors. Note, however, that as a computationally intensive particle filter
algorithm (see appendix) is used to compute the likelihood for the purpose of DIC calculation, computational feasibility
limits us to the symmetric approach.
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3 Empirical results

3.1 The estimate of common and country-specific uncertainty

Figurepresents the posterior estimate of 7% / 2, the common standard deviation of the shocks to the ‘world’
factors. We interpret this as a measure of uncertainty that is common across our panel of countries. It is
interesting to note that this measure of common or ‘world uncertainty’ was at its highest over the recent
financial crisis in 2009, again emphasizing the scale of the recent recession and its wide-ranging effect on
the countries in our sample. The vertical lines in the figure indicate that previous peaks in this measure
have coincided with important events such as wars in the middle east, oil shocks, major financial crises and
the September 11th terrorist attacks. This measure of common uncertainty shows noticeable differences
from the output growth based measure presented in |Berger et al.| (2016)). In particular, common output
growth uncertainty shown in Berger et al.| (2016) remains relatively muted during periods of financial
stress and political uncertainty during the early and late 1980s and at the beginning of the 2000s. In
contrast, these events can be clearly linked to peaks in our measure as we account for financial stress
by including financial variables and capture major global political events through their impact on asset
prices such as oil and exchange rates[|

Figure [3| shows the estimated country specific uncertainty measures-i.e. )\;/02 for countries ¢ =
1,2,...11. The estimate country specific uncertainty for the United States reached its peak during the early
1980s that were characterised by a recession and change in the practice of monetary policy referred to as
the ‘Volcker Experiment’. The mid-1980s saw another increase in US-specific uncertainty corresponding
to the savings and loan crisis in 1985-1986. The late 1980s and early 1990s were also characterised by
periods of increased uncertainty with the US economy buffeted by a stock market crash, recession and the
onset of a credit crunch and the war in Iraq. Uncertainty declined after the mid-1990s but rose following
the September 11th terrorist attacks in 2001 remaining elevated until the middle of the decade. Uncer-
tainty was also higher during the recent recession. Note that this estimate of US-specific uncertainty has
a correlation of 0.5 with the measure proposed in [Jurado et al.|(2013). While the two measures coincide
during some time periods, several peaks in the Jurado et al|(2013]) uncertainty measure are classified as
common or ‘world’ uncertainty by our modelﬁ

The UK specific uncertainty measure peaked during the Sterling crisis of 1976. In the following years,
this measure displays spikes during the recession of early 1980s, the exchange crisis in 1985, the ERM exit
in 1992. The inflation targetting period was characterised by low volatility until the recent recession when
the measure increased again. Canadian uncertainty peaked during 1981, when the country experienced one
of its worst recessions. Prominent increases in volatility can also be seen during the early 2000s when the
Canadian economy experienced a slowdown coinciding with a large appreciation of the Canadian dollar.
Finally, Canada-specific uncertainty increased sharply during the recent recession. German uncertainty is
at its highest during the period of re-unification and the ERM crisis in the early 1990s. Note also that the
two strongest post-war German recessions in 1974 and 2008 are characterised by increases in uncertainty
with the former rise estimated to be substantially larger and the latter episode largely captured by the
rise in world-specific uncertainty. The uncertainty in the remaining Euro-Area countries follows a similar
pattern, with highs estimated during the oil shock of the early 1970s, the stock market crash of the
late1980s, the recessions following the ERM crisis and then during the great recession[] It is interesting
to note that uncertainty in Sweden appears to fluctuate more than the Euro-Area countries, with large
increases coinciding with the oil shocks of the 1970s, the large depreciation in the exchange rate in 1982,

5To verify this, we re-estimate our empirical model eliminating any non-real activity series from our panel. The resulting
measure of common uncertainty (see technical appendix) is similar to the measure of Berger et al| (2016), but appears
disconnected with periods of financial stress.

5The correlation between the [Jurado et al| (2013) measure and the sum of US-specific and common uncertainty is 0.6.

"Note that we do not include CDS spreads or ratings data for Euro-Area countries as these series are not available over
the sample used to estimate the model. This may potentially affect the estimates of country-specific uncertainty towards the
end of the sample.



the financial crisis of the early 1990s and finally during the downturn in 2008-2009.

Japanese uncertainty was high during the mid-1970s. It rose again with the bursting of the real-estate
bubble in 1990-1991, in the aftermath of the Asian financial crisis and then in 2008/2009. In Australia,
country-specific uncertainty was at its peak during the recession of the mid-1970s. Uncertainty remained
elevated through the 1980s peaking after the stock market crash of 1987. Uncertainty rose again in 1991,
when the Australian economy was embroiled in a deep recession. The slowdowns in 2001 and then in
2008/2009 also coincided with increasing uncertainty.
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3.2 Variance decomposition

One of the key questions that we wish to address using our empirical model is to investigate how important
the common uncertainty measure has been in driving the volatility of key macroeconomic and financial
variables. We do this by decomposing the unconditional variance into contributions from A, 7, and hj
respectively. The structure of the model implies that these contributions can be calculated simply using
equation Note that as the variance in the model are time-varying, the implied decomposition changes
over time as well.

Table [2| presents the contribution of of ‘world” or common, country-specific and idiosyncratic uncer-
tainty to the unconditional volatility of output growth, Inflation, the short-term government rate and
stock returns. Note that the table presents the average of the contributions across time. The first three
columns of the table show the decomposition for output growth. Output growth is defined as the quar-
terly growth of GDP for all countries except Sweden where this variable is unavailable and we report
the results for the volatility of the growth of industrial production. The country-specific uncertainty is,
in general, estimated to be more important for output volatility than ‘world’ uncertainty implying that
domestic uncertainty shocks are largely responsible for driving this variable. However, the role played by
common uncertainty is non-negligible. On average, this contribution ranges from a modest 2% to 5% for
the United States and the United Kingdom to a high of around 35% for France. The average contribution
is greater than 10% for countries other than United States and United Kingdom.

Columns 4 to 6 of table [2| decompose the unconditional volatility of CPI inflation. Across countries,
common uncertainty is estimated to be more important for inflation volatility than the variance of output
growth, with a cross-country mean contribution of 26%. Average contributions are around 40% to 50%
for countries such as United States, Canada, Italy and Spain, with the contribution in Japan, Australia,
Netherlands and Sweden ranging between 14% to 30%. In contrast, the importance of ‘world’ uncer-
tainty is estimated to be small for inflation variance in the United Kingdom, Germany and France. For
these countries, inflation variance is persistently high during the 1970s and the early 1980s with this pat-
tern shared by country-specific uncertainty for the United Kingdom and Germany and by idiosyncratic
uncertainty for France.

Columns 7 to 9 of the table show the decomposition of the unconditional variance of the short-term
government rate. Note that this variable was not included in the data set for Japan and Spain because
the available data over some sub-samples was characterised by discrete changes in this variable, with
this feature resulting in estimation difﬁcultiesﬂFor countries such as the US, Germany, Netherlands and
Australia, the contribution of common uncertainty to the volatility of this variable is higher than the
estimate for output growth variance. It is interesting to note that idiosyncratic uncertainty plays a
major role. If one interprets the idiosyncratic component of the interest rate as an approximation to the
monetary policy shock, then this suggests that monetary policy uncertainty has played an important role
in driving the variance of short-term rates.

‘World’ uncertainty also makes an important contribution to the variance of stock returns (columns
10 to 12 of table [2| ). For example, the average contribution of common uncertainty is around 25%
for the United States and Australia and ranges from 25% to over 70% for Canada and the Euro-Area
countries. On average, common uncertainty is estimated to more important for stock return variance
than the remaining variables considered above.

8Discrete values for the interest rate introduces occasional zeros in the residuals leading to numerical problems in the
stochastic volatility part of the MCMC algorithm.
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3.2.1 Changes in the contributions over time

In tables[3] and [] we consider the temporal evolution of the contribution of the common, country-specific
and idiosyncratic uncertainty to the variance of output growth, the short-term government rate and
stock returns. The tables shows the distribution of the percentage difference in the average contribution
calculated after and before 1989 Q4, with positive numbers indicating that the post-1990 contribution
was larger.

Consider the change in the contribution of the common component. It is clear from the last row of the
table that, on average, the post-1990 contribution of common uncertainty was higher for the variance of
all variables, with the largest increase evident for the financial variablesﬂ The 68% error bands suggest
that the null hypothesis of no change can be rejected. Looking at individual countries, this increase in
the contribution of common uncertainty appears to be a general phenomenon as far as interest rate and
stock return variance is concerned. The change in the contribution is especially larger for the United
States, Canada, Germany, France, Italy and Australia. A similar pattern is evident for the change in the
contribution of common uncertainty to inflation variance, with the change estimated to be greater than
10% for United States, Italy, Spain and Australia. The results for the contribution of common uncertainty
to output growth variance are more heterogenous. While countries such as Canada, France and Australia
appear to have experienced a moderate to large increase in the contribution of common uncertainty, the
estimated change is small or statistically equal to zero for the United States, Germany and Spain

The counterpart to the increasing importance of the common component is a decline in the contribution
of the country-specific and idiosyncratic components for output growth, inflation and stock returns and
a decline in the role of the idiosyncratic uncertainty in the case of the short-term interest rate.

In summary, the variance decomposition exercise suggests three results. First, we find that the role
played by ‘world’ uncertainty in driving the variance of real and nominal variables is non-trivial on average.
Second, common uncertainty appears to be, on average, more important for the variance of inflation and
stock returns than output growth. Finally, the contribution of common uncertainty is estimated to be
higher after the 1990s and the co-movement in volatility of key variables has increased. This phenomenon
is especially evident for inflation, interest rate and stock return variance. In the next section we test if
these results are robust to changes in the specification of the benchmark model.

3.3 Sensitivity Analysis

In order to test the robustness of these results, we carry out key sensitivity checks. While our model
features time-varying variances, the parameters of the observation and transition equations are assumed
to be fixed. To investigate the impact of this assumption, we re-estimate the model over the post-1985
period. This period corresponds roughly to a shift in macroeconomic dynamics for OECD countries, with
lower volatility and lower inflation signalling the start of the ‘Great Moderation’. The resulting variance
decomposition is shown in figure 2 in the technical appendix. The figures show that the key results are
preserved. In particular, common uncertainty is estimated to be important in driving the variance of
output growth, inflation, interest rates and stock returns with the average contribution increasing after
the late 1990s. As a second check, we re-estimate the benchmark model restricting the sample to 2006Q4.
This is done to account for the possibility of large parameter changes over the recent financial crisis.
Figures 3 in the technical appendix again show that the main features of the variance decomposition are
preserved in the this alternative specification.

9Note that, if the post-1990 average is calculated excluding the period after 2006Q4 the same conclusions are reached.
The average percentage change in the contribution of the common component [68% error bands] is 4.6 [2.3, 6.7], 7.0 [4.8,9.4],
10.3 7.6, 14.0], 8.2 [5.0, 11.6] for the variance of output growth, inflation, interest rate and stock returns.
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4 Explaining the empirical results. A DSGE model

The empirical analysis in the paper suggests that the time-varying volatility of key macroeconomic and
financial variables is characterised by a common component across countries and that this co-movement
has become more important over time. In this section, we build a DSGE model to provide a theoretical
explanation for these results. The proposed New Keynesian model features two-countries with recursive
preferences ([Epstein and Zin| (1989)) and [Weil| (1989, |1990)) and long-run risk (Bansal and Yaron| (2004),
Rabanal et al|(2011) and Rabanal and Rubio-Ramirez (2015)).

The work |Colacito and Croce| (2013)), |Kollmann| (2015) and |Gourio et al| (2013) has also employed
recursive preferences and long-run risks in order to understand the correlation patterns between assets
prices and macroeconomic aggregates observed in the data across countries. Similar to Benigno et al.
(2011), the model presented here can be viewed as an extension of this previous work along several
dimensions: we model the supply side more comprehensively as a production economy and add nominal
frictions.

4.1 Summary of the model

Households in each country form Epstein-Zin preferences, consume, supply labour and invest on a interna-
tionally traded riskless bond. Part of the consumption is produced domestically and the rest is imported
from the foreign economy. On the supply side, there is a continuum of monopolistically competitive
firms that produce an intermediate good by combining labour and (fixed) physical capital. The output
of this process is used for the production of the final good, which can be either consumed domestically
or exported, by a perfectly competitive sector. Similarly, the foreign consumption good is imported by a
perfectly competitive sector. Prices in the intermediate sector are based on (Calvo| (1983) schemes, while
import prices obey the law of one price. Monetary authorities set policy based on a Taylor type rule
(Taylor (1993)). Each economy is disturbed by a non-stationary productivity, a stationary productivity
and a financial shock. The two stochastic trends are assumed to be co-integrated to ensure the existence
of a balanced path. Furthermore, the financial shock is the one used by |Smets and Wouters (2007)—i.e.
it decreases the value of the bond exogenously. In short, our theoretical setup can be viewed as the
two-country version of the model developed by Rudebusch and Swanson (2012) and Swanson| (2015).
Technical details on the model variables and equations can be found in the technical appendix of the
paper. The appendix also provides details on the calibration of the parameters. The calibration is largely
standard and uses the parameter values proposed in previous studies.

4.2 Key implications from the model
4.2.1 Heteroscedasticity

It is interesting to note that this model implies that the volatility of endogenous variables is time-varying
without the explicitly need for heteroscedastic shocks. As explained by Rudebusch and Swanson| (2012])
and |[Swanson, (2015)), this heteroscedasticity is a consequence of the nonlinearity of the lifetime preference
function as well as the fact that this is a production economy. According to the authors, the existence of
labour in the model, the fact that shocks do not enter in the model multiplicatively with respect to wealth
and the property that agents’ wealth consists of both human and physical capital makes the utility kernel
non-homothetic. This induces a small degree of conditional heteroscedasticity, which is further enhanced
by the high risk aversion.

As discussed in Theodoridis and Mumtaz (2015), the economic intuition behind this is as follows:
The non-homotheticity in household’s preferences makes agents’ responses to economic shocks depend
on the current level of the state of the economy. For instance, when the current level of consumption is
low (or the marginal utility of consumption is high) then consumption uncertainty is higher (relative to
the case where the initial level of consumption/output is high) and this reflects agents’ elevated concerns
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Figure 4: Starting from the stochastic steady state, the model is simulated from 50000 periods using only
the foreign financial shock. The histogram illustrates the distribution of the domestic and foreign GDP
as deviation from their stochastic steady-state.

about future shocks. As an adverse shock that lowers output further is going to induce a proportionally
larger reduction in utility relative to the case where the initial level of consumption/output was high. This
channel is the further enhanced by Epstein-Zin preferences as the risk parameter reflects how much agents
dislike elevated future uncertainty (Piazzesi and Schneider| (2007); Rudebusch and Swanson| (2012))).

Loosely speaking, agents in this economy price adverse shocks more heavily in ‘bad times’ when
compared to ‘good times’. This behaviour induces a ‘wedge’ between the mode of the distribution of the
state of the economy and its mean as the latter captures these elevated concerns.

Figure 4] illustrates this phenomenon. We use the model developed in this study to simulate the data
using only the foreign financial shockEl The top row of Figure [4] shows the probability density function
of domestic GDP when 1/2 and 1 times the standard deviation foreign financial shocks are used. The
second row reports the same information for the foreign GDP. It is apparent that even under 1/2 times
standard deviation financial shocks the probability density functions displays a ‘downward risk’, meaning
that the average GDP is below its mode. Furthermore, the asymmetry becomes more pronounced as the
size of the shocks increase indicating that agents’ economic behavior is also a function of the state of the
economy.

Figure [5] elaborates further on the mechanism that delivers these non-linearities. Following

| 1°The technical appendix presents these simulations using the supply shock. The results are very similar to those obtained|
[using the financial shock. |
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Figure 5: Response to a financial shock. See equation for the definition of GDP volatility. The
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Bundick! (2011) and [Swanson (2015), we define the volatility of domestic and foreign GDP as follows:

2 %,
6% = 1001n0—2yt (13)
2
Ty =
6% = 100ln—y
t UY*
oy, = B (Y1 — EYi)’
* * )2
0. = E (Y- EYih)

where oy and oy are the stochastic steady-state values of the domestic and foreign GDP volatility,
respectivelyﬂ The financial shock in this study is similar to the household’s budget constraint (Smets
and Wouters| (2007)) bond shock and it can be thought of as a ‘haircut’ to the financial wealth (the
value of the bonds)E This shock increases the effective interest rate faced by foreign households and
this suppresses demand and inflation. However, in our model there is an additional channel that lowers
demand further and this is uncertainty. Foreign agents see that their consumption falls but they are also
assign a non-zero probability to a future shock that is more adverse in terms of its impact on consumption.
As they dislike future uncertainty, they reduce consumption further to hedge against future consumption
risks. These elevated concerns are captured by the mean of the state vector ( E;Y ;) and this opens up
a ‘wedge’ between Y% ; and F;Y;"; and volatility rises.

The fall in the foreign demand and, consequently, domestic exports contributes to the volatility in-
crease in the domestic economy (via a similar mechanism like the one discussed above). Moreover, as
explained by Colacito and Croce, (2013]) domestic agents realise that the difficulties faced by the foreign
economy limits their ability to hedge against future adverse domestic shocks via risk sharing. In other
words, as the degree of risk sharing decreases domestic volatility rises (see Figure |4)).

In figure [ we plots the realised volatility of domestic and foreign output, inflation, policy rate and
equity returns when all shocks are active. These simulations further confirm that the data generated by
the model with homoscedastic shocks display time-varying Varianceﬂ

4.2.2 Comovement in volatility

The model also implies cross-country comovement in the volatility of endogenous variables. First, as the
two economies are symmetric, agents in both countries display precautionary behaviour in response to
shocks. Furthermore, shocks originating in the domestic economy are transmitted to the foreign one via
asset links (UIP condition) or/and good (imported consumption) trade links. These channels: (i) magnify
the precautionary behaviour (see Colacito and Croce (2013, Appendix A)) (ii) cause higher moments to
be correlated across the two economies. For example, consider a situation where a positive shock increases
the supply of the domestic good and thus reduces domestic uncertainty. As the home economy marginal
utility of consumption drops home economy agents find it optimal to transfer resources to the foreign
country. This transfer of resources has an ameliorating impact on the volatility of foreign variables and
thus induces a correlation between the second moments across countries.

In order to demonstrate this feature, we calculate the correlations across countries of the simulated
volatilities shown in figure [§f The first column of table [ displays the results under the benchmark
calibration.

"'The stochastic steady states are calculated as in |[Juillard and Kamenik]| (2005).

12Smets and Wouters| (2007)) view this perturbation as a reduced-form net-worth shock.

13The volatility is calculated via simulation. The model is simulated for 100000 periods. The first 50000 observations are
discarded to eliminate the effects of the initial conditions. The remaining 50000 periods are used to calculate the realised
standard deviation of these series based on a 40-quarter rolling window.A very similar picture is obtained when a univariate
stochastic volatility model is used to estimate the realised volatility of the simulated data.
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Figure 6: Realised volatility of key model variables.
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Table 5: Correlation amongst the time-varying variance of output (o} ), inflation (o7 ), interest rates (of%)

and equity returns (atQ E) across countries. The superscript * denotes the foreign country.
Moments ‘ Benchmark ‘ Strong Home Bias ‘ Smaller response to inflation ‘ Lower Price/wage rigidity
Corr (o} ;07 ") 0.60 0.28 0.63 0.80
Corr (o7, Uf*) 0.77 0.36 0.69 0.94
Corr (off,oft") 0.68 0.35 0.64 0.86
Corr (U?E,at E’*) 0.83 0.46 0.75 0.77

The estimated correlations capture a number of features highlighted by the empirical results. First, the
estimated correlations are non-negligible and show that the volatility co-moves across countries. Second,
the correlation of the volatility of output is lower than the correlation of the variance of inflation and
the financial variables. This feature is driven by the precautionary mechanism described earlier, where
agents with recursive preferences are keen to give up expected future consumption in order to ensure a
less volatile future consumption profile and this leads to a transfer of consumption across countries. For
this transfer to occur, prices and especially the exchange rate need to adjust in order for the markets to
clear. Since domestic prices are staggered (Calvo contracts) most of the variability of the CPI inflation
is driven by import prices and, as the law of one price holds for importing firms, by the exchange rate
variability. Due to the symmetry of the model, exchange rate uncertainty has very similar effects on
CPI inflation in both countries and this induces the higher moments of CPI inflation across countries to
co-move strongly. Strong cross-country CPI inflation volatility co-movement implies that the interest rate
variance across counties is correlated as monetary authorities stabilise inflation by adjusting the policy
rate. In contrast, the equity price volatility correlation is driven by the stochastic discount factor. Equity
prices are functions of the stochastic discount factor. As the UIP condition attempts to equalise the
stochastic discount factor across countries (risk sharing), this results in a closer co-movement of volatility
of this variable.

The second column of table [5| presents second moment correlations estimated assuming a stronger
home bias. A comparison with the benchmark correlations make it clear that as the degree of home
bias falls, the second moment correlations rise dramatically. As the economy becomes more open, agents
are more willing to hedge against future risks about expected utility by transferring resources abroad.
Therefore, globalisation and an increase in trade provides one explanation for the empirical result that
the role of the common uncertainty component has increased over time and consequently, the volatility
of output, inflation and financial variables has become more correlated. Figure [7] shows that the ratio of
total trade to GDP, a measure of trade intensity, rose sharply in the countries in our panel after 1990.
This date broadly coincides with the increase in the contribution of common uncertainty evident in tables
and [4) and again points to the role of globalisation in driving the second moment co-movement estimated
by the empirical model.

Of course, a number of other structural changes also took place in the OECD and globalisation
is not the only possible explanation for the increased importance of common uncertainty. The DSGE
model allows us to consider the plausibility of alternative explanations for this result. First, numerous
studies have shown that after the mid-1980s a number of countries in our panel changed their practice
of monetary policy and adopted a more anti-inflationary stance (see for example [Clarida et al.| (1998)).
In order to consider the role of systematic policy, we re-calculate the cross-country volatility correlation
under the assumption that the coefficient on inflation in the Taylor rule in both countries falls from 1.5 to
1.01. As monetary authorities do not target inflation aggressively, price dispersion rises, magnifying the
resource costs associated with sticky prices. This increases the unconditional variance of real and nominal
variables in each country but, as shown in the third column of table [5] does not change the second
moment correlations relative to the benchmark case. This result suggests that as long as preferences
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of policy makers regarding inflation are symmetric across countries, any change on the weight placed
on inflation does not trigger a change in the way that agents try to ensure against future utility risks.
Given that anti-inflationary monetary policy was in place across our panel of countries after the mid-
1990s, a change in the practice of monetary policy is less likely to be an explanation for the increasing
role of common uncertainty. Fernandez-Villaverde and Rubio-Ramirez| (2008) and [Hofmann et al.| (2012)
present evidence showing that the degree of price and wage nominal rigidities increased during the Great
Moderation. The fourth column of table [5| presents the estimated second moment correlations assuming
a lower degree of nominal rigidities than the benchmark case. A comparison of these results with the
benchmark correlations suggest that a rise in nominal rigidities is associated with decreased comovement
in some of the volatilities thus casting doubt on this structural shift as a factor behind the increased role
played by the common uncertainty component.

5 Conclusions

This paper uses a factor model with stochastic volatility to decompose the time-varying volatility of
output, inflation, interest rates and stock returns into contributions from country-specific uncertainty and
uncertainty common to all countries. We find that the common component plays an important role in
driving the time-varying volatility implying that the second moments are correlated across countries. The
empirical results suggest that the role of the common component has increased after the mid-1990s and
the second moments of real and financial variables have become more correlated in the recent past. The
correlations are estimated to be larger for nominal and financial variables.

In an attempt to provide an economic explanation for these results, we build a two-country DSGE
model featuring Epstein Zin preferences. One of the key implications of this preference set-up is that the
volatility of endogenous states in the model is time-varying. Moreover, agents are keen to give up expected
future consumption in order to ensure a less volatile future consumption profile and this leads to a transfer
of consumption across countries. These transfers and risk-sharing result in a close co-movement in second
moments across countries. Simulations from the model suggest that an increase in trade openness leads
to a closer movement in volatilties and thus provides one explanation for the increasing importance of the
common uncertainty factor suggested by the empirical model.
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1 Model
The factor model is defined as

Xy = BYFC 4+ BYFY +ey (1)

P
FC = a—l—ijFtc_j+Qt1/2vt (2)

=1

P
FYVo= ¢+ Y p Y+ g (3)

j=1

P
et = Z Mi’jeitfj + h,}t/QEit (4)
j=1

Rt = diag(hlt, --hNt) (5)
Q = A 'HAY (6)
T, = ¢ 'D,Cc7V (7)
H, = diag(Sk\) (8)
D, = diag(skv,) (9)
In), = a+pBhx_+Q", (10)
Invy, = 5‘+Bln7t—1 +Q1/27_7t (11)
Inhy = a;+bjlnhy_1+ qil/QTLit (12)
Eit7vt7ﬁt7ﬁtanit~N(071) (13)

2 Estimation

In order to deal with rotational indeterminancy we impose the condition that the top n x n block of the factor
loading matrix for each country is diagonal with positive diagonal elements (see |Geweke and Zhoul (1996)). n
denotes the total number of factors. Following Delnegro and Otrok| (2005) we fix the initial conditions for the the
stochastic volatilities Ao, 7o and hjp to fix the scale of the factors.

*The views expressed in this paper are those of the authors, and not necessarily those of the Bank of England.
TQueen Mary College. Email: h.mumtaz@qmul.ac.uk
fBank of England. Email: Konstantinos.Theodoridis@bankofengland.co.uk



2.1 Priors
2.1.1 Factor loadings

The prior on B; = [BY; B/V] is normal and is assumed to be N (Bi,0,Vp) where B, is set equal to the loadings
obtained using a principal component estimate of Fy = [FC, F}¥V]. The variance Vp is assumed to be equal to 1.
The initial estimate of the factors F{C provides the initial value of the factors Fy\o with the initial variance set
equal to the identity matrix.

2.1.2 VAR Coefficients

Following Banbura et al.| (2010) we introduce a natural conjugate prior for the VAR parameters via dummy ob-
servations. In our application, the prior means are chosen as the OLS estimates of the coefficients of an AR(1)
regression estimated for each endogenous variable using a training sample. As is standard for US data, we set the
overall prior tightness 7 = 0.1. We use the same prior for the AR coefficients of the idiosyncratic errors

2.1.3 Elements of S, A,s,C and the parameters of the common volatility transition equation

The elements of S have an inverse Gamma prior: P(S;) IG (S, Vo). The degrees of freedom Vj are set equal to
1. The prior scale parameters are set by estimating the following regression: \;; = SO,iS\t + &; where ), is the first
principal component of the stochastic volatilities \;; obtained using a univariate stochastic volatility model for the
orthogonalised residuals of each equation of the VARs in equations [2| and [3]| estimated via OLS using the principal
components FtP .

The prior for the off-diagonal elements A is Ay ~ N (&015, v (d"ls)) where a°* are the off-diagonal elements
of the inverse of the Cholesky decomposition of 9°*, with each row scaled by the corresponding element on the
diagonal. These OLS estimates are obtained using the initial VAR models described above. V' (d‘)ls) is assumed to
be diagonal with the elements set equal to 10 times the absolute value of the corresponding element of a°.

The prior for s and C is set exactly as the priors for S and A described above.

We set a normal prior for the unconditional mean fi = < 3 and i = % This prior is N (g, Zo) where py =0

and Zo = 1.The prior for Q and Q is IG (Qo, Vo) where Qo is the average of the variances of the shocks to the
transition equations using the initial univariate stochastic volatility estimates described above and Vg = 5. The

prior for 3 and 3 is N (Fo, Lo) where Fy = 0.8 and Lo = 1.

2.1.4 Parameters of the idiosyncratic shock volatility transition equation

We set a normal prior for the unconditional mean fi = 5. This prior is N(ug, Zo) where py = 0 and Zs = 1.The
prior for g; is IG (qo, Vg0) wheregp = 0.01 and Vo = 5. The prior for b is N (Fy, L) where Fy = 0.8 and Ly = 1.
2.2 Gibbs algorithm

The Gibbs algorithm involves a draw from the following conditional distributions (= denotes all other parameters)

L. G(a, p;\E).Given a draw of A;, the left and the right hand side variables of the VAR models in equations

can be transformed to remove remove the heteroscedasticity in the following manner: Let y; = FC and
z=[1,F FCy, .. FF ). Then the following transformation can be applied

~ Yt - Tt

Yt = 75, Tt =
/\2/2 )\tl/2
Then the conditional posterior distribution for the VAR coefficients is standard and given by
NG, Qo (XX

where b* = (X*X*)"" (X*Y*) and Y* and X* denote the transformed data appended with the dummy
observations. The covariance matrix is Q = A~ diag(S)A~".



2. G(¢,p;\=).Given a draw of ~,, the left and the right hand side variables of the VAR models in equations
can be transformed to remove remove the heteroscedasticity in the following manner: Let y; = F}Y and
zp = [1, Y, F,, . .F}V}]. Then the following transformation can be applied

~ Yt . Tt

Yt = 12)$t_ 1/2
'Yt/ ’Yt/

Then the conditional posterior distribution for the VAR coefficients is standard and given by
NG, Q@ (X¥X*)™

where b* = (X*X*)”' (X*Y*) and Y* and X* denote the transformed data appended with the dummy
observations. The covariance matrix Q = C~'diag(s)C~V.

3. G(A\Z). Given a draw for the VAR parameters o, p; the model can be written as A’ (v;) = & where v; =
FP — (a + Zle ijg]) and VAR (é;) = H;. This is a system of linear equations with a known form of
heteroscedasticity. The conditional distributions for a linear regression apply to each equation of this system
after a simple GLS transformation to make the errors homoscedastic. The jth equation of this system is given
as vjt = —&v_j; + €;; where the subscript j denotes the jth column while —j denotes columns 1 to j — 1.
Note that the variance of €;; is time-varying and given by A.S;. A GLS transformation involves dividing both
sides of the equation by \/A:S; to produce v}, = —dav* jt T €} where * denotes the transformed variables and

J
var (é;?t) = 1. The conditional posterior for ¢ is normal with mean and variance given by M* and V* :

_ -1 _
M* = (V (&ols) 1 + U*—/jtvijt> (V (dols) 1 &ols + Ui/jt”;t)
-1

4. G(C\E).The conditional posterior distribution is identical to that described in step 3 above using the residuals
of equation [3]

5. G(S\Z). Given a draw for the VAR parameters o, p; the model can be written as A’ (v;) = é&. The jth
equation of this system is given by v;; = —&v_j; + €;; where the variance of ej; is time-varying and given by
A¢Sj. Given a draw for A, this equation can be re-written as v;; = —av_j; + €;; where vj; = % and the
variance of €;; is S;. The conditional posterior is for this variance is inverse Gamma with scale parameter
é;-téjt + So,; and degrees of freedom Vy + T

6. G(s\E). This draw is done in exactly the same manner as step 5 above using the residuals of equation |3} the
matrix C and the volatility ~,.

7. Elements of A\;. Conditional on the VAR coefficients, and the parameters of the volatility transition equation,
the model in equations 2 and [10| has a multivariate non-linear state-space representation. |Carlin et al.| (1992)
show that the conditional distribution of the state variables in a general state-space model can be written as
the product of three terms:

h\Z4, 2 o f (ﬁt\ﬁt,l) x f (ﬁt+1\1}t) x f (Zt\ﬁt,E) (14)

where = denotes all other parameters, Z; denotes the endogenous variables in equation |2 and he =In ). In
the context of stochastic volatility models, Jacquier et al.| (1994) show that this density is a product of log
normal densities for A\; and A;11 and a normal density for Z;|Carlin et al.| (1992) derive the general form of the
mean and variance of the underlying normal density for f (ﬁt\ﬁt,l, iLtH,E) x f (ﬁt\ﬁt,l) x f (ﬁt+1\ﬁt)
and show that this is given as

£ (Ri\he—1,hees, E) ~ N (Bubar, Bar) (15)

where B;tl =Q '+ F'Q'F and by, = ﬁt,lp’Q_l —i—ﬁHlQ_lF. Here F' denotes the autoregressive coefficient
of the transition equation and ) is the variance of the shock to the transition equation in companion form.
Note that due to the non-linearity of the observation equation of the model an analytical expression for the



complete conditional iLt\Zt, = is unavailable and a metropolis step is required. Following |[Jacquier et al.[(1994)
we draw from [14] using a date-by-date independence metropolis step using the density in [15| as the candidate
generating density. This choice implies that the acceptance probability is given by the ratio of the conditional

likelihood f (Zt\ﬁt, E) at the old and the new draw. To implement the algorithm we begin with an initial

estimate of A = In A\, We set the matrix 72/ equal to the initial volatility estimate. Then at each date the
following two steps are implemented:

a) Draw a candidate for the volatility hpew using the density |14 where by = E"E‘UF’Q 14 pold Q‘1F and
t t—1 t+1
B2t1 == Q_l + F’Q_:lF

(b) Update h¢!? = h*” with acceptance probability A D))

£(Z:\hY14,Z)
VAR for observation ¢ and defined as |Q;] " — 0.5 exp (étQt_lé;) where é, = FY — (a + Zle ijtqj)

and Q; = A~1 (exp(izt)S) AV

where f (Zt\ﬁt, E) is the likelihood of the

Repeating these steps for the entire time series delivers a draw of the stochastic volatiltiesﬂ
8. The draw for ~, is carried out using the procedure described in step 7 above.

G(h lt\ ): Given a draw for the factors, the parameters of the transition equation [12| and the factor loadings

B = [BY; B/V] and the autoregressive coefficients p; j» @ univariate stochastic volatility model applies for
each i:
* * 1/2
X5, = BFf+h%ey
Inhy = ai+binhi1+q  ni

where X}, = X;; — Zle pi i Xit—j and Fy = Fy — ijl ti ;Fit—;-The algorithm of Jacquier et al| (1994)
(described above) is used to draw h.

10. G(a, B, Q\E).We re-write the transition equation in deviations from the mean
hy—ji=p (ilt—l - ﬁ) + 1 (16)

where h; = In\; and the elements of the mean vector i are defined as ﬁ Conditional on a draw for hy

and fi the transition equation [16]is a simply a linear regression and the standard normal and inverse Gamma
conditional posteriors apply. Consider hf = Bh’_, +n,, VAR (n,) = Q and hf = hy — pu, b} | = hy_1 — p. The
conditional posterior of 3 is N (0", L*) where

1. —1
(L + =h!  hf ) (L 'R+ h 1h*>
Q Q
1- ~ -1
L* = (L51+Qh:L1h:_1)

The conditional posterlor of Q is inverse Gamma with scale parameter nin, + Qo and degrees of freedom T+ VQO.
Given a draw for 3, equation [16{ can be expressed as Ah; = Cu + n, where Ahy = hy — Bhi_y and C =1 — 8.
The conditional posterior of fi is N (u*, Z*) where

0*

1 o 1 x5
/J,* (ZO_I + ~C’C> (ZO_ :LLO + ..C/Aht)
Q Q
1 -1
<Z0‘1 + ~O’C>
Q

Note that & can be recovered as [ (1 — B) .

Z*

n order to take endpoints into account, the algorithm is modified slightly for the initial condition and the last observation. Details
of these changes can be found in |[Jacquier et al.| (1994).



11. G(a, B, Q\Z).The draw for these parameters is carried out as in step 10 above.

12. G(a4, b;, q;\E). Given a draw for h;, the conditional posterior distributions for the parameters of the transition
equations [12] are as described in step 10.

13. G (B;\E): Given a draw for the factors, the autoregressive coefficients p; ; and the variance of the idiosyncratic
component, a seperate heteroscedastic linear regression model applies to each X;; and the standard formulae
for linear regressions apply. In particular, the model for each i is

Xit = BiFy + eqy

* (Kot =30y 1 Xit—s) P

The model can be transformed to remove serial correlation and heteroscedasticity by creating X7, = NO
it
F,— P . »Fi —j o . . .
(F: ZJT/%’] =) The conditional posterior is: N (B}, Ap)

~ o~ N1 ~
B = (V' + YR (V' Bio+ BX)

Ap

~ o~ \—1
(VB—l _|_ Ft*/Ft*)

Note that the factors and factor loadings are not identified seperately and the model suffers from the usual
rotational indeterminancy problem. In order to deal with this we impose the condition that the top n x n
block of the factor loading matrix for each country is diagonal with positive diagonal elements (see |Geweke
and Zhou| (1996])). n denotes the total number of factors.

14. G (u”\E) Given a draw for the factors and the factor loadings, equation [4| represents a series of linear
regressions with heteroscedastic errors. Given h;;, the left and the right hand side can be transformed to
remove heteroscedasticity (by dividing by v/h;; ). Then the conditional posterior of #;; is normal with mean
and variance given by the standard formulae for the linear regression model.

15. G (F;\E): Given a draw for all other parameters, the algorithm of |Carter and Kohn| (2004) is used to sam-
ple from the conditional posterior distribution of the factors F;. The conditional posterior is: F}\X;, = ~
N (FT\T,PT\T) and Fi\F;41, X4, 2 ~ N (Ft\t+17Ft+17Pt\t"!‘laBtJrl) where t = T — 1,..1. As shown by |Carter
and Kohn! (2004) the simulation proceeds as follows. First we use the Kalman filter to draw Fp\p and
Pr\r and then proceed backwards in time using Fy;41 = Fyj; + Pt|tf’Pt:_11|t (Ft+1 — fFn: — u) and Py =

Py — Py f’ Pt:_ll‘ f Py ;- Here f denotes the autoregressive coefficients of the transition equations 2 and [3[ in

companion form, while y denotes the pre-determined regressors in that equation in companion form.

2.3 A Monte-Carlo experiment

In order to examine the performance of this algorithm, we consider a small Monte-Carlo experiment

2.3.1 Data Generating Process

We generate data from the following FAVAR model with 2 world and country factors. We assume 4 countries with
10 series per country:

Xy = BYFC+BYEY +ey
€t — 0.86“71 + h;t/QSit

where the factor loadings B; are drawn from N(0,0.5) and ¢ = 1,2,...40. The stochastic volatility process h;; is
assumed to follow the process

Inhiy = 0.1+ 0.9 A1 + (0.5)2 kg, ki N(0,1)

The dynamics of the world and country factors are defined as
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Figure 1: The contribution of the variance of F}V to the variance of X;;. The figure shows the estimates for the
series where the factor loadings are freely estimated. The first four series for each country are not considered as the
factor loadings are fixed to identify the sign of the factors.

The variance process for both the world and the country factor VARs is defined as

Q = A'(Sa)AY
1 0
~1 1

10

s = (02)

In), = —0.1+0.9InX_1+ (0.5)7% v, v, N(0,1)

A

We generate 300 observations for X;; and drop the first 100 observations to reduce the influenceof initial conditions.
Note that the state variables are generated once and then kept fixed. The experiment is repeated 100 times. At each
iteration, the model is estimated using the MCMC algorithm described above using 5000 iterations with a burn-in
of 4000 observations. The retained draws are used to calculate the contribution of variance of the world factor
to the unconditional variance of each variable in the model. The results are shown in figure[I] The Monte-Carlo
estimates of the contribution of var (FtW) to each series tracks the true values quite closely suggesting that the
algorithm works well.

3 Recursive Means

Figure [2| presents the recursive means of retained draws. These are calculated for every 50 draws. The estimates
are fairly stable providing evidence in favour of convergence of the algorithm.
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Figure 2: Recursive Means of Retained Draws



4 Calculation of the DIC

The DIC is defined as -
DIC=D + pp.

The first term D = E(—2In L (Z;)) = 57 >, (—2In L (Z;)) where L (Z;) is the likelihood evaluated at the draws of
all of the parameters =; in the MCMC chain. This term measures goodness of fit. The second term pp is defined
as a measure of the number of effective parameters in the model (or model complexity). This is defined as pp =

E(—2InL(Z;))—(—2In L (E(E;))) and can be approximated as pp = 77 >, (—2In L (Z;))— (—2 InL (13{ > EZ>>

Prior distributions on the parameters in our model and the presence of latent variables implies that the number o
parameters (as used in the calculation of the Akaike and Schwarz information criterion) do not necessarily represent
model complexity. The definition of the effective number of parameters used in the computation of the DIC" avoids
this problem. Note that the model with the lowest estimated DIC is preferred. Calculation of the DIC requires
the calculation of the likelihood of the VAR model. The likelihood function of the model is calculated using a
particle filter using 1,000 particles. We employ the Rao-Blackwellized particle filter described in section 2.5.7 of
Creal| (2009)). In particular, given the stochastic volatility the remaining states in the model are linear and Gaussian
(i.e. the factors). This version of the filter, thus simulates particles for the non-linear states and evaluates the linear
states via the Kalman filter.

5 Sensitivity Analysis

5.1 Estimation using post 1985 data

Figures [3] presents the variance decomposition from the version of the model estimated using post 1985 data.
The estimates show that common uncertainty makes the largest contribution to inflation and stock returns. The
contribution of common uncertainty increases after the late 1990s. These features are very similar to the benchmark
model.

5.2 Estimation on pre Great Recession data

Figure [4 presents the variance decomposition from the version of the model estimated using data up to 2006Q4.
As above, the key features of the results are preserved: The common component of uncertainty makes a larger
contribution to nominal variables such as inflation and stock prices and this contribution is larger over the last
decade in the sample.

2The first term in this expression is an average of —2 times the likelihood function evaluated at each MCMC iteration. The second
term is (—2 times) the likelihood function evaluated at the posterior mean.
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Common Uncertainty
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Figure 5: Comparison of benchmark global uncertainty with measure based on real activity series only.

5.3 Comparison with real activity based measure

Benchmark Real Activity Only

United States 1.6 19.3
United Kingdom 4.2 4.3
Canada 16.7 17.8
Germany 21 37.3
France 35.8 42.7

Spain 23.1 8.0

Italy 27.3 30.5
Netherlands 12.7 26.9
Sweden 10.5 13.7
Japan 18.1 22.1
Australia 9.7 4.7
Average 16.4 20.7

Table 1: Contribution of common uncertainty to output volatility. The first column reports the benchmark results.
The second column is based on the real activity based common uncertainty measure.

We estimate a restricted version of our factor model where we remove all non-real activity series from
the data-set. The resulting estimate of Global uncertainty is thus only based on real activity and is a close
counterpart of the measure presented in Berger et al.| (2016]). This measure can be seen in figure [5| alongside our
benchmark uncertainty measure. First, real activity based uncertainty has a pattern very similar to the measure
of Berger et al| (2016). Both have two main peaks in recession of the mid-1970s (1973-1975) and during the
Great Recession. In contrast to benchmark measure, the real activity based Global uncertainty does not show any
movement during major events such as black monday, Gulf War 1, Russian Financial crisis and Gulf War 2. It
appears that Global output uncertainty has a strong correlation with Global recessions, but may not necessarily pick
up uncertainty associated with financial and political events. In terms of contributions to volatility, this may mean
that the contribution of an uncertainty measure that only takes real activity shocks into account to output volatility
may be be larger. This is what we find (See table . For most countries the contribution of Real activity based
Global uncertainty to output volatility is larger than the contribution of our benchmark measure that incorporates

11
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uncertainty associated with nominal and financial variables. In other words, it can be argued that ignoring financial
and nominal data when constructing global uncertainty is far from innocuous.

6 DSGE Model

The section provides a detailed discussion of the theoretical model. The novel feature of the model developed here
is that agents in both economies form recursive preferences (Epstein and Zin| (1989), Weil| (1989, (1990))) and they do
so in a production economy with nominal frictions (New-Keynesian) and long-run risks. To best of our knowledge
this is the first study that introduces|Epstein and Zin| preferences in a two-country New-Keynesian model. The work
Colacito and Croce| (2013)), Kollmann| (2015) and |Gourio et al.| (2013)) has also employed recursive preferences and
long-run risks in order to understand the correlation patterns between assets prices and macroeconomic aggregates
observed in the data across countries. The model presented here can be viewed as an extension of this previous
work along several dimensions, either by modelling supply properly (production economy), or/and adding nominal
frictions.

From the work of [Rudebusch and Swanson| (2012) and [Swanson| (2015)) it is known that when additively sepa-
rable period preferences are combined with [Epstein and Zin| lifetime preferences, then the second moments of the
endogenous state vector of the economy are conditionally heteroskedastic even if the the shocks in the model are
homoskedastic. We find this setup attractive as it can generate time-varying second moments without relying on
stochastic volatility shocks (see, [Fernandez-Villaverde et al| (2011), Ferndndez-Villaverde et al.| (2011) and [Mum-
taz and Theodoridig| (2015), among others). Although stochastic volatility shocks are a useful tool to model an
exogenous increase in the macroeconomic uncertainty, they are not always intuitive and, consequently, not easy to
motivate.

To be able to understand how uncertainty affects the nominal variables in the data, we proceed by adopting
standard New-Keynesian features such as monopolistic competition and nominal rigidities in order for inflation to
exist in our theoretical framework.

Finally, the model consists of two equal size countries denoted by H (home) and F (foreign), furthermore,
quantities and prices in country F are denoted by asterisks, while those in country H without asterisks.

6.1 Firms

Two types of firms are operated in each economy. The intermediate monopolistically competitive domestic firms
that use labour supplied by households and (fixed) capital to produce a differentiated good that is sold to a final
good producer who employs a continuum of these differentiated goods in her constant elasticity of substitution —
CES — production to deliver the final good. The competitive importing firms use a costless technology and turn
a homogenous good — bought in the world market — into a differentiated good, which is then sold to the domestic
consumers.

Domestic Firms The final good producer’s CES production function is given by

-1

e

i [ /0 o dh] (17)

o= [ R

where € denotes the elasticity of substitution between the differentiated goods produced in each country. The final
e—1

- df} 5 (18)

~ e—1 =
good producer’s demand curve for y; ; arises from the profit minimisation problem — maxy, ) {PH)t [ fol Y:(h) = dh] — f ! Py

by = (%(’”)Y (19)

T - (W) 7 (20)
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The final good price index is obtained by combining and

1

1 =
Py, = { Py (h)'~F dh] (21)
0
1 ) ™
Pro = | [ Pr) ) (22)
Intermediate good producers use the following production function
th (h) = AtZt (Lt (h))liq5 K? (23)
V() = ATZI(L () (K (24)
where
log(Ay) = pylog(Ai_1)+0acay (25)
log (A7) = pa-log (Aj_;) +oa-eany (26)

is a stationary exogenous technological process, Z; is the non-stationary exogenous technological process with

. 5
I, =2 [T =2
Tz 0t 7,

log (T'y) K [log (Zt,l) — log (Z;‘Ll)} + prlog (AT'y_1) + orery (27)
log (1) = —n [log (Z-1) ~log (Zi1)] + pr-log (Tiy) + oreer- (28)

Ly (h) is the amount of homogeneous labour rented by the firm and K denotes the amount of (fixed) physical
capital. The intermediate firm select L; (h) in order to minimise its production cost

min WL (h) + MC, Py, [fft (h) — A, Zy (Ly (h))° Kﬂ (29)

The real marginal cost for the intermediate firms is given by the first order condition of with respect to Ly (h)
is

MC, (h) = WeL (h) (30)
' Pus(1— )i ()
. 3 Wi Ly (f)

MG = B a7 () (81)

Domestic intermediate good producers are subject to Calvo-type price setting (Calvo| (1983)), meaning that only a
fraction — (1 — &) — of firms who receives a random signal are allowed to optimally reset their prices

max E; Z Mt,tﬂg;{ {PH’t(h) — MCyyy (h)} Ytﬂ‘ (h)]

P+ (h) =0 PH,t-‘rj
subject to
- P M\ ¢ -
7in = (P ) (32)
H,t
The first-order condition is expressed as system of difference equations
- 1 €
Ky = MCY+B¢uE My (H ) K1 (33)
H,t+1
5 1—¢
Fuy = Y+ B6gE M (1‘[ ) Fri1 (34)
H,t+1
= e Kpgg
I = : 35
i e—1Fuy, (35)
1 1—¢ .
L= () - T (36)
H,t+1
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—e
Ky, = MCt*Y/;:d’* + BEg By M| (H*) K1 (37)
Fit+1
1 1—¢
Frp, = Ytd’* + BE g By My (H*) Fpi (38)
Fi+1
_ e Kr,
mh, = i (39)
o e—1Fp,
1 1—¢
= 1—
I = &y (H* ) +(1—¢&y) (M5,) (40)
Fyi+1
I vH t E— ]5;, t
whereHHt—ﬁa dH t—ﬁ~
Market clearing condition in the domestic sector
1 —€
. P (h . .
no- (H”) dRT = Ay (41)
0 H t
- PEDY T cae  ae o
vy o= / ( i ) dfy = Ay, v (42)
0 Fit
* —€&
where Ap; = fo (Pgé(th)) dh and A}, = fol (P;;bf:’(f)) df ae the price dispersion terms and they are given by
= i L) T A
Ayt = (=€)l +&u T, Apgia (43)
N N S 1 T N 1
( F,t)kq5 = (1-¢&y) (HF,t) T+ ey e ( F,t—1)17¢ (44)
Fit

Importing firms The import sector is much simpler, it consists of a continuum of competitive firms that buy
a homogenous good from the foreign economy é’}t (Cr+) at price Pg, (Pm,). These firms have access to a
costless technology and transform the homogenous good into a differentiated product Cr ;(h) (C’};t( f)) consumed
by domestic households. Perfect competition and zero production cost imply the low of one price holds meaning

PF,t = StP;‘,t (45)
N Py
PH,t = S (46)
t

where S; is the nominal exchange rate.

6.2 Households

The domestic economy is populated by a continuum of households that attain utility from consumption C, (h)
(C‘t* ( f)) and leisure 1 — Ly (h) (1 — Ly (f)). Household’s preference preferences are separable

. " Cy (h)'~7¢ Ly (h)'tor

w(Ci(h), Ze, L () = %_ong Uc% (47)
R B C«: l1—0o¢c B 1—0c L: 140

w(G ) zenin) = G (z) T (18)

where o, the inverse of the Frisch elasticity and o¢ the inverse of intertemporal elasticity of substitution. Further-
more, households have recursive preferences (Epstein and Zin| (1989)), [Weil| (1989, 1990)))

V) = (. Ze L) + 8 (B 1)) (49)

Vi) = w(Cr )2 L (D) 8 B (Vi () ] (50)
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The attractive feature of the Epstein-Zin preference is that it breaks the link between the intertemporal elasticity
parameter and the coefficient of relative risk aversion, which is now controlled by the risk parameter v. Aggregate

consumption is function of domestically produced and imported consumption

GWT = (1-n)? Cur(W)T +n¥Cpy (h)T (51)
6—1
SN | 10 = 1
CiNT = (=m (Cr(n) T+t (Ca (D)
The elasticity of substitution between domestic and foreign goods in given by 6 and n measures the ‘trade openness’.

The maximisation of subject to the budget constraint P,C, (h) = PH,tCN'H’t (h) + Pp,té’p,t (h) delivers the
following demand functions

6

(52)

N P\ 0
Cui(h) = (1—mn) ( f;’t> Cy (h) (53)
(
_ P\
Cry(h) = (;t) + () (54)
t
* —0
Sy PF,t ~
Cro(f) = (=m) () G (5)
t
. P\
Gt = n(F2) G (56)
t
Plugging and into the budget constraint we obtain the definition of the consumer price index — CPI
Po= 0= P +nPg ] (57)
. « \1—6 . \1-0]T0
Pro= |(=n) (Pr)" ™ 0 ()] (58)
Household’s budget constraint is given by
. Dy (h " Dy (h - . _
Ci (h) + @Tt() = WiLe(h)+ | =4 ") _g (De k), Zer) | +20(0) (59)
t t
ok Q*D* I7* 1% D»L h —
e 5+ HPD g ()4 P =g (50)
t t

where D, (h) denotes the holding of the internationally traded riskless bond, @ is its prices, =; (h) represents the
dividends distributed by the intermediate goods producers,

o (Dt (h),Zt_l) = gzt_l (Df (h)>2 (61)

t—1

is an adjustment cost function that ensures balanced growth and

log (B:) = pplog(Bi—1)+opepy (62)
log (Bf) = pg-log(Bi_|)+op-€ep (63)

is an exogenous premium shock in the return to bonds (see [Smets and Wouters| (2007))).

6.3 Monetary policy

The monetary authority sets its instrument short-term interest rate according to a Taylor rule

(1=ppr)¢ (1=pr)Cya
& _ Rtfl PR & PR)STT E PR)Syd (onen (64)
R R II Y
* * p x\ (1=pR)¢C x\ (1=pR)¢
& — Rtfl R & e Y;t e O R*€R* ¢ (65)
R R II Y

In other words, the policymaker adjusts the nominal interest rate in response to its lag value, to inflation deviations
from the target — II = 1 — and to output deviations from the long-run equilibrium — Y.
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6.4 Market Clearing Conditions

The model is closed with the following market clearing conditions in the final good (domestic and foreign) markets:

Y8 = Cu.+Chy (66)
Y, = Ay, (67)
Y = Chy+ Cry (68)
Vo= ARy (69)
and in the international bond market R R
D} = —-D, (70)

After some algebra the evolution of the net foreign asset position is given by

(QtDt Dt—l w 2 th
= — —— (D,1 +C%,— ==CrQ) 71
B; Ty 2Ft( ¢I't) Ht ™ B P Ftdbg (71)

where ; = 2+

6.5 Steady-States

After the stochastic trends are removed (the stationary equations can be found in the main text), the steady-states
can be derived analytically. Since the model is symmetric these values are going to be the same for both economies.

Given € then the marginal cost is given

MC:6—1

(72)

We assume that L =1/3 and Y = 1 and we derive the steady-state of capital from the production function

K= Lfiqb)‘; (73)

We assume further that Iz = Iz = 1 and this implies that Ay = 1, which helps to pin down the values of Y¢
and W:

Y =ApY?
MC(1-¢)Y?
W (1-9) (74)
L
We also assume that PTH = % = g"z = I;{I = 1 and this implies
T=1
Py =Pp;=1
CH 1—n
~H _ 75
Cr - (75)
There is no debt in the steady-state, meaning that D = 0 and this help to pin down:
Ch =Cp (76)
Y=C (77)
w
Xo = LocCoc (78)
leo'c L1+0L
u(C,L) (79)

- 1—0‘07X01—|-0'L
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u(C, L)

V= (vri-oe)
M =T"7¢ (81)
Q=pMB (82)
MCY?
K= g @3)
Yd

6.6 Calibration and Solution

The two economies are treated symmetrically and we, therefore, discuss only one set of structural parameters.
Commonly, the time discount rate () and steady-state productivity growth (I") have been set equal to 0.99 and
1.005 respectively, which imply an annul interest rate of 6%. The (inverse) intertemporal substitution (o¢) and
labour supply (o) elasticities equal to 2 and 3 respectively, a choice consistent with Rudebusch and Swanson| (2012)
and [Ferndndez-Villaverde et al| (2011). The share of capital in the production (¢) has been calibrated to 0.36, a
number typically used in the literature (Christiano et al| (2005), Trabandt and Uhligl (2011) and [Jermann and|
(2012))). Following [Rudebusch and Swanson| (2012) v is —148.30 and this delivers a coefficient of relative
risk aversion equal to 75E| Similar to [Smets and Wouters| (2007) and |Christiano et al. (2005) the steady-state value
of domestic producers’ markup is 20% (e = 6). The Calvo probability of not resetting prices () equals 0.75 and
this value lies between the estimates reported by |Smets and Wouters| (2007), (Christiano et al| (2005)) (£z = 0.65)
and |[Justiniano et al.| (2010) (5 = 0.84). The calibration of the Taylor rule is quite standard, namely the smoothing
parameter has been set equal to 0.75, the inflation and output reaction parameters to 1.50 and 0.125, respectively.
The elasticity of substitution between home-country and foreign-country consumption () is 1.5, a value used by
[Rabanal and Rubio-Ramirez| (2015)) and estimated by [Chin et al| (2015). In the benchmark calibration the home
bias parameter 1 —n is set equal to 0.3. Finally, the parameters that govern the non-stationary productivity process
are taken from the work of Rabanal and Rubio-Ramirez| (2015)), while the calibration of the stationary, financial
and policy shock rely on the estimates reported by [Chin et al.| (2015).

The model is solved using third-order perturbation methods. To avoid explosive solutions we follow
(2008) and [Andreasen et al| (2013) and we ‘prune’ all those terms that have an order that is higher than the
approximation order

6.7 Supply Shock

In this section we repeat the exercise undertaken in Section 4.2.1 in the paper but instead of the financial perturba-
tion we simulate the model using only the stationary supply shock. The aim of this experiment is to illustrate that
the mechanism discussed in the main text that induces endogenous conditional heteroscedasticity does not arise
only after a financial shock. The following two picture confirms this assertion.

7 Data

The table below lists the variables used in the analysis. In terms of the data sources GFD refers to Global Financial
Database, FRED is the Federal Reserve Bank of St Louis database and ONS refers to the Office of National
Statistics. LD denotes the log difference transformation, while N denotes no transformation.

3The coefficient of relative risk aversion is a function of o, v and the steady-state value of labour see [Rudebusch and Swanson
(2012) and [Swanson| (2012).
*All the calculations have implemented using Dynare 4.4.2. The model and replication files can be found here.
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Figure 6: Starting from the stochastic steady state, the model is simulated from 50000 periods using only the
domestic stationary supply shock. The histogram illustrates the distribution of the domestic and foreign GDP as
deviation from their stochastic steady-state (Juillard and Kamenik], [2005)
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Table 2: Model Variables

Description \ Domestic \ Foreign
Domestic Relative Price Py Pr,
Import Relative Price Pr4 Py,
Domestic Consumption Cht C’};t
Import Consumption Crt Chs
Total Consumption C Cy
Asset Price Q¢

Total Consumption Cy Cy
Domestic Inflation Mgy %,
Utility Vi %
Wage W W
Price Dispersion Ap A%,
Aggregate Demand 5 Y4
Relative Optimal Price M ﬁ},t
Marginal Cost MC, MC¥
Phillips Curve Term Ky Kr,
Phillips Curve Term Fr, Fry
Real Interest Rate T,

Debt Dy Dy
CPI Inflation 11, Iy
Policy Rate R; Ry
Stochastic Discount Factor M; My
Stochastic Trend Differential Q)

Stationary Productivity Process Ay Af
Non Stationary Productivity Process Iy I';
Financial Shock Process B, B}

Table 3: Model Structural Parameters

Description Mnemonic \ Value
Steady State Productivity Growth r,r 1.005
Steady State Output Y, Y* 1.00
Steady State Labour L,L* 1/3
Steady State Real Exchange Rate T 1.00
Steady State CPI Inflation IT, IT* 1.00
Steady State Domestic Inflation gy, Iy 1.00
Steady State Domestic Relative Prices Py, Py 1.00
Home Bias 1—-n 0.70
E.o.S between Domestic and Foreign Consumption 0 1.50
Time Discount B8 0.99
Intertemporal Substitution Elasticity oo 2.00
Labor Supply Frisch Elasticity oL 3.00
Risk Preference 0 -148.30
Production Capital Share 10) 0.36
Calvo Non Reset Price Probability & 0.75
E.o0.S between Intermediate Goods € 11.00
Exchange Rate Risk Premium P 0.05
Policy Smoothness PR 0.75
Policy Inflation Reaction (n 1.50
Policy Output Reaction Cya 0.25
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Table 4: Model Shock Parameters

Description | Mnemonic | Domestic Value | Foreign Value
Stationary Productivity Process Persistence Pa 0.90 0.90
Stationary Productivity Shock Uncertainty 1000 4 0.87 0.87
Non Stationary Productivity Process Persistence or 0.35 0.35
Non Stationary Productivity Shock Uncertainty 1000 0.88 0.88
Error Correction K —0.007 0.007
Financial Process Persistence B 0.90 0.90
Financial Shock Uncertainty 1000 5 0.30 0.30
Policy Shock Uncertainty 1000 g 0.24 0.24

Table 5: Domestic Economy

Name

\ Equation

CPI Definition
Domestic Consumption Demand
Foreign Consumption Demand

Asset Pricing Equation
Utility Function
Utility Continuation Value

Preferences Expected Term
Recursive Preferences
Labour Supply

Stochastic Discount Factor
Production Function
Marginal Cost

Domestic Producer Phillips Curve

Domestic Producer Phillips Curve

Domestic Producer Phillips Curve

Domestic Producer Phillips Curve

Price Dispersion
Import Relative Prices
Net Foreign Assets

Aggregate Demand
Market Clearing Condition

UIP Condition

Policy Rule
Price-Yield Relation
CPI Inflation

Financial Process
Productivity Stationary Process

Productivity Non Stationary Process

Stochastic Trend Differential

1=(1-n) P;I_te + npé_te

CH,t = (]. j n) PI},GtCt

Cr$ = PﬁfCt i

G = BB My Bget } — yDiTy

Ctlfcrc ' Litor
u(Cr, L) = 1-0c _1X0 TTo7
V=B (Vialpig)
Vi=u(Cu L)+ BV
XoL{"C7¢ =W,
Vigipl-oc] ! c oc
M1 = [ V+3 Ft+lc} (Ct+112t+1>
Y, = A K?L;
_ Wi Ly
MCy = 5057z
—€&
Kgi= MCY + B¢y By Mgy (ﬁ) K1l
1—¢
Fy, =Y+ B¢y By My (ﬁ) Fr el
Mo = oo e

e
1—o¢ 1

(An) ™% = (1= &) (M) 7 +€n (k) B ™

Y = Ap Yy
M, My
B {3} Bo- B {2 e} By = DT
Ry _ [ Ria Pr m,\(1=Pr)n (Y (1=Pr)Cya ORER,t
" = \"Rr (%) ya ¢ ’
Rt = @
_PHt _ g
Py 1L

log(B;) = Pé log(Bi—1) + opep
log(A:) = palog(Ai—1) +oaeay

log (%) = rlog() + prlog (Ftr_l) +orer:
log(€2:) = log (%) = log(2:—1) + log (%)
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Table 6: Foreign Economy

Name

\ Equation

CPI Definition
Domestic Consumption Demand
Foreign Consumption Demand

Asset Pricing Equation
Utility Function
Utility Continuation Value

Preferences Expected Term
Recursive Preferences
Labour Supply

Stochastic Discount Factor
Production Function
Marginal Cost

Domestic Producer Phillips Curve

Domestic Producer Phillips Curve

Domestic Producer Phillips Curve
Domestic Producer Phillips Curve

Price Dispersion

Import Relative Prices
Net Foreign Assets
Aggregate Demand
Market Clearing Condition

Policy Rule
CPI Inflation

Financial Process
Productivity Stationary Process

Productivity Non Stationary Process

S5+1—0 S5+1—0
1=(1 _”)P;,t_ +nPy,
C},t =(1 in)gP;;‘gCt*
C};,tQt = P;i; C;F,
1 _ P;,r,+1
= om (i )
crt-oc Lritor
U (0:7 L:) - lt—o'c _IXO lt-‘ro'L
. 12 iy
Vi = Ey (‘/1}11F:+1UC)
e Uk ——
V=V
Vi =u(Cr L)+ BV
X()L:ULC:UC =Wy
o _ [V ﬂfﬁc}*v( or )”C
M = [ Ft1+1¢ Crin
wl—
Y = A;‘K*‘z’Lt

WrXLY
MCy = o Wile
t = P, (1-9)Y, "

—e
Ky, = MCyY + BE g By M (ﬁ) Kyl
1-¢

Fry = Y+ BE g B My (ﬁ) Fr T

* K*,t
HF,t = Eil F;t
1 1—e rrxl—e
1=¢&y (H}t) + (1= &)y,

N m \— TS5 NI A T
(AF) ™7 = —€y) (Ig,) 77 +&y (H%f ) (A1)
D% P ,t
PH,t = {"I;

D; = —D,

% _ (R%l)PR (1-1[_1:)(1*91%)(1'1 (ng)(l_pR)CY’i CTRER 1
Pp, Oy,

[

log(By) = pplog(B;_,) + opep«

log(A}) = palog(Af_1) + oaca;

log (%) = —rlog() + prlog (F%l) torer-
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Domestic

Foreign

Figure 7: The responses are calculated relative to the stochastic steady state (Juillard and Kamenik] [2005).
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