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Statistical properties of non–symmetric real random matrices of sizeM , obtained as truncations of random
orthogonalN ×N matrices are investigated. We derive an exact formula for the density of eigenvalues which
consists of two components: finite fraction of eigenvalues are real, while the remaining part of the spectrum is
located inside the unit disk symmetrically with respect to the real axis. In the case of strong non–orthogonality,
M/N =const, the behavior typical to real Ginibre ensemble is found. In the caseM = N − L with fixedL, a
universal distribution of resonance widths is recovered.

PACS numbers: 05.40.-a, 02.50.-r, 75.10.Nr

Random unitary matrices [1] are used in numerous phys-
ical applications including chaotic scattering, conductance in
mesoscopic systems [2] or statistical properties of periodically
driven quantum systems [3]. In several applications one needs
to restrict this class to real, orthogonal matrices, which are as-
sumed to be distributed uniformly with respect to the Haar
measure on the orthogonal group. This is the case while de-
scribing quasiparticle excitations in metals and superconduc-
tors [4, 5], or quantum maps performed on real quantum states
[6]. In applications one is often led to consider square trun-
cations of random unitary matrices of large matrix dimension
N . These matrices have been used to describe quantum sys-
tems with absorbing boundaries [7] and found applications in
various physical problems including optical and semiconduc-
tor superlattices [8], problems of quantum conductance [9],
distribution of resonances for open quantum maps [10–13].
The operation of truncation does not preserve unitarity andas
a consequence the eigenvalues move inside the unit disk in the
complex plane, see, e.g., [3, 14], and the emerging eigenvalue
statistics appear to be universal [10].

The aim of this work is to present a comprehensive study
of truncations ofrandom orthogonal matrices. We consider
an ensemble ofN × N real orthogonal matricesQ with flat
matrix distribution on the orthogonal group. The goal of this
paper is to compute analytically the full distribution of eigen-
values of the topM × M sub-matrixA of Q =

(

A B
C D

)

for
any values ofM andN [15]. This then gives the eigenvalue
correlation functions in a closed form and we investigate two
asymptotic regimes of direct physical importance. For sim-
plicity we considerM even, however, our results can be gen-
eralized to odd dimensions as well.

The orthogonality condition for the firstM columns ofQ,
ATA + CTC = 1, defines a manifold in the space of real
N ×M matrices which can be identified with the flag mani-
fold O(N)/O(L) whereL = N −M . Correspondingly, the
density of distribution ofA,C is

P (A,C) =
volO(L)

volO(N)
δ(ATA+ CTC − 1),

where volO(N) = 2N
∏N

j=1 π
j/2/Γ(j/2) is the volume of

the orthogonal groupO(N) [6]. The density function ofA is
P (A,C) integrated overC. ForL ≥ M theC-integral can be
performed by scalingC → C

√
1−ATA. The corresponding

Jacobian is| det(1 − ATA)|L/2 and from theδ-function one
gets another factor| det(1−ATA)|−(M+1)/2. The remaining
integral yields the volume ofO(L)/O(L−M), leading to[9]

P (A) =
volO(L) volO(L)

volO(N) volO(L−M)
det(1−ATA)

L−M−1

2 (1)

If L<M the probability density function ofA contains sin-
gular (δ-function) terms due to finite mass of the boundary of
the matrix ballATA ≤ 1 which supports the distribution ofA.

By settingM = 1 in Eq. (1) one recovers the distribution
P (A) ∝ (1 − A2)

N−2

2 of a single entry ofQ. Obviously, for
N largeP (A) can be approximated by a Gaussian. This is
also true for matrix blocks if the size of truncationM ≪ N .
Eigenvalue correlations in such a Gaussian regime are now
accessible following the recent progress [16–20] made for the
real Ginibre ensemble [21]. In this paper we investigate two
non-Gaussian regimes: (i) strong non-orthogonalityM,L ∝
N ; and (ii) weak non-orthogonalityM ∝ N andL ≪ N . In
the former we again recover Ginibre eigenvalue correlations
while the latter yields eigenvalue statistics from a different
universality class [10].

We shall obtain the joint distribution of eigenvalues ofA
directly fromP (A,C) reducing the general case toM = 2.
Thus, it is instructive to consider firstM = 2. In this case, one
can bringA by a rotation to the formA =

(

λ1 δ
−δ λ2

)

with real
λ1,2 andδ from which the eigenvalueszi of A can be recov-
ered via the relationsdetA = λ1λ2 + δ2 andTrA = λ1 +λ2

[18]. The matrixA can have either two real eigenvalues
in which case we choosez1 > z2 or two complex conju-
gate eigenvalues in which case we chooseIm z1 > Im z2.
The joint distributiondµ(z1, z2) for L ≥ 2 in each of these
two cases can be obtained from Eq. (1) by making use of
det(1 − ATA) = (1 − z21)(1 − z22) − 4δ2 and integrating
out δ subject to the constraints4δ2 ≤ (1 − z21)(1 − z22) and
4δ2 ≥ −(z1−z2)

2 arising due to the chosen parameterization
of A, see [18], and the positivity of1 − ATA. The resulting
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expression can be presented in a form that encodes both cases
(real and complex):

dµ(z1, z2) = (z1 − z2) f(z1)f(z2) dz1 ∧ dz2 (2)

with (z = x+ iy)

f2(z) =
L(L− 1)

2π
|1− z2|L−2

∫ 1

2|y|

|1−z2|

du (1− u2)
L−3

2 . (3)

If the eigenvalues ofA are real then the integral in (3) yields
a Beta function. By integratingdµ(z1, z2) over the triangle
−1< z2 < z1 < 1 one gets the probabilitypR2,L for A to have
two real eigenvalues:pR2,L = B(L/2 + 1/2, L)/B(L/2, L+

1/2). In the limit L → ∞ this converges to1/
√
2 which, as

expected, is the value for the real Ginibre ensemble.
One recoversdµ(z1, z2) for L = 1 by lettingL → 1 in (3).

In this limit f2(z) = (2π|1 − z2|)−1. As a simple check one
can evaluate the probabilitypC2,L=1 for A to have two complex
eigenvalues. In this casez1 = z2

∗ so that(z1−z2)dz1∧dz2 =
4ydxdy in (2). Integratingdµ(z1, z2) over the upper half of
the unit disk|z| < 1 one getspC2,1 = 1 − 2/π = 1 − pC2,1, in
agreement with the above result forpR2,L.

We now proceed with the general case ofM even. By an or-
thogonal transformationO drawn fromO(M)/O(2)M/2 one
can bringA to upper triangular formA = O(Λ + ∆)OT ,
whereΛ is block diagonal with2× 2 blocksΛI in the diago-
nal and∆ is block triangular with2 × 2 blocks∆IJ (I < J)
above the diagonal. IntegratingP (A,C) overO, ∆ andC we
obtain the distribution ofΛ,

P (Λ) = (4π)−M/2 cM,L∆′(Λ)× (4)
∫

d∆

∫

dC δ((ΛT +∆T )(Λ +∆) + CTC − 1)

with cM,L=volO(L)volO(M)/volO(L+M). Here∆′(Λ) =
∆(Λ)/

∏

I ∆(ΛI) is the Jacobian of the transformation from
A toO, ∆ andΛ, see [23], and∆(Λ) =

∏

i<j(zi − zj) is the
Vandermonde determinant of the eigenvalueszj of Λ. Thus
∆′ does not count the pairsi < j from the diagonal blocks.

Writing C asC = [C1, . . . , CM/2] in terms ofL × 2 sub-
blocksCI , we have forI < J the equations

ΛT
I∆IJ +

∑

K<I

∆KI∆KJ = −CT
ICJ (5)

due to theδ-function in (4), which start withΛT
1∆1J =

−CT
1CJ for J ≥ 2, ΛT

2∆2J +∆T
12∆2J = −CT

2CJ for J ≥ 3,
etc. Because of the triangular structure of∆ these equations
can iteratively be solved for∆IJ . Thus integration over∆IJ

can be performed with a Jacobian
∏

I<J | detΛI |−2. There
remains integration overCJ :

∫ M/2
∏

J=1

[dCJ δ(ΛT
JΛJ +

∑

K<I

∆KI∆KJ + CT
JCJ − 1)].

From Eqs. (5) one sees that∆IJ for I < J is linear inCJ

and depends otherwise onCK for K < J . Thus we have an

integral
∫
∏M/2

J=1 dCJ δ(ΛT
JΛJ +CT

JXJCJ − 1) whereXJ is
a linear operator acting onCJ per matrix multiplication. The
scalingCJ → (1/

√
XJ)CJ results in a Jacobian that cancels

the Jacobian
∏

I<J | detΛI |−2 from the previous integration
over∆IJ and we end up with

P (Λ)

cM,L
=

∆′(Λ)

(4π)M/2

∫ M/2
∏

J=1

dCJ δ(ΛT
JΛJ + CT

JCJ − 1).

whereΛJ ’s are2 × 2 andCJ ’s areL × 2. Now we proceed
calculatingP (Λ) using our result forM = 2. Performing
integration overCJ yields

P (Λ)

cM,L
=

∆′(Λ)

(4π)M/2

M/2
∏

J=1

volO(L)

volO(L − 2)
det(1− ΛT

JΛJ)
L−3

2 ,

and we obtain the joint (full) distribution of eigenvalues of A:

dµ(z1, ..., zM ) = Z−1
M,L

∏

1≤i<j≤M

(zi − zj)

M
∏

j=1

f(zj) dzj (6)

with Z−1
M,L = [L!/(2π)L]M/2cM,L, dzj = dxj + idyj and

orderingz1 > z2 > . . . > zM if all eigenvalues are real,
z1 = z2

∗, Im z1 > 0, z3 > z4 > . . . > zM if two eigenvalues
are complex conjugate and so on. Eqs. (6), (3) represent our
first main result.

Eq. (6) is of the same form as the corresponding one in the
real Ginibre ensemble [18] but with a different weight func-
tion f(z). Following [18] one can obtain the eigenvalue cor-
relation densities in terms of a skew-symmetric kernel

K(z1, z2) =

M
∑

k=1

M
∑

l=1

(A−1)klz
k−1
1 zl−1

2

whereAkl =
∫ ∫

d2z1d
2z2 F(z1, z2) z

k−1
1 zl−1

2 with d2z =
dxdy and

F(z1, z2) = f(z1)f(z2)×
[2i δ(2)(z1 − z2

∗) sgn(y1) + δ(y1)δ(y2) sgn(x2 − x1)],

with δ(2)(z1 − z2
∗) = δ(x1 − x2)δ(y1 + y2). For example,

the one-point density is given by an integral

R1(z) =

∫

d2z2 F(z, z2)K(z2, z). (7)

Higher order densitiesRn are given by a Pfaffian involving
F andK [18]. Expressing the kernelK in terms of skew-
orthogonal polynomials with respect to weight functionF
leads to an alternative Pfaffian representation forRn [16, 17].

Evaluating the kernelK (or, equivalently [24], the corre-
sponding skew-orthogonal polynomials) in a closed form is
an important step on the way to obtaining eigenvalue statistics
[17]. In our case the kernel can be found by exploiting its re-
lation to averages of the characteristic polynomials [18, 25] of
truncations of orthogonal matrices of smaller dimension:

K(z1, z2) = (z1 − z2) 〈det(z1 − Ã)(z2 − Ã)〉Ã



3

where the matrices̃A are square truncations of sizeM − 2 of
random orthogonal matrices of sizeN − 2. Due to the invari-
ance of the distribution of̃A the above average is effectively
an average over the eigenvalues ofÃTÃ:

〈det(z1 − Ã)(z2 − Ã)〉Ã =

n
∑

m=0

(z1z2)
m 〈ǫn−m(ÃTÃ)〉Ã

ǫn−m(1)
,

wheren = M −2 is the size ofÃ and ǫm(X) is them-th
elementary symmetric function in eigenvalues ofX . The in-
tegral〈ǫm(ÃTÃ)〉Ã can be reduced [26] to Selberg’s integral
[29], yielding the kernel in a closed form,

K(z1, z2) = (z1 − z2)

M−2
∑

m=0

(L+m)!

L!m!
(z1z2)

m, (8)

which is our second main result. The truncated binomial se-
ries on the rhs can be expressed [23] in terms of an incomplete
beta function which comes in handy for asymptotic analysis of
eigenvalue statistics in the limit of largeM .

The one-point eigenvalue density (7) is composed of two
parts: R1(z) = ρC(z) + δ(y)ρR(x), where ρC(z) =
2f(z)2|K(z, z∗)| is the density of complex eigenvalues and

ρR(x) =

∫ 1

−1

dx2 sgn(x2 − x)K(x2, x)f(x2)f(x) (9)

is the density of real eigenvalues of truncated orthogonal ma-
trices, with the normalization

∫

|z|<1
R1(z) d

2z = M .
We shall first look at real eigenvalues ofA. Integrating

ρR(x) over−1 < x < 1 one obtains the expected total num-
berNR of real eigenvalues,

NR = 1+
L

2

∫ 1

0

ds

sL+1
Is2 (L/2, 1/2) I 2s

1+s
(L+ 1,M − 1) ,

whereIx(a, b) =
∫ x

0
ta−1(1 − t)b−1dt/B(a, b) is an incom-

plete Beta function. For large matrix dimensions (M ≫ 1)
NR, in the leading order, is described by a simpler expression:

NR ≃ 2 artanh
√

M/N

B(L/2, 1/2)
.

Depending onL this leads to different scaling laws forNR. In
the limit of strong non-orthogonality when bothM,L ∝ N ,
the number of real eigenvalues∝

√
M which is characteristic

of the real Ginibre ensemble [27]. On the other hand, in the
limit of weak non-orthogonality whenL ≪ M , NR grows
logarithmically withM , NR ≃ (logM)/B(L/2, 1/2).

Eq. (9) can be transformed to a form,

ρR(x) =
1

B(L/2, 1/2)

I1−x2(L+ 1,M − 1)

1− x2
+

(1− x2)
L−2

2 |x|M−1

B(M/2, L/2)
Ix2((M − 1)/2, (L+ 2)/2),

0 0.5 1
0

2
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FIG. 1. Rescaled density of real eigenvaluesρ = ρR
NR

for M = 32

andL = 2, 4, 8, 16. The inset shows the number of real eigenvalues
NR for M = 32 as a function ofL obtained from samples of103

realizations (squares) and analytical prediction (solid line)

revealing the Artanh Law of the distribution of real eigenval-
ues for large matrix dimensionsM (µ = M/N ):

ρR(x) ≃
1

B(L/2, 1/2)

1

1− x2
−√

µ < x <
√
µ.

In the limit of strong non-orthogonalityµ < 1 andρR(x)
is supported strictly inside the interval(−1, 1), vanishing at
a Gaussian rate at the boundariesx = ±√

µ. In the limit of
weak non-orthogonalityµ → 1 andρR(x) becomes singular
at the boundariesx = ±1 of the real eigenvalue support. Cor-
respondingly, real eigenvalues accumulate close tox = ±1.
Settingx = 1 − u/M and taking the limitM → ∞ one ob-
tains the density profile near the accumulation pointx = 1:
ρR(x)/M ≃ p(u) with

p(u) =
u

L
2
−1e−u

2Γ(L/2)
(1− u

L
2
+1γ∗(L/2 + 1, u)) +

(2u)L

B(L/2, 1/2)
γ∗(L+ 1, 2u) ,

whereγ∗(n, x) = (xnΓ(n))−1
∫ x

0
tn−1e−tdt is an incomplete

Gamma function. For smallu, p(u) ≃ (2Γ(L2 ))
−1u

L
2
−1,

showing a transition, asL increases, in nature of the bound-
ary pointsx = ±1 from ‘attractive’ (L = 1) to ‘repul-
sive’ (L ≥ 4), see Fig. 1. On the other hand, for largeu,
p(u) ≃ (B(L/2, 1/2)u)−1, exhibiting a heavy tail which
manifest itself in thelogM asymptotics forNR.

Now we shall look at complex eigenvalues. Their density
ρC(z), visualized in Fig. 2, vanishes on the real line. In the
limit of strong non-orthogonality, close to the real line the
complex density is described by the same scaling law

ρC(z)≃ρR(x)
2h(yρR(x)), h(y)=4π|y|e4πy2

erfc(
√
4π|y|),

as in the real Ginibre ensemble [28], while away from the real
axisρC(z) is the same as for truncations of randomunitary
matrices [22],ρC(z) ≃ L

π
1

(1−|z|2)2 Θ(MN − |z|2). In the limit
of weak non-orthogonality away from the real axis

ρC(z) ≃ ν2h(4πν(1 − |z|)), h(u)=4πLuL−1γ∗(L+ 1, u),
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FIG. 2. Contour plot of the normalized density of complex eigen-
valuesρC(z)/(1 − NR) of truncations of random orthogonal ma-
trices for a)N = 12 andM = 10 (weak non-orthogonality) and
b) N = 12 andM = 6 (strong nonorthogonality) with the larger
values coded darker. The density plotted in the upper half ofthe
complex planes represents analytical results, while the density in the
lower part is obtained numerically for a sample of0.5× 107 random
orthogonal matrices.

whereν = M
2π is the density of distribution of eigenvalues of

random orthogonal matrices along the unit circle. Again, the
limiting density profile does not depend on the angle and is
the same as for truncations of random unitary matrices [22].

Eigenvalue correlations for truncations of random or-
thogonal matrices can also be obtained in a closed form.
In the limit of strong non-orthogonality, after appropri-
ate rescaling the eigenvalue correlations become identical
to those in the real Ginibre ensemble. For example, at
the origin, f2(z/

√
L) ≃

√

L/(8π)ey
2−x2

erfc(
√
2|y|) and

K(z1/
√
L, z2/

√
L) ≃ 1√

L
(z1 − z2)e

z1z2 which is what one
gets in the real Ginibre ensemble [17–19]. The limit of weak
non-orthogonality away from the real axis the eigenvalue cor-
relations for truncations of random orthogonal matrices are
exactly the same as those found for truncated random unitary
matrices [22, 23]. New correlation laws arise in the vicinity
of x = ±1.

TABLE I. Ensembles of random nonhermitian matrices

matrices complex real µ = M/N

Haar
measure

U(N) O(N) µ = 1

truncations of
matrices

unitary orthogonal1 > µ > 0

Ginibre
ensemble

complex real µ → 0

In conclusion, we have found the full probability distribu-
tion of eigenvalues of truncated random orthogonal matrices
and obtained the eigenvalue density and higher order corre-
lation functions in a closed form. This work completes our
understanding of ensembles of non-hermitian random matri-
ces which are derived from random unitary and orthogonal
matrices. As shown in Table I truncations of random orthog-

onal (unitary) matrices form an ensemble which interpolates
between matrices distributed according to the Haar measure
on the orthogonal (unitary) group [29] and the real (complex)
Ginibre ensemble [21].

Financial support by the SFB Transregio-12 project der
Deutschen Forschungsgemeinschaft and the special grant
number DFG-SFB/38/2007 of Polish Ministry of Science and
Higher Education is gratefully acknowledged.

Note added. After submitting our work we learned about a
very recent preprint of Forrester [30] extending our study
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