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ABSTRACT

Real-time Content Identification for

Events and Sub-Events from Microblogs

by Xinyue Wang

In an age when people are predisposed to report real-world events through their social

media accounts, many researchers value the advantages of mining such unstructured

and informal data from social media. Compared with the traditional news media, online

social media services, such as Twitter, can provide more comprehensive and timely

information about real-world events. Existing Twitter event monitoring systems analyse

partial event data and are unable to report the underlying stories or sub-events in real-

time. To fill this gap, this research focuses on the automatic identification of content for

events and sub-events through the analysis of Twitter streams in real-time.

To fulfil the need of real-time content identification for events and sub-events, this re-

search first proposes a novel adaptive crawling model that retrieves extra event content

from the Twitter Streaming API. The proposed model analyses the characteristics of

hashtags and tweets collected from live Twitter streams to automate the expansion of

subsequent queries. By investigating the characteristics of Twitter hashtags, this re-

search then proposes three Keyword Adaptation Algorithms (KwAAs) which are based

on the term frequency (TF-KwAA), the traffic pattern (TP-KwAA), and the text content

of associated tweets (CS-KwAA) of the emerging hashtags. Based on the comparison

between traditional keyword crawling and adaptive crawling with different KwAAs, this

thesis demonstrates that the KwAAs retrieve extra event content about sub-events in

real-time for both planned and unplanned events.

To examine the usefulness of extra event content for the event monitoring system, a

Twitter event monitoring solution is proposed. This “Detection of Sub-events by Twit-

ter Real-time Monitoring (DSTReaM)” framework concurrently runs multiple instances

of a statistical-based event detection algorithm over different stream components. By

evaluating the detection performance using detection accuracy and event entropy, this

research demonstrates that better event detection can be achieved with a broader cov-

erage of event content.

http://www.qmul.ac.uk
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Chapter 1

Introduction

The desire for knowledge of both planned and unplanned events in part drives the thirst

to consume news about current events. What in part drives our thirst for knowledge

about unplanned events is simply to find out more information about unforeseen things.

What in part drives our thirst for knowledge about planned events is the need to know

about the underlying stories of the events: such as if there is a sports-event, what is

the progress of specific sports players we are interested in. Since the issue of the first

newspaper in 1605, traditional news media, including the printed media, broadcast media

and newswires, acts as the principle channel for the general public to get knowledge about

events in the world around them. With the huge explosion of different news sources about

worldwide events, it can be overwhelming for readers to manually find stories of events

that interest them. As a result, the Topic Detection and Tracking (TDT) project was

initiated. It provides ways to automatically identify specific sets of stories that relate

to newsworthy events [1]. All of these solutions rely on text retrieval and clustering

techniques to detect events from a temporal-ordered structured text stream [2, 3].

However, the traditional news media is characterised by “one-way” news consumption:

readers are only allowed to be passively involved in the process. Since events news are

packaged by media professionals, people’s knowledge of such reported events can be mis-

represented, e.g. even professional news reports can be biased with personal opinions.

The traditional news media tends to mask the ability of the general public to express

1



Chapter 1 Introduction 2

Figure 1.1: Source of News by Country. Proportion of news consumers that used the
particular sources of news in the last week (reproduced from [8])

their own opinions, and also prevents media consumers from obtaining a comprehensive

overview of events [4]. Event news is often time and location-sensitive, journalists may

only have an incomplete or partial view of the event when they arrive on the scene.

Moreover, the lengthy production pipeline followed by the traditional news media for

generating news reports (acquiring, writing, reporting and producing) increases the re-

porting latency [5]. Although the emerging new media, i.e. using online portals of news

agency, alleviates some of the issues in traditional news media through a more open and

easier accessed infrastructure, the perception of news is still affected by the “one-way”

communication pattern and the time consuming production pipeline.

Starting with Web 1.0 that allowed anyone to publish a blog and interlink it to other

information, Web 2.0 has continued to reshape the way people interact with the rest of

the world and engage in events. Instead of passively consuming online news as a reader,

the general public is drawn in to contribute their ideas through Web 2.0 applications

[6]. As a representative type of Web 2.0 application, social media not only blurs the

line between information disseminators and receivers, but also breaks the barriers be-

tween news experts and amateurs [7]. This more social type of news consumption raises

unprecedented challenges to traditional news media and online newswire. Nowadays,

a large proportion of the population seeks to use online media for news (as shown in

Figure 1.1), and the amount of people who rely on social media to find news is increasing

(as shown in Figure 1.2).

By encouraging the general public to report their observations and to express their

opinions about real-world events, online social media provides a more open and flexible

platform for sharing events information. Equipped with an increasingly influential army
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Figure 1.2: Using Social Media as the Source of News. Proportion of news consumer
that used social media as the sources of news in 2013 and 2015 (reproduced from [8])

of “citizen journalists” [9] and “social sensors” [10], online social media are becoming

the microphone and camera for mass events [11]. Many real-world examples can be used

to illustrate the effectiveness of online social media during news events. For instance,

warning messages during Virginia Tech shooting in April 2007 came primarily from stu-

dents and unofficial sources via the online social media [12]; the devastating bomb blasts

in Mumbai in November 2008 also relied on online social media for decision making [13];

one of the most well-known example is the “Arab Spring””: social media became the

primary medium to unravel the progress of this revolution [14, 15]. Additionally, in

contrast to the long latency (days, weeks or even months) of traditional news media,

social media provides quicker access and more comprehensive information [16]. Moni-

toring and analysing this fruitful and dynamic flow of people’s reports can yield precious

information, which would not have been available from traditional media outlets [17].

Consequently, researchers today start to value the advantages of mining large scale data

from social media [18, 19, 20].
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1.1 Motivation and Challenges

Microblogging services, such as Twitter1, are becoming a prominent communication tool

for news dissemination [21, 22]. Twitter supports this by the concise expression of ideas

and opinions via a tweet, i.e. a short text in format limited to 140 characters. Users

can instantly post and access tweets about the latest local and worldwide news. Among

the more than 300 million active users [23], 56% of them post tweets about current

events in real-time [24]. Empirical studies demonstrate that Twitter not only reveals

the broadcast events [25, 26], but also becomes the preferred medium for discovering

breaking news [27, 28].

Although the less strict requirement on content quality facilitates the adoption of Twit-

ter, this feature also infuses its content with a great amount of noise information. People

share not only their comments about events, but also about their most trivial matters of

daily lives. As a result, Twitter streams contain large amounts of meaningless chats [29],

advertisements [30] and even rumours [31]. In the last decade, notable research efforts

have been made to try to distinguish the informative tweets about real-world events

from the rest of the background noise information [32, 33, 34, 35, 36, 37, 38]. The main

focus is to quickly identify the events from the mass Twitter stream. However, rather

than the efficiency of reporting the breaking news ahead of online newswires [27], the

advantages of Twitter lies in its effectiveness as follows. Twitter offers a broader cover-

age of event information intertwined with additional viewpoints [39] and the capability

in revealing wider aspects about the evolution of events [40]. By scrolling through the

Twitter timeline and tracking live Twitter streams, it is possible to acquire information

about both the events and the underlying stories (or sub-events) for a fuller picture of

an event.

To monitor the finer granularities, i.e. sub-events, of an event, common practice is to

analyse filtered Twitter streams using event detection approaches that are developed for

conventional TDT tasks. A large proportion of these solutions detect different phases of

disaster events for offering situation awareness to both general public and government

1Twitter: https://twitter.com

https://twitter.com
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authorities [41, 42, 43, 44]. Other research work investigates the sub-events of planned

events, such as sport competitions [45, 46, 47, 48], festival activities [49, 50] and political

elections [51, 52, 53]. However, their solutions still have the following drawbacks:

• Use pre-defined search criteria

A common assumption made by most existing research is that all sub-event events

information is retrievable using pre-defined and constant keywords. Therefore,

their conclusions are based on static datasets that represents the status of the

event at a particular time point. However, pre-defined keywords are subjective

and new topics about sub-events often arise in the midst of events [112]. It is

necessary to expand the coverage of event information during the event.

• Infeasible to run in real-time

To better detect and understand sub-events, researchers upgrade the existing solu-

tions by running them in multiple iterations. This is at the cost of extra complexity

and additional resources. Existing research has shown that the traditional event

detection algorithms don’t scale to huge volume of high speed streaming data, such

as tweets [32]. Since a main feature of Twitter is to provide instantaneous access

to the event information, a solution that is capable to get timely event information

with good accuracy is desired.

• Focus on single type of events

Some existing solutions are based on the assumption that the prior knowledge

of the events exists [49, 50]. Although external resources can provide a priori

knowledge of planned events, this is not the case for unplanned events, such as

protests and crises. Unplanned events are by their nature unanticipated and hard

to discover or predict. Sub-event monitoring of unplanned events are normally

designed to meet the information needs during aftermath. These solutions are

event specific and have strict requirements for the input data [44, 54]. Since the

existing solutions tend to focus on a single type of events, hence, information

analysis that can cope with both planned and unplanned events is required.

Based on the above analysis, a research gap exists in supporting real-time event monitor-
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ing with information about the underlying stories and subsequent events. Consequently,

the focus of this research is to provide a fuller picture of breaking news events by de-

tecting and summarising the underlying meaningful sub-events in real-time. To achieve

this research aim, some essential challenges raised by both Twitter’s characteristics and

an event’s characteristics need to be solved:

• The short-length nature of tweets. Admittedly, event information from Twit-

ter is easier to consume and faster to spread due to this feature. However, compared

with conventional documents, the apparent reduction in document length of tweets

can be problematic. Commonly, a text document is modelled with the probability

distribution of its term, such as the bag of word model [55] or topic model [56].

Short text documents such as tweets thus can thus result in term sparsity issue

and become incompatible with existing text mining techniques.

• The high arrival rate of tweets. The main reason for analysing events through

Twitter streams is its ability to reveal the evolution of events in real-time. However,

the velocity and volume of tweets produced in every single second is continuously

growing [57]. While the existing systems are designed to deal with a reduced

corpus (i.e. tweets are preprocessed with noises filtering), they are unable to scale

to a large amount of tweets [58].

• Noisy tweets in Twitter events stream. Acquisition of event-relevant Twitter

posts from the noisy Microblog environments can be a non-trivial task. Although

the focus of this research is to discover information about sub-events from a text

stream about a certain event, the background noise in the diverse and poor quality

tweets still needs to be considered. This is critical if better quality information

about the underlying stories needs to be provided.

• The diversity across various types of events. Different type of events are

described and discussed with a different vocabulary. Even for similar events that

share common terms (e.g. FIFA World Cup2 and the Football competition of

2an international association football competition, held every four years, contested by the senior
men’s national teams of the members of Fédération Internationale de Football Association (FIFA)



Chapter 1 Introduction 7

Olympic Games), the amount of tweets traffic associated with each of them varies.

In fact, the information about any two events differ significantly in content, number

of messages and participants, periods, inherent structure, and causal relationships

[59], thus making the idea of a one-fit-all solution, seem unlikely.

1.2 Research Objectives

In order to detect and summarise sub-events and subsequent stories of the events , this

research will build on existing event detection research. By collecting, detecting and

then extracting the event-relevant tweets, the final output is exploited to formulate the

overview of the events. Whilst the existing research focuses on the depth of detection,

i.e. on more accurate detection results with sophisticated but inefficient algorithms, the

focus of this research is in achieving the same goal by increasing the coverage of the

event content.

Specifically, the main objective of this research can be stated as: to provide a better

event monitoring solution that identifies the newsworthy sub-events in an

online manner by exploiting the expanded coverage of online social media

text documents, e.g. tweets about the event of interest. This research fulfils the

main objective by achieving the following three sub-objectives:

1. to explore whether there exists extra event content in addition to the datasets used

by the existing solutions and to design a microblog crawling model that enables

extra event-relevant content to be collected in real-time;

2. to identify features or metrics that can be used to retrieve event-relevant contents

and to relate these features to the Twitter crawling model;

3. to investigate the performance of sub-event detection with a broader coverage of

event content by developing a new event monitoring solution that incorporates a

new Twitter crawling model.
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1.3 Contributions and Novelty

This research proposes to improve the Twitter event monitoring system by automatically

mining a comprehensive set of event content based on live streaming tweets. The main,

novel, contributions of this thesis are as follows:

1. A novel model of real-time event content retrieval for streaming text, called adap-

tive microblog crawling, or simply adaptive crawling. This model analyses the

characteristics of incoming Twitter streams in real-time to expand the subsequent

queries for automatically identifying event relevant terms and content.

2. Three Keyword Adaptation Algorithms (KwAAs). By exploring the relationship

between event relevance of hashtags and three different features, including the

adoption frequency, the traffic pattern and the tweet content similarity between

different hashtags, these KwAAs are proposed and integrated with the proposed

adaptive crawling model. A thorough evaluation of these against the conventional

crawling model over four different type of events is then conducted.

3. A Twitter Event Monitoring solution, called “Detection of Sub-events by Twitter

Real-time Monitoring (DSTReaM)”. In order to better understand the effects of a

broader coverage of event information, this thesis not only explores the impact of

data filtering on the sub-event detection, but also compares the detection summary

with topical keywords that are identified by the proposed KwAAs.

Other contributions in accordance with the main contributions made by this thesis are:

4. A tweet events corpus that covers 11 different events of various types, includ-

ing sports competition, music festival, political referendum, nature disaster, crisis

protest and etc. Each event in the corpus is retrieved by at least two different

methods and with a list of topical hashtags;

5. A novel way for retrieving, aggregating and constructing the vector representa-

tion of a single hashtag based on the existing TF-IDF vector calculation, called

“Hashtag-based TF-IDF vector”.
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The above contributions made by this thesis have contributed to the publications listed

in Author’s Publication:

1.4 Thesis Structure

The remainder of this thesis is organised as follows:

Chapter 2 reviews the relevant context of exiting work on event monitoring, especially

with Twitter text streams. First, this chapter gives a general overview of the Topic De-

tection and Tracking(TDT) project, including the definition of events and an overview

of traditional TDT tasks. Then, the characteristics of Twitter and its inherent restric-

tions in getting event data are introduced. This is followed by a survey of existing event

monitoring systems in terms of event tweets retrieval and Twitter event detection. This

chapter finishes with a discussion of the existing literatures for bridging the research

gaps between the current state-of-art methods versus the problem requirements (to be

solved by this research).

Based on the research gaps defined in chapter 2, the thesis then proposes an adaptive

microblog crawling model to expand the coverage of the event information, as illustrated

in chapter 3. The working mechanism of the proposed adaptive Twitter crawling model is

to detect emerging popular event terms and to monitor them to expand the subsequent

queries for retrieving highly associated data for the events of interest. Based on the

characteristics of live Twitter stream, three Keyword Adaptation Algorithms (KwAA)

were designed and integrated to the adaptive Twitter crawling model. With the aim of

validating the working efficiency and effectiveness of the KwAAs, this research evaluates

the performance of different KwAAs based on the event content they identified from

various type of events. The results show that the two (both crawling model and KwAAs)

working together can incur at least 20% more event relevant Twitter traffic.

Chapter 4 investigates the usefulness of adaptive crawling for sub-event detection. The

Twitter event monitoring solution “Detection of Sub-events by Twitter Real-time Mon-

itoring (DSTReaM)” is proposed and tested with two real-time events. The aim is to



AUTHOR’S PUBLICATION 10

demonstrate that a better event monitoring can be achieved with a broader coverage of

event content. In addition, this research also investigates the impact of data filtering on

the event-detection results to identify deficiencies of existing algorithm when using the

adaptive datasets.

Finally, chapter 5 gives the conclusions for the research work in the whole thesis, and

then outlines some of the selective aspects of the research as the recommendation for

the future work.



Chapter 2

Event Monitoring by Mining

Microblogging Stream

The human desire for getting knowledge about both planned and unplanned events drives

the evolution of the modern news media. For a long time, the traditional news media,

acts as the principle channel for the general public to get knowledge about events in the

world around them. With an increasing number of reports on the worldwide events from

diverse news organizations, it can be overwhelming for readers to discover interesting

stories from the massive amount of reports. In order to identify specific sets of stories

that interest readers, researchers have proposed the Topic Detection and Tracking (TDT)

framework for detecting the newsworthy events. However, this TDT framework and its

solutions are designed for online newswires that only contain structured and formal news

reports.

Since traditional media and online media reports are produced by a smaller number of

news professionals compared to the normal public, they can be misleading or biased.

User generated event descriptions on online social media, such as Microblogging services

can provides more comprehensive information [60]. While some researchers have tried to

adapt the existing TDT solutions to an online social media scenario, other researchers

have explored new ways to undertake event and sub-event identification. This is because

traditional TDT solutions are unable to scale to process the massive amount of streaming

11
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data generated by the online social media services users.

This chapter continues with the background relating to the event detection, including the

definition of event in social media (in section 2.1), the fundamental concepts, techniques

and evaluation metrics used in conventional TDT framework (in section 2.2), as well as

the challenges raised by Web 2.0 applications, i.e. social media services, in the event

detection tasks (in section 2.3). Research that aims to improve event monitoring in

social media environments are introduced and discussed (in section 2.4). Based on the

research questions and a critical analysis of current solutions, this chapter concludes

with a summary of the limitations of existing solutions and highlights the motivation of

this research work (in section 2.5).

2.1 Events in Social Media

The term “event” is actually very abstract and can be mentioned in various specific

domains, such as time series, textual news and social media. This section aims at

clarifying the event-related definitions and concepts in the social media environment.

2.1.1 Events and Sub-events

In the scope of Information Retrieval (IR) research, there exists multiple efforts in defin-

ing the concept of event. For example, Allan defines an event as “a specific thing which

is associated with a specific time and place along with all necessary preconditions and

unavoidable consequences” [1], while Yang et al. consider events as “something that are

non-trivial and happen at a certain time period” [61]. Given the above definitions, an

animal that gives a birth in the wild can be regarded as an event. However, things like

this normally don’t attract people’s attention and can hardly be discussed over social

media. Different definitions will lead to different results. Therefore, the formal definition

of event and sub-event in this thesis are given as follows:

Definition 1: an event under social media environment is something which happens in

the real-world at a certain time period and receives constant discussion by social media
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users during that time period.

Definition 2: an event stream is a set of temporal coherent text pieces which are

overlapped in vocabulary. The overlapped vocabulary concerns a common event in

social media. An event stream can be represented as a sequence of tuples that includes

a timestamp and a set of features, or terms.

Definition 3: a sub-event describes the episode of an event by the underlying story

or sub-sequent story. The content of sub-events belonging to the same event made up

the event stream. As a result, each sub-event can also be represented by tuples which

are strongly correlated with each other by the features and coherent by the timestamps.

2.1.2 Event, Topic and Trend

To avoid potential ambiguity when describing event monitoring methods, the definitions

and relationship between terms like “topic”, “trend” and “event” under the subject of

event monitoring are explained in this section.

Some researchers interpret “topic” and “event” in an intuitive way, stating that events

are the instances of topics [61]. Another work also recognizes this concept by defining

the “topic” as “domain”, which abstracts the essence of a set of events belongs to a

particular type [62]. Other researchers defines “topic” in a more specific way. A topic

is regarded as “a seminal event or activity along with all directly related events and

activities” [63]. Namely, a topic is a set of stories which describe the same event. These

stories, also known as topically cohesive segment of news, include two or more declarative

independent clauses about a single event [3].

In addition to the discussion between “topic” and “event” in the literature, Yang et al.

also proposes some other insights about the relation between “trend” and “event” [61].

When they observe the time frequency sequence of a topic stream, they found that the

stream always consists of bursts of documents with time gaps. Therefore, they conclude

that those gaps indicate that each burst corresponds to an independent event. This

observation then leads to the discussion about the concept of “trend”. In an earlier work
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which reviewed the trend detection methodology for textual data, “trend” is defined as

“a topic area that is growing in interest and utility over time” [64]. According to their

definition, the objective of trend detection tasks over textual data can be summarised

as the identification of topic areas that are previously unseen or are rapidly growing.

The rapid growth can be observed by the sharp increases in some features (such as

the frequency of terms or the volume of reports) in a text stream [65]. As a result, it

becomes very common to use the term “burst” or “peak” to describe the rapid growth

of feature in many literatures [65, 66]. As a result, researchers borrow the techniques

in anomaly detection [67] or outlier detection [68] since they have the same target: to

identify the previously unseen observations that don’t follow the regular pattern in a

continuous stream.

2.1.3 Event Categorisation

Before monitoring events, the differences between events should be clarified. In general,

events can be differ in scale, duration, content and etc. Some research work has been

done on categorising events. For example, events can be classified according to their

difference on subjects (for example, technology, idiom, sports, political, games, music,

celebrity, movies) [69]. Some other work tries to characterise events based on their

inherent features. In their classification framework, events are classified as planned or

unplanned event [70], trending or non-trending event [71]. According to their definition,

an event is considered as planned event only when its title and occurring time are known

in advance. Events that have one or more features that are substantially unusual than

expected are considered as trading events. The planned event and trending event are

not mutually exclusive event type (shown in Figure 2.1). For example, an event should

be either planned or unplanned, but can be both planned and trending. Though an

event can be characterised using different criteria, the characteristics of different types

of events vary significantly. Sometime, it is also hard to classify the event reports even

they are about the same type [72].
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Figure 2.1: Examples of Event Categories (reproduced from [70])

2.2 Traditional Event Monitoring: Topic Detection and

Tracking (TDT)

The TDT research has long been addressed in the literature since late 1990s. The initial

motivation is to provide core technology for news monitoring tools from multiple sources

of traditional media (for example, printed media, broadcast media and newswire ) to

keep users updated about news event developments. As the core research project for

providing solutions to event monitoring over traditional media, it lays the foundation for

modern event monitoring. In this part, an overview of traditional TDT research is given

in section 2.2.1. Their detection tasks and adopted evaluation metrics are described in

section 2.2.2 and 2.2.3 respectively.

2.2.1 Overview of TDT

The TDT benchmark evaluation project is initiated and sponsored by Defence Advanced

Research Projects Agency (DARPA) of U.S Government [73]. The TDT Pilot Study is

explored and conducted by DARPA with additional three institutions, including Uni-

versity of Massachusetts, Carnegie Mellon University and Dragon Systems [3].

With the objective to improve the automatic monitoring of topics from multiple sources

of traditional media, a significant massive research efforts have been put into the TDT

project. Based on the characteristic of the emergence and development of events in news

streams, the TDT project mainly deals with the following five tasks [74]:

• Story Segmentation: Identify the boundaries between topics from a topically

cohesive continuous stream, and then detect those topics by segment the stream

precisely. This task is primarily audio-based.
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• Topic Tracking (TT): formulate the storyline of a known topic by keeping track

of stories similar to a set of example stories

• Topic Detection (TD): group the stories that discuss the same topic into single

cluster. That is to say, each topic can be represented as a list of stories that are

topically correlated.

• First Story Detection (FSD): detect if a story is the first instance of a new,

unknown topic. The difference from the Topic Detection task is that the output

of this system is individual story of each topic.

• Link Detection: detect whether or not two stories are related to the same event.

Topics can vary differently from each other, so the system needs to adapt itself

accordingly. Therefore, the difficulty of this task is to design a detection model

requires no prior knowledge.

2.2.2 Tasks of TDT in Event Monitoring

Although these five tasks deal with different problems in TDT research, some of them

are closely related and thus are tackled within one solution. For example, the FSD and

TT tasks are closely connected with the TD task. These five tasks can be integrated to

fit more generalised detection tasks [2].

This integration is based on the observation that some of the real-world topic can be

discontinuous. Some topics may become trending again after a period of silence. Taking

the MH370 missing plane1 for example, people mentioned this in Twitter on its one

year anniversary, also some details about the missing were revealed discontinuously.

Consequently, this characteristics lead to two research questions in the TDT project:

1. How to differentiate stories that belongs to the same topic?

2. How to determine whether the topic emerged previously?

1MH370 Missing Plane: https://en.wikipedia.org/wiki/Malaysia_Airlines_Flight_370

https://en.wikipedia.org/wiki/Malaysia_Airlines_Flight_370
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The appearance of these questions not only leads to the research on topic granularity,

but also triggers the shift of research interests from topic to event. As a result, current

TDT projects mainly include solutions for two tasks: New Event Detection (NED) and

Retrospective Event Detection (RED). In fact, the NED task is equivalent to the FSD

task while the RED task is a supplementary. The solutions of these tasks are built upon

the solutions of the existing TDT tasks.

New Event Detection (NED) NED task is proposed to solve the first question.

This task is very similar to the FSD. Both of them are designed to identify the very first

report though the NED system also concerns whether existing report in the system also

refers to the same topic.

Retrospective Event Detection (RED) The objective of RED task is to search

the report retrospectively to distinguish all the events which refer to the same topic.

Namely, it assists the FSD system to review the whole corpus and identify the events

that correlated to the topic of interests.

2.2.3 Common Evaluation Metrics

As a research problem under the Information Retrieval subject, the evaluation metrics

used in information retrieval can be adopted to assess the TDT solutions. Much of the

existing TDT research tends to use one of the popular metrics “Precision and Recall”.

These two metrics are designed to predict the relevance of a document. Specifically,

they measure how precise and complete the retrieved documents are on all the relevant

instances. In the TDT frame, they measure how precise and complete the identified

events are on all the real-world (realistic) events which appears in the document stream.

The definitions of these two measurements can be better elaborated with the confusion

matrix, as shown in Table 2.1.

Based on the confusion matrix, the Precision (P) is the fraction of retrieved documents

that are relevant to user’s interests, while the Recall (R) is the fraction of relevant
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Table 2.1: Confusion Matrix for Information Retrieval

Relevant/Realistic Irrelevant/Unrealistic

Retrieved/Detected true positives (tp) false positives (fp)

Non Retrieved/Not Detected false negative (fn) true negative (tn)

documents that are retrieved. As a result, in TDT evaluation, the precision is the

fraction of detected events that corresponds to the realistic event, while the recall is the

fraction of realistic event that are detected. They can be calculated by equation 2.1 and

2.2 respectively.

P = P (relevant|retrieved) = P (realistic|detected) =
tp

tp+ fp
(2.1)

R = P (retrieved|relevant) = P (detected|realistic) =
tp

tp+ fn
(2.2)

Sometimes, the researchers employ the F-measure to trade-off both precision and recall

by weighted with their harmonic mean with equation 2.3

F =
1

α 1
P + (1− α) 1

R

=
(β2 + 1)PR

β2P +R
, where β2 =

1− α
α

(2.3)

However, for modern information retrieval system which got thousands of relevant doc-

uments even can’t be fully identified, recall is no longer a meaningful metric. In this

case, precision at k documents (P@k) becomes more useful. This metric measures

the number of relevant document on the top ranked results thus requires a way to rank

the retrieval results.

2.3 Microblogging Text Stream

Microblogging is characterised by the nature of allowing general public to post the short

text pieces. Compared with traditional blog posts, a micropost is easier to read and

faster to spread, due to its short length [75]. People use microblogging services for

not only chatting and communicating, but also for sharing information and reporting

news[76]. Consequently, such research tends to analyse posts from Microblogging ser-
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vices as they accumulate and distribute event information from the general public. In

this thesis, Twitter is used for carrying the research work, as it is one of the most pop-

ular microblogging services. With a brief introduction on Twitter properties that are

relevant to this research (in section 2.3.1), this section then introduce the event corpus

available 2.3.2. Finally, the feasibility of real-time processing with Twitter streaming

are discussed (in section 2.3.3).

2.3.1 Twitter as Microblogging Service

As one of the major social media services, Twitter is a popular microblogging site having

hundreds of millions of registered users. It is a simple version of blog service and allows

users to post short messages (i.e. tweets) up to 140 characters. Apart from the normal

web published tweets, users can also access and publish their thoughts on Twitter by the

mobile phone that connected to the Internet or Short Message Service (SMS) message.

2.3.1.1 Service Overview: Characteristics

Twitter allows a kind of loose relationship: User X can follow user Y and view Y’s

contents without requiring approval or a reciprocal connection from user Y. By default,

all the posted messages are visible to anyone, but user can set their privacy preferences

so that their updates are only available to their friends. These posted messages are

displayed as stream on users’ main page in a reversed chronological order. Normally,

a tweet is represented by a JSON2 document. This lightweight data format defines

the tweet attributes by its properties, e.g. the text, timestamp, URLs, hashtags, user

mentions, user information and etc.. The location information will also be presented if

applicable. Figure 2.2 shows the structure of a typical tweet in JSON format.

2.3.1.2 Conversational Usage of Twitter Symbols

Twitter is described as “the SMS of the Internet” due to its conversational characteristic.

This is supported by its well-known @ mention, RT retweet and # hashtag annotation.

2JSON: http://json.org/

http://json.org/
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By placing the “@” symbol before a username, Twitter user can create a mention or

reply to the username this symbol linked with. This symbol can be put anywhere in the

tweets when the purpose is to mention another Twitter user. However, @ must be put

at the beginning of the tweet when it is a response to the mentioned user.

Twitter also allows users to forward (i.e. retweet) other’s tweet. A “RT” prefix is used,

followed by the user name that creates this message. In fact, this symbol not only

disseminate interesting information on Twitter but also increase the influence of the

original user.

As the topic indicator on Twitter, the #hashtag annotation allows users to indicate

what the message is about when they publish a tweet. By adding a “#” mark before

the topic words, users can generate their own topic indicator at any moment. As designed

to support grouping similar tweets, the Twitter’s user interface automatically associates

a hyperlink for each hashtag to allow people to retrieve all tweets with the same hashtag

by just one click.

2.3.1.3 Twitter API and Rate Limits

Twitter provides three public APIs to developers and researchers for designing and im-

plementing customised data analysis tools: Search API, Representational State Transfer

(REST) API and Streaming API. In the free access manner, it is not possible to retrieve

all the Twitter data as rate limit is introduced to restrict the access of API 3.

The Search API and the REST API share similar rate limit. In the older version (V

1.0), an OAuth-enabled application could initiate 350 query requests. While API v1.1’s

rate limiting model allows for a wider range of requests by 180 calls every time window,

i.e. 15 minutes.

Twitter Streaming API is the only accessible interface that offers real-time access to

Twitter’s public timeline. With the default access level (free of charge), a small propor-

tion of all public tweets , i.e. 1% of whole tweets, in its core database can be retrieved

3Twitter rate limits: https://dev.twitter.com/rest/public/rate-limiting

https://dev.twitter.com/rest/public/rate-limiting
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by using sample function for each normal OAuth4 enabled user.

The 1% rate limit is also applied to the filter method of Twitter Streaming API. The

filtering function allows the applications to query the core database for extracting all

tweets associating with some specific criteria, such as users, keywords, URL link, lan-

guage, location and etc.5 However, the full access of retrieval contents is possible only

when the retrieved volume is less than 1% of the total Twitter traffic. Otherwise, that

1% will spread out across keywords, only a subset of tweets will be retrieved for each

individual keyword. In addition, the number of terms can be tracked is limited to a max-

imum of 400 keywords for a single query when using Streaming API. However, Twitter

provides the fuzzy matching of phrases rather than exact matching. For example, when

using “Twitter” as keywords, the engine returns not only its lower case and upper case,

but also the tweets which contain it with the quotation, #-hashtags, @-mention and

URL format, as shown in Table 2.2 According to the documentation of Twitter, all the

Table 2.2: Track Example for Twitter Streaming API Filter Function (reproduced
from [78])

Parameter Value Will match... Will not match

Twitter TWITTER,
twitter,
“Twitter”,
twitter.,
#twitter,
twitter,
http://twitter.com

TwitterTracker,
#newtwitter

Twitter’s I like Twitter’s new design Someday I’d like to visit Twit-
ter’s office

twitter api,
twitter streaming

The Twitter API is awesome;
The twitter streaming service
is fast;
Twitter has a streaming API

I’m new to Twitter

rate limits in Twitter are considered on a per-user basis. In other words, if multiple

applications belong to the same user account, the rate limits are distributed to each of

them.

In terms of the rate limit on tracking tweets, Twitter doesn’t release the mechanism

4an open standard for authorization, details in http://oauth.net/2/
5more details about tracking in: https://dev.twitter.com/streaming/overview/

request-parameters

http://twitter.com
http://oauth.net/2/
https://dev.twitter.com/streaming/overview/request-parameters
https://dev.twitter.com/streaming/overview/request-parameters
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of how the sampled stream is constructed, and also prohibits third parties from reverse

engineering the sampling process. Therefore, some researchers have focused on analysing

how the sample stream is constructed. For example, by comparing simultaneous samples

from Twitter’s Streaming API, Joseph et. al conclude that Twitter sends all connections

tracking the same keywords approximately the same result, with over than 96% tweets

being the same [79]. Morstatter et. al have analysed what biases are introduced by the

Twitter sampling strategy. They discover biases exist in the hashtag distribution and

the results from topic detection by comparing a 1% sampled Twitter stream against a

random sample of Twitter stream and the entire Twitter stream [80].

2.3.2 Twitter Event Corpus

There exists multiple research efforts on building the comparable event detection corpus

[84, 109, 110]. Some of them simply provide unfiltered sample stream, while others

labelled the tweets with topic or event tags. For example, Sasa et al. deliver the

unfiltered dataset with a list of first stories and on average 112 associated tweets, while

Andrew et al. releases the relevance judgments containing more than 150,000 tweets

about more than 500 events. However, when considering the number of tweets for each

event, it is clear that the event resolution of all these corpuses is limit. Recently, the

world’s largest event dataset is publicly available by Global Data on Events, Location,

and Tone (GDELT)6. It provides the event ground truth for researchers to annotate

their detection results [39].

2.3.3 Text Stream Mining

Given the real-time nature of the Twitter services, the event tweets are extracted and

analysed in a continuous stream manner via the Twitter Stream API. Statistic shows

that more than 500 million of tweets are sent every day, with the highest one-second

peak record of 143,199 Tweets per second [57]. In this sense, the analysis of Twitter text

stream is based on a set of unbounded data without priori known features. Considering

6GDELT:http://gdeltproject.org/

http://gdeltproject.org/
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the huge volume and high velocity of Twitter text stream, it is impractical to store all

the data and execute queries that consider all the past data. Processing such text stream

in online manner can only be achieved using data stream algorithms [81]. As a result,

it is necessary to figure out how text streaming mining related to TDT tasks and its

requirements for proposing suitable solutions that work in Twitter.

2.3.3.1 Text Stream Mining and TDT

The input of TDT tasks is a stream of topically coherent materials, normally in text

format. To analyse the streaming data, researchers adopt the conventional data stream

mining techniques for implementing solutions for TDT tasks. For example, techniques

for burst detection [66], clustering [82] of text stream mining is widely adopted for finding

coherent or novel stories from a topic stream. Also, in order to reduce the computation

complexity and thus improve the analysis efficiency, sketching [52] and hashing [32] which

are proposed for data stream mining are employed in TDT solutions. To detect events

from Microblogging services, such as Twitter, the principles for designing solutions used

in traditional event monitoring problems could be borrowed.

2.3.3.2 Requirement on Streaming Data Mining

In contrast to traditional batch setting, where the training data is available as a whole,

analysis on the text stream can only learn from a potentially endless flow of data which

arrives in the temporal order. Compared with conventional data mining, additional

requirements should be satisfied [83]:

• Process an example at a time, and inspect it only once. For rapidly

arriving text stream, such as tweets, random access to the data is impossible. New

tweets are expected to be processed when they arrived.

• Use a limited amount of memory. Although the distributed system can be

used to alleviate the processing and storage issue, a typical streaming algorithm

should only keep a minimum level of previous data.
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• Work in a limited amount of time. In order to process the tweet when it

arrives in real-time, the algorithm should not be too complicate. Otherwise, extra

processing time risks of loss process of income data.

• Be ready to predict at any point. An ideal streaming algorithm should be

able to produce the best model after any number of tweets it has observed. In

practice, the model can be produced periodically to allow some updating time.

However, it is desirable to minimise the waiting time.

2.4 TDT for Microblogging: Twitter Event Monitoring

(TEM)

Although traditional news websites are still valuable resources for acquiring event in-

formation, researchers start to value the user generated contents from newly emerged

Microblogging services. The differences between traditional websites (i.e. news portals

and blogs) and Microblogging services, such as Twitter, with respect to resource de-

ployment and contents structure make the adoption of Website-oriented methods to

Microblogging post quite difficult. As a result, some research attempts are aimed at

finding solutions of how to automatically understand, extract and summarise the text

input from massive amounts of “social sensor”. In order to review the existing work and

differentiate the research contributions in this thesis from others, this section first con-

siders a system pipeline related to Twitter Event Monitoring (TEM) (in section 2.4.1).

Based on the proposed pipeline, this section then reviews existing TEM systems with

respect to event content retrieval (in section 2.4.2) and event detection (in section 2.4.3).

Finally, a discussion of existing systems highlighting the key directions for the research

reported in this thesis is undertaken (in section 2.4.4).

2.4.1 System Pipeline and Evaluation

The simplest and most straightforward approach to enable TEM is to apply the tra-

ditional TDT solution directly to the Twitter stream. However, this is not desired
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since the input and output of TDT tasks for traditional event monitoring is in a for-

mat which is very different from tweet (in Figure 2.2). While the input and output

of traditional TDT solution is structured, meaningful and event-related reports that

are produced by experts (journalists or newscasters), the raw Twitter stream can only

provide unstructured and informal text. The meaningless babbles [29], advertisements

[30], rumours [31] and useful event information co-exists in the Twitterverse. Therefore,

pre-processing and post-processing the Twitter stream become two necessary steps in

order to realise the same standard of detection results as the TDT solutions produce.

Consequently, a generic workflow for TEM can be observed and summarised from the

existing research in this area, as shown in Figure 2.3.

Figure 2.2: Event Monitoring Pipeline under Twitter

This pipeline is very similar to the production pipeline of traditional news (in chap-

ter 1). However, rather than producing the news report manually (for example, by

news experts), the pipeline of a TEM system emphasises the automatic identification of

newsworthy events from the raw and unstructured user input. This research concludes

that the production of event information in a TEM system is achieved by three individ-

ual procedures: 1) acquiring event information from general public; 2) analysing the

raw data for detecting ongoing events, and 3) synthesizing the detection results for
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presenting event summarisation to users, as illustrated by Figure 2.3.

Acquiring event information Since Twitter streams are very dynamic and informal,

it is necessary to minimise the amount of noise prior to event detection. As a result,

the acquisition process aims at identifying and retrieving a comprehensive set of tweets

which are relevant to the events of interests. This additional process of filtering noisy

data actually is the main difference between conventional TDT framework and the TEM

system. Researchers tried different ways to filter out Twitter noise. Most of them

just retrieve the Twitter stream by using pre-defined and constant search criteria, such

as keywords, #-hashtags, @-user mentions, URL links and geo-locations. This way

of data retrieval is known as focused crawling. However, as explained in section 1.1,

the pre-defined keyword strategy risks losing event information and midst event topics.

In order to expand the coverage of event tweets, some of the researchers explore the

techniques used in faceted search [20, 94], while others rely on additional data from

external resources [49, 50]. A more detailed review about this procedure will be discussed

in the following section 2.4.2.

Detecting ongoing events After the event content acquisition, all the event tweets

are passed on to the next component of the TEM system. In this step, the event tweets

are analysed, grouped and extracted for event detection. In fact, developing good event

detection algorithm which is applicable to all kind of events is currently a hot topic

for research. Based on the detection task, the algorithm can be used in real-time for

New Event Detection (NED) [32, 38], or non real-time for Retrospective Event Detection

(RED) [48, 52]. The NED algorithms are commonly applicable to the RED task, but the

accuracy is much lower than that of RED algorithms. On the other hand, when using

the RED algorithms to solve the NED problem, the calculation cost can be enormous.

In order to reduce the impact of the different detection tasks, some research scopes their

solution to a specific type of event (e.g. planned [49] or unplanned [54] event), or different

detection granularity (i.e. whether supporting sub-event detection). By using different

detection methods, the outputs of this component can be diverse. Some common output

formats are groups of terms [36], clusters of tweets [34], or even time stamps pairs [43].
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Although these outputs are based on a different detection method, the main target of

this procedure is to detect and extract newsworthy events, abstract by Twitter symbols,

from the massive amount of user input. However, existing detection algorithms are all

designed for the Twitter stream that is retrieved using fixed search criteria. The survey

in section 2.4.3 will review existing solutions and address their limitations.

Presenting event summarisation The final important component for the TEM

pipeline is the result presentation. The aim of this procedure is to synthesize and analyse

the output from the event detection algorithm for generating either a visual demonstra-

tion or a text summarisation. Some existing research presents the raw output of an event

detection algorithm, without further processing, by visualising them graphically, such as

charts, words clouds, traffic rivers and world maps[106]. Some others present multiple

components as a mashup [105]. However, due to the noisy and dynamic nature of tweets,

the extracted and abstracted outputs from the “detecting” procedure are normally very

hard to interpret. As a result, the essential requirement on presenting the results of

event detection is to reduce the result set in order to create a summary which retains

the most important event information. Text content is the most favourable medium.

This can be either a small group of key phrases or limited number of tweets.

• When describing an event by terms, the top weighted terms are commonly used

for event summary, one can weight the terms based on their TF-IDF value [43],

distance to the centroid of cluster [42], or auto-correlation of the wavelet signal

[33]. Later, researchers tried to improve the readability of summarisation with

post-processing. They use a group of terms or segments whose frequency bursts

appear correlated to describe the events [36, 103].

• Some researchers directly select the user input tweets for summarisation, since

they found that a list of key phrases (e.g. terms, tweet segments) sometimes loses

the semantic context. The most descriptive and informative tweets of an event

can be select by their distance to the centroid of the cluster centroid [93], the sum

of the term weights, such as the k-core number of word co-occurrence graph [47],

or the normalised average TF-IDF score [48]. Recently, research on multi-post
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summaries concluded that simple frequency based summarisers produce the most

promising performance[108]

Although the existing Twitter event corpora offer benchmark for TED system, they are

not suitable for mining event with expanding corpus, especially solution for sub-event

detection. With different research scenarios and objectives, a great amount of research

work exploits their own datasets and evaluation framework for assessing the performance

of the event detection algorithm. As a result, there exists no universal evaluation setup

for the entire detection algorithm, though their metrics are adopted from the TDT

project, or even the IR system (as described in section 2.2.3). The key problem in this

step is how to generate the description of event ground truth for comparison. In fact,

the main stream media reports [46, 87] and Wikipedia7 [36, 99] are the main resource

pools for this task. Based on the headline or even content of the news reports or the

title of the Wikipedia page, the event ground truth is selected and described by a short

summary or a list of keywords. Researchers rely on these manually identified standards

for measuring the event precision and recall for all the identified events.

2.4.2 Acquiring: Event Tweets Retrieval

Twitter provides multiple APIs for developers and researchers to retrieve the most recent

user posts with certain restrictions, as mentioned in section 2.3.1.3. Both the Twitter

Search API and Streaming API are the preferable channels in the TEM system, but

Streaming API provides better support for real-time applications.

Without any criteria or processing in the acquiring step, some of the early studies crawl

random sampled data directly from the Twitter Streaming API [36, 38, 84]. Namely,

their datasets are the sampled stream that contains almost every kind of tweets, includ-

ing breaking news events, advertisements or even people’s daily chats.

When the research has more specific requirements, the retrieval is achieved by querying

some specific properties, i.e. keywords, timestamps and user. This kind of application

7Wikipedia: https://en.wikipedia.org/wiki/Main_Page

https://en.wikipedia.org/wiki/Main_Page
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is known as the focused crawler. Although this way of collecting event tweets loses

meaningful event information, it is the most common way for event tweets acquisition.

In twitter, crawling a set of online documents, relating to an event of interest can be

achieved by tweet properties or Twitter symbols, such as keywords, #-hashtags, @-

mentions, URL links and geo-locations.

• Keywords and Hashtags: The most common way of crawling is the keywords

and hashtags searching. This approach has been widely adopted by research work

on event analysis [85, 86, 87]. For example, Starbird and Palen collected informa-

tion about the 2011 Egyptian uprising by using the terms “egypt, #egypt, #jan25 ”

[86], Nichols et al. collected sport related tweets using “worldcup” and “wc2010 ”

[87]. Recently, Olteanu et al. curate a list of crisis lexicon that can be used to

query disaster tweets [88].

• User Mentions: On the other hand, the majority of the research work analyse the

user behaviour and influence by collecting data on Twitter username [76, 89], some

researcher exploits the Twitter user account for event tweets fetching [90, 91]. This

kind of approach chooses the users that involved in or related to the event as the

initial seed for collection. For example, in order to analysing the effects of Super

Bowl 2012 commercials on the preference of car manufactures, the Twitter account

of 11 car-related companies that are advertised during the event are selected as

initial seeds. [90]. It is similar to the pre-defined keyword crawling approach as

the initial seeds are fixed.

• URL links: Although URL links can hardly be used for tweets crawling, re-

searchers usually explore URL in tweets when crawling event content outside the

Twittersphere. Priyatam et al. used URL links in tweets for domain-specific web

content searching [92]. Specifically, their system tries to identify a set of seed do-

main specific URLs from a Twitter URL graph. With a set of manually generated

keywords, their system queries a local Twitter corpus to extract tweets with URL

links so to generate the URL graph.

• Geo-locations: Geo-location is also a highly preferred property for tweets crawl-
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ing [38, 93]. This tweet property tends to be used for tweets selection when the

research concentrates on local affairs.

In order to improve the comprehensiveness of the retrieved event information, some

research considers this as an application of the faceted search. For instance, Fabian et

al. leverage several metrics from Twitter, such as users’ profiles, semantics meanings and

metadata of tweets, to design the faceted search strategy and to generate new queries

for information retrieval [94]. However, rather than to collect event tweets for real world

ongoing affairs, the main focus of faceted search is to improve the user experience of

interactive searching or to formulate a better ranking strategy in order to select the

most informative results [95, 96].

Other researchers attempt to integrate data from additional sources for identify event

tweets. For example, Becker et al. examine the use of precision and recall-oriented

strategies to automatically identify event features for updating previous queries to re-

trieve additional event content from diverse social media sites [49]. Their approach is

similar to the idea behind the relevance feedback in IR system. Unlike the traditional

relevance feedback model which updates the queries by user behaviour or judgments,

they rely on event announcements from Eventbrite8 and other Social Media Sites. This

feature is similar to the Pseudo Relevance Feedback (PRF) as the new query is gen-

erated based on the results of previous query without an extended interaction. Some

researchers use the same idea of PRF but rely on Semantic Web. They associate tweets

to a given event using query expansion based on the relationships defined on Semantic

Web [50]. The main assumption of these solutions is that prior knowledge about the

event is known.

2.4.3 Detecting: Twitter Event Detection

Based on the aspects that are listed in Figure 2.3, this section details the existing

Twitter event detection solutions from: the detection task, the event type, the detection

granularity and the detection method, as illustrated in Figure 2.3.

8Eventbrite: https://www.eventbrite.co.uk/

https://www.eventbrite.co.uk/
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2.4.3.1 Detection Tasks

As defined in the previous section 2.2.2, the main tasks that can be applied for Twitter

event detection is the NED and RED. Most of the available systems identify event in

an offline retrospective manner, as their objective is simply to cluster tweets which talk

about different events [33, 36, 38]. Later on, some researchers try to enable the online

NED using distributed computing [99, 100], while others tries to reduce the number of

comparisons which need to be done during the detection process. For example, Petrovic

et al. presents a real-time Twitter event detection algorithm based on Locality Sensitive

Hashing9 [28]. By hashing the similar tweet with same hashcode, the algorithm can

detect new events from Twitter stream in real-time. Similarly, Becker et al. reduce

the number of comparison by comparing tweets only with the centroid of existing event

clusters. [34, 93].

2.4.3.2 Event Types

As described in section 2.1.3, events can be categorised according to their characteristics.

From a generic view, it is possible to simply classify event into planned and unplanned.

Information about the planned event is easier to obtain in advance to the event, and

thus becomes the main research subjects for the majority of existing solutions. For

example, researchers mined the Twitter stream for analysing sport events [10, 26, 97],

broadcasting political events [25, 51, 52], festival events [49], transportation event [98]

and etc. On the other hand, some researchers focus on tailoring solutions for unplanned

events [42, 85, 94] that are disasters or emergent incident, such as fire, earthquake and

tsunami. The main target of these work is to provide people with better situation

awareness during the aftermath of emergencies. As different emergencies are distinct

in terms of their characteristics, they tend to be analysed separately for Twitter event

detection.

9This technique hashes input item to reduce the dimensionality of high-dimensional data by maximize
the probability of “collision” for similar items.
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2.4.3.3 Detection Granularity

Most of the existing solutions to the Twitter event detection are designed for grouping

tweets in the dynamic Twitter stream into different event clusters [33, 36, 38]. In other

words, these research investigates the entire Twitter stream and detected multiple events

that are independent with each other. The detection of sub-event is also explored in

recent year [42, 44, 47, 48, 51, 52]. In these research scenario, the event stream is

separated according to the episode of the event. Therefore, the detection results reveal

how the event is evolved with different sub-events.

2.4.3.4 Detection Methods

For both the traditional TDT tasks and the TEM system, the techniques used in the

outlier detection are widely adopted. The main target is the identification of event

content (tweets or reports) which is not similar with other event content in the income

stream.

The classification techniques are explored in the Twitter event detection. For instance,

Popescu et al. identify the controversial events from Twitter by training the Decision

Tree using the manually annotated training set. This set is composed of controversial

event, non-controversial event and non-event examples [101]. Later, Sakaki et al. esti-

mate the location and trajectory of disaster events by devising a classifier based on the

temporal and spatial features of tweets [85]. Chierichetti et al. build a classifier with

the volume of tweets and retweet about the broadcasting event for identify important

sub-events [45]. This research is based on the fact that users become less social (less vol-

ume of retweet) when the event just happen, but quickly back to socialising afterwards

when seeing the broadcasting of event. As the supervised machine learning approaches,

these solutions require very detailed priori knowledge on the events to be detected. It

is compulsory to provide both positive and negative instance for training an unbiased

classifier on the events.

The online incremental cluster analysis [102] is another type of machine learning tech-
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niques which is widely adopted in the Twitter event detection. In this case, an stream

of text content is grouped into different clusters based on the similarity between one or

multiple features. The output of this kind of method is a set of clusters that consist of

multiple tweets. When applying the algorithm over the entire Twitter stream, a cluster

can be an event cluster or non-event cluster [32, 34]. When the input is the event stream,

the output clusters are considered as different sub-events [44, 52]. The common research

interests in this approach are to discover useful features and similarity measurements

in order to achieve better event detection result. Some commonly used properties for

tweets clustering include co-occurrence of terms [33], frequency of terms [20] and tweet

metadata (e.g. time and location) [42, 44].

Statistical methods such as burst detection are the most popular methods for the de-

tection of Twitter events. The idea is that an emerging news event can derive people’s

sudden interest on posting and forwarding tweets about it, and therefore can be asso-

ciated with the burst of some features [103]. As a result, if the frequency of a feature

apparently deviates from an expected value, the algorithm will report an event and de-

scribes it with that burst features. For example, Earle et al. identify possible earthquakes

by predicting the count frequency with a short-term-average and long-term-average al-

gorithm to identify possible earthquakes [104]. A similar idea was proposed to detect

sport events [10]. These solutions detect the events by applying a adaptive window that

determines the duration of event based on the relative tweet frequency. Twitinfo system

detect event with similar technique but with a more theoretical model. Instead of man-

ually defining how to calculate the average, their work borrows the idea of exponential

weighted moving average from TCP’s congestion control mechanism for smoothing the

frequency count to enable a better event detection [43]. Apart from these detection al-

gorithms, researchers also use different mathematical model to describe the distribution

of tweets when a major event occur. Some work considers the probability of observing n

features in a time window as a binomial distribution [36, 41]. Exponential distribution

is also employed to model the volume of tweets when an event occur [85]. In a recent

work, the authors model the tweet stream as a mixture of multiple inhomogeneous Pois-

son process [38]. Although some methods integrated the burst detection with machine
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learning techniques for improving the performance, the assumption on the event remain

to be the same [36, 47, 52].

2.4.4 Discussion

Based on the critical analysis given above, it is observed that existing TEM solutions

actually are designed for different scenarios. Some research is interested in finding the

first story and in tracking the follow-on post within the entire Twittersephere [33, 34, 35,

36, 37, 38, 84]. As a result, they collect the sample stream from Twitter Streaming API

to represent the state of the entire Twitter. In addition, their event detection algorithm

focus on identify event clusters that talk about events that are significantly different

from each other. The granularity of detection is not considered since the vocabulary

of different events are normally distinct. However, existing research has shown that

Twitter didn’t provide quicker information about a newsworthy event [27]. Instead, the

advantages of Twitter lies in its a broader coverage of event information intertwined

with additional viewpoints [39] and its capability in revealing wider aspects about the

evolution of events [40]. Therefore, the FSD is not the interest of this research since

an opportunity exists in mining the diversity and the evolution of a newsworthy event

through analysing users’ input tweets.

In order to take advantage of the more comprehensive Twitter event information, it

is necessary to explore methods that expand the coverage of the event information.

However, based on the review above, it is clear that almost all the existing research

uses pre-defined constant keywords as the retrieval criteria. Namely, these researchers

only considered the state of the Twitterverse at a particular point in time. They simple

ignore the high probability of vocabulary variations as the event evolves. This research

problem is commonly considered as a faceted search problem, i.e. allowing users to

explore a collection of information by applying multiple filters, either involves user input

or emphasises the accuracy on top ranked items. Although additional metrics [94] and

external resources [49] help to improve the accuracy, the issue remains in the nature of

interactive process. A fully automatic mechanism that can expand the coverage of event
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tweets but that requires a limit amount of processing power need to be developed.

Discovering the underlying sub-events is another important procedure in the TEM sys-

tem, and it became a research hotspot these years. Initially, research examines the fea-

sibility of using an existing solution to distinguish the sub-events [42, 44, 45]. However,

these solutions are tailored for RED task. The classification-based event detection re-

quires a training stage while solution based on clustering techniques concludes the result

by analysing large amounts of metrics. Therefore, researchers think of modifying these

solutions to fulfil the real-time requirement. Unfortunately, these classification-based

algorithms can only be used to discover sub-events for a specific topic. The assump-

tion made by these classification-based solutions are the prior knowledge about event

is available. However, events of the same type can have very different characteristics

(for example, the vocabulary used in football event and basketball event are different).

Moreover, the amount of event types in Twitter stream is hard to define. These factors

make it infeasible to train a classifier which is capable to deal with all the events on

Twitter. On the other hand, the modification of the unsupervised clustering-based algo-

rithm is achievable. It can automatically group event tweets without prior knowledge.

Researchers try to find different events with single pass clustering algorithm and use

only tweet content [32, 34, 41]. However, when applying it in the sub-event detection

tasks, only very fragmental clusters are generated: most of the clusters are very tiny

and the big clusters always maintain a set of near duplicated tweets [52]. Accordingly,

statistical-based outlier detection algorithms seems to be the most suitable solution. It

works for both planned and unplanned event detection and require no prior knowledge

on the events. However, the statistical features of event streams can be hard to model

and thus the additional post-processing is required [38, 52]. When the input Twitter

stream varies over time, the original model need to be updated accordingly. Moreover,

most of these sub-event detection algorithms are tailored to deal multiple instances of

the same kind of events [44, 47, 48, 51]. Even the detection algorithm is examined with

multiple events, the event under investigation tends to be the same type (either planned

event [52] or unplanned event [42]).Therefore, a research gap exists in proposing better

event and sub-event monitoring solutions that detect additional newsworthy topics in
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real-time by taking advantage of the diverse event tweets.

2.5 Summary

This research focuses on the analysis of real-word events and sub-events, which are

trending over social media and continuously receive discussions from general public.

Both planned events and unplanned events are considered in this thesis.

As discussed in section 1.2, event detection with a finer granularity is required since

Twitter is outstanding in providing a wider coverage of people’s opinion. There exist

research efforts that have been made to detect sub-events on Twitterverse. However,

they all ignore the impact of the evolution of the event on the detection algorithm. In

addition, these existing solutions are tailored for specific types of events and are either

incapable of running in real-time or require a priori knowledge about the event.

In order to obtain a comprehensive set of event knowledge about all types of event (i.e.

both planned and unplanned events) with the underlying and subsequent stories and

solve the problem in a real-time resolving manner, a TEM solution that takes advantage

of expanded coverage of user inputs is required. This solution is desired to discover and

extract sub-events in an efficient real-time manner and requires no prior knowledge.



Chapter 3

Real-time Event Content

Identification via Adaptive

Microblog Crawling

The widespread use of Microblogging services, such as Twitter, makes them valuable

resources to correlate people’s personal opinions about real-world news events. Re-

searchers have capitalized on such resources for monitoring real-world news events. In

order to identify and analyse events among the entire Twittersphere in real-time, gath-

ering a comprehensive dataset describing the event in a streaming manner is essential.

However, current Twitter event monitoring approaches tend to analyse events based

upon partial and static datasets which are retrieved by a set of pre-defined keywords.

Although, some researchers try to improve the quality of tweets retrieval by synthesizing

Twitter data with multiple external resources (such as Wikipedia, Eventbrite and DB-

pedia), they either rely on additional processing power or priori knowledge on events.

The requirements of these solutions make it difficult to apply them on the real-time

event monitoring and analysis (as described in Chapter 2).

This chapter deals with the challenges raised by identifying event content in the real-

time scenario. This chapter begins with a preliminary exploration of tweets from the

2012 London Olympic Games. It demonstrates that the retrieval of Twitter posts by the

37
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static pre-defined keyword approach risks losing valuable information relating to event

(in section 3.1). To overcome this limitation, an adaptive Microblog crawling model

(referred to as “adaptive crawling” or “adaptive crawling model” for simplicity) is pro-

posed to extend the conventional baseline crawling model (in section 3.2). The proposed

adaptive crawling model can detect emerging popular event topics using hashtags, and

monitor them to retrieve greater amounts of highly associated data for the events of in-

terest. Based on the characteristics of live Twitter stream, several Keyword Adaptation

Algorithms (KwAA) are designed and integrated to the adaptive crawling model (as

shown in section 3.3). To investigate the performance of the proposed adaptive crawling

model and the KwAAs, this chapter first addresses the methodology for evaluation (in

section 3.4). After that, the configuration of parameters for KwAAs is introduced (in

section 3.5). This chapter then evaluate the adaptive crawling model from two aspects:

the performance of different KwAAs and the performance across different types of events

(in section 3.6). Finally, the overall summarisation on the performance of the adaptive

crawling and the characteristics of the KwAAs is listed (in section 3.7).

3.1 Event Content Identification: Solutions and Challenges

In microblogs, people share their observation of events through online social media

services. Consequently, Twitter, one of the most representative online microblogging

services, becomes the resource pool for researchers to monitoring the real-word news

events. Recent research has examined the use of such service to get knowledge about

ongoing affairs [49, 94, 105], or even to dig out hints of upcoming events [85, 111].

In order to identify and analyse real world events among the entire Twittersphere, a

comprehensive dataset describing the event is essential. As shown in previous section

2.4.2, the majority of collection techniques collect tweets from the live Twitter stream by

matching a few search keywords or hashtags. However, the set of predefined keywords

is subjective and can easily lead to incomplete and bias dataset [112]. Sometimes,

people will communicate their observation and perception about events, even without

explicitly mentioning the title of the event [87]. Moreover, even given expert knowledge,
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keywords and specialised hashtags often arise in the midst of such events. For example,

Figure 3.1 shows two tweets relating to the same football match during 2012 London

Olympics Games. It is straightforward to determine that the first one is related to the

Figure 3.1: Tweets about Football Competition during 2012 Olympic Games: A
match between Britain and South Korea on 2010-08-04

2012 Olympics football event, whereas the second one, which refers to the same event,

is much harder to distinguish. Unlike the first tweet, which contains term “olympic”

and “football” explicitly, the second tweet is composed with hashtags that have emerged

during the Olympic event (i.e. #GBRvKOR and #GBR). In fact, tweets that similar to

the second tweets is easily missed with the conventional pre-defined keyword collection.

Since lot of tweets are written in the same way as the second tweets in Figure 3.1, the

pre-defined keyword strategy will result in the loss of event relevant information, as

illustrated in Figure 3.2. This figure is plotted with the datasets retrieved during 2012

London Olympic Games. The red dashed line represents the volume of tweets men-

tioned “olympic”, while the red dashed line represents the volume of tweets mentioned

“olympic” or “#teamgb”. It is clear that both lines burst around the same moments, but

the volume varies significantly. As marked in the orange oval, the volume for tweets that

contain either “olympic” or “#teamgb” is twice as that for tweets only contain “olympic”,

which is the closet difference across the Olympic Game period. If “#olympic” is the only

search term in the pre-defined keyword set, tweets that only contain “#teamgb” will be

lost even if they are relevant to the event of interests. Namely, a larger amount of event

information can be fetched if keyword “#teamgb” is introduced. This issue is even more

severe when using Microblogs for unplanned event (e.g. emergencies or disasters). This

is caused by the nature of unplanned events: the evolution of them is unpredictable,

which makes it even harder to pre-define the keywords.

Moreover, Twitter API rate limits greatly complicate the collection process (as men-
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Figure 3.2: Comparison of Tweets Volume that Crawled by Different Keywords
Olympic (lower, red dashed line) versus Olympic and #teamgb(higher, blue solid line)

during the 2012 London Olympic Games

tioned in section 2.3.1.3). The amount of data that can be accessed free of charge is

severely restricted. When retrieving live tweets, the rate limits for Streaming API are

applied. According to the official documentation, only up to 1% of the total tweets

can be fetched. The rate limits not only introduce difficulties on live tweets retrieval,

but also make historical crawling hard. As the number of requests within a Twitter

time window is limited, getting event tweets afterwards can take long time (usually 1800

tweets per 15 minutes). Moreover, tweets published one week ago are not accessible

from the search API. It is only possible to retrieve them directly from individual users’

timelines, which is unrealistic in time critical event scenarios. In addition to the chal-

lenges in section 1.3, these rate limits restrict the efficiency and effectiveness of the event

content retrieval process, and therefore bring impact to the quality of event analysis. As

a result, a pertinent and fundamental problem in event detection is how to expand the

coverage of relevant information given the rate limits and restrictions, in a real-time,

and efficient manner.



Chapter 3 Real-time Event Content Identification via Adaptive Microblog Crawling 41

3.2 Twitter Crawling Model

A Twitter crawler is a program that collects tweets or users’ information through the

Twitter API by matching a set of search criteria. Although Twitter provides multiple

parameters to track with, keyword tracking is the most commonly used approach in

real-world event detection scenarios (as discussion in section 2.4.2). In this section,

a novel adaptive crawling model will be introduced. This adaptive crawling model is

initialised using simple keyword crawling (baseline crawling model) but is equipped with

a keyword adaptation algorithm running in real time. Namely, this research focuses on

the keyword-based crawling, where every matching tweet will contain at least one of the

defined search keywords.

3.2.1 Baseline Crawling

The baseline crawling model defines and uses a constant keyword set. In this model,

a keyword set is used for focused crawling of a particular event. The keywords are

manually defined according to the event of interest and remain unchanged for the entire

collection period. The system flow of this crawling model is illustrated in Figure 3.3.

Figure 3.3: Components and System Flow of Baseline Twitter Crawling Model

By requesting the Twitter Streaming API with the pre-defined keywords, the qualified

tweets (which contains any of the keywords) will be returned as a real-time stream.

These tweets are stored in a database system. When evaluating the proposed adaptive

crawling model, datasets collected by this model are used as a benchmark since this

crawling approach is used by most of the existing research, especially for the real-time

analysis.
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3.2.2 Adaptive Crawling

The system structure of the adaptive crawling model is similar to the baseline crawling

model for the Data Collection and Data Storage Components. The difference is the ad-

ditional Keyword Adaptation component, as illustrated by Figure 3.4. This component

Figure 3.4: Components and System Flow of the Adaptive Crawling Model

is in charge of adapting the subsequent search query by including new terms identified

in the current keyword adaptation iteration.

In this crawling model, the data collection process is triggered by using the same set of

predefined keywords (initial seeds) as the baseline crawler. However, instead of collect-

ing consistently with the initial seeds, the keyword adaptation component enables the

identification of popular event-related topic terms as additional keywords (this function

is achieved by using the Keyword Adaptation Algorithms (KwAAs) that are detailed in

the following section 3.3). Specifically, at the end of each time frame, the data query

module retrieves all the content in the last time frame. Then, this data is processed by
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the term list generator for a ranked term table. When the list is passed to the new key-

word adaptation module, the KwAAs will identify event topic terms and generate a new

set of keywords for the event of interests, based on the input term-frequency statistics

and the term similarity to the initial seeds. Finally, a query that encodes all the terms

in the new keyword set is sent to the Twitter API. At the same time, the timer for the

next time frame is reset.

However, the problem for the adaptive crawling is to identify “good” terms1 that enable

more event relevant content to be retrieved. In order to run the adaptive crawler in real-

time manner, the process of identifying candidate terms and formulating new queries

need to be efficient. According to the review of existing research (as discussed in section

2.4.2), three Twitter’s symbols are widely used as the search criteria, which are URL link,

user mention and hashtag. This research excludes the use of the URL link since Twitter

doesn’t support exact match of shorten URLs. It also excludes using user mentions

for event content retrieval as extensive user look up is limited by the real-time running

requirements of adaptation appropriate. Consequently, this research uses hashtags as

the new keywords for the adaptive crawling. This choice is further supported by existing

research that has demonstrated that hashtags can link the event with relevant topics

when people describe observations and express opinions [113].

3.3 Keyword Adaptation Algorithm (KwAA)

To enable Keyword Adaptation, mechanisms that can select hashtags for collecting event

relevant content need to be designed. As a result, this research proposes to solve the

selection problem with Keyword Adaptation Algorithms (KwAAs). In the initial at-

tempt, this research applies the simple idea of selecting new keywords based on hashtag

frequency, as described in Term Frequency based approach (TF-KwAA). The basic as-

sumption is hashtags that appear more frequently in tweets with initial keywords are

related to the event. However, as shown in the evaluation of section 3.4.3, this approach

introduces extensive amounts of noise. Moreover, due to the restrictions from Twitter

1“Good” terms are those that lead to the collection of event relevant tweets, rather than those that
introduce irrelevant tweets.
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on the sample rate, only a limited amount of tweets can be retrieved. Among the lim-

ited amount of tweets, the noise introduced by TF-KwAA quickly (usually three to four

iterations for breaking news events) occupies the space, and results in less event relevant

tweets. In fact, the volume of the event-related tweets retrieved by TF-KwAA is far less

than the volume collected by simply using traditional keyword crawler. In order to bal-

ance the efficiency and performance of crawling content under Twitter API restrictions,

two additional algorithms are proposed. Based on the proposed TF-KwAA, the design

of the new KwAAs considers two different characteristics of Twitter hashtags:

1) Traffic Pattern of hashtags (TP-KwAA) - this approach is based on the assump-

tion that new keywords should have similar frequency count distributions as the initial

keywords. 2) Content Similarity of tweets that represent the hashtags (CS-

KwAA) - this approach is based on the assumption that new keywords should share

common vocabularies as the initial keywords in terms of the tweets that represent them.

In this section, the full details about all three aforementioned KwAAs are described.

3.3.1 Term Frequency based Approach (TF-KwAA)

TF-KwAA first identifies all the hashtags that co-occurs with the collection of initial

keywords (or initial seeds, represented by Hseed = {h1, h2, ...}) in the nth time frame

tn, represented as Hall(tn) = {h1, h2, ..., hk, ...}, where hk(k = 1, 2, ). In this thesis, the

term “keywords” only refers to the hashtags that are used in the search query for tweets

retrieval. The keywords set, sent back to Twitter API in Figure 3.4, in the same time

frame, is a subset of Hall(tn) and is represented as H(tn) = {h1, h2, ...}. H(tn) satisfies

specific criteria, high frequency of co-occurrence with initial keywords. Apart from the

hashtag lists, the algorithm also keeps two hashtags frequency lists; Fall(tn) and F (tn).

Fall(tn) = {f(h1, tn), f(h2, tn), ...} is the individual frequencies at all observed hashtags

at the end of nth time frame tn. The frequency list F (tn), as a subset of Fall(tn), is

used to record the frequency of the keywords. The hashtag list and the frequency list

have a one-to-one correspondence, i.e. the frequency count of a hashtag hk at nth time

frame is f(hk, tn), so does the F (tn) to H(tn). The Frequency List Update is defined in
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Algorithm 1.

Algorithm 1 Frequency List Update

Require: Hall(tn), Fall(tn)
1: for ∀hin in the incoming tweets do
2: if ∃hk = hin : hk ∈ Hall(tn) then
3: f(hk, tn) = f(hk, tn) + 1;
4: else
5: add hk to Hall(tn);
6: f(hk, tn) = 1
7: add f(hk, tn) to Fall(tn);
8: end if
9: end for

When a hashtag hk appears, the Algorithm 1 is executed to check whether the hashtag

already exists in the hashtag list Hall(tn) for the nth time frame. If this hashtag has

already emerged, its corresponding frequency f(hk, tn) is incremented by 1. Otherwise,

both the hashtag list Hall(tn) and the frequency list Fall(tn) are updated to include this

new hashtag hk with a frequency f(hk, tn) = 1.

To enable an efficient keyword adaptation, a minimum frequency (fmin), as a threshold

for being a keyword, and an array of blacklist hashtags (Hblack) are also used in this

TF-KwAA (this will be explained later this section). The pseudo code in Algorithm 2

explains the details of this KwAA.

Algorithm 2 Term Frequency based Keyword Adaptation Algorithm (TF-KwAA)

Require: Hall(tn) and Fall(tn) from Algorithm 1
1: for ∀hk ∈ Hall(tn) do
2: if ∃hk : f(hk, tn) < fmin or hk ∈ Hblacklist or

{hk ∈ H(tn−1) and f(hk, tn), ..., f(hk, tn−n′) = 0} then
3: remove hk from Hall(tn);
4: remove f(hk, tn)} from Fall(tn)
5: else if f(hk, tn) ∈ top N [Fall(tn)] then
6: add hk to H(tn);
7: add f(hk, tn) to F (tn)
8: end if
9: end for

This algorithm keeps at most N keywords when query Twitter Streaming API. By

default, the value is set to be N = 400, as it is the maximum number of terms can be

used to filter the Twitter Streaming API2. When the timer expires (at the end of each

2This track limit is defined in Twitter API version 1.0, and has been adopted in the current version
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time frame), the hashtags in the hashtags list are sorted according to their frequency.

Top ones will be added to the keyword set, while those with low frequency are ignored.

This is because that the number of hashtags that co-occurred with the initial keywords

can be huge. A random sample of 10 independent time slots from London Olympic

dataset shows that, on average, 355 new hashtags emerge in every minute. In order

to reduce the number of potential keywords, this research only keeps keywords with

a frequency count higher than the median hashtag in the initial filtering step. This

preliminary filtering strategy is used to reduce the number of keyword comparisons

needed. The 50% threshold value was not investigated in further detail, as in practice it

does not impact the results as this bottom 50% always contained hashtags which were

also did not adhere to our minimum frequency restriction (described below).

To avoid the overwhelming of non-related keywords in the new keyword set, the following

three noise reduction steps are employed in the TF-KwAA:

1. Minimum frequency

This threshold, fmin, helps to filter out the unusual and non-related hashtags,

especially when the crawler first starts. The introduction of low frequency hashtags

will significantly increase the calculation cost, both in space and time, and are very

unlikely to introduce useful amount of event-tweets. As a result, fmin is empirically

set to be one per minute.

2. Rare keywords discarding mechanism

Some newly identified keywords are popular in a specific period of time, but fade

away quickly after that. Since the number of keyword is limited to N, a lot of space

will be wasted if the algorithm keeps track on these keywords. By discarding the

long-term-low-frequency items, the crawler can improve the utility of N keywords.

This mechanism functions as follows: any hashtag hk whose frequency is lower

than x for a long period (f(hk, tn), f(hk, tn−1), ..., f(hk, tn−n′)) will be removed

from the keywords set.

3. Modifiable keyword blacklist.

1.1, see the announcement in https://blog.twitter.com/2013/api-v1-is-retired

https://blog.twitter.com/2013/api-v1-is-retired
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The introduction of the keyword blacklist allows noisy keyword to be manually

filtered. The blacklist is empty when the crawler is started. Users can identify

and add non-related words to the blacklist during the collection period. The

algorithm will check this list every time when it identifies new search terms so

it can discard the words that are in the blacklist. For the experiments in this

paper, the blacklist words are either the abbreviation of news channels (e.g. #BBC

for British Broadcasting Corporation, #CNN for Cable News Network and etc.)

or hashtags used by follow up and follow back activities (e.g. #teamfollow and

#followback).

After all the above steps, the number of keywords is expected to be lower than the

N = 400 limit. If the number of keywords is higher than 400, the TF-KwAA only sends

the top 400 keywords with highest frequency back to the Twitter API.

3.3.2 Traffic Pattern based Approach (TP-KwAA)

According to the evaluation results that are presented in 3.6.1, initial attempts show that

extra event content is identified when using TF-KwAA. However, the dataset collected

through TF-KwAA also contains a large amount of noisy tweets (sometimes is even

worse than the stream retrieved by the sample function of Twitter Streaming API).

Moreover, the longer the crawler runs, the larger the proportion of noisy tweets. The

noise, namely, event irrelevant tweets, eventually overwhelm the event relevant content,

which results in a chaotic and meaningless dataset. This issue is caused by the fact that

the algorithm relies on the collected content: a clean keyword set will helps the KwAA

adapts correctly, while a polluted keyword set confuses the KwAA with noisy hashtags

(been wrongly considered as event relevant keywords).

As a result, the problem is how to modify the TF-KwAA so the adaptive crawler collects

a greater amount of event-associated data without significantly increasing the dataset

noise. In order to reduce the impact of noisy information on the adaptive dataset, the

traffic pattern of hashtags, i.e. frequency count distribution of the hashtags, is exploited

to identify new search terms. The basic assumption of this KwAA is that the frequency
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trends of any event-related hashtags should be similar to that of the initial keywords. In

other words, the frequency distribution of a new hashtag should be positively correlated

to that of initial keywords. The higher the correlation is, the more similar the two terms

are.

The refined version, TP-KwAA, first automatically gets the hashtags list H(tn) as gener-

ated by TF-KwAA. The list is then passed to an extended part of the keyword adaptation

algorithm for assessing the elements’ relevance to the event. Although the ideal situation

is to pass the hashtags list Hall(tn) to the extended part, this research only chooses the

subset H(tn) to avoid the frequent queries to Twitter Streaming API (that are restricted

by Twitter rate limits). To measure the relevance, the correlation coefficient exploited.

In order to calculate the correlation between two hashtags, the original time frame is

subdivided into m time slots (as illustrated in Figure 3.5).

Figure 3.5: Time frames and Time slots for Hashtag Frequency

As defined previously, the total frequency count of hashtag hk at tn is represented by

f(hk, tn). Therefore, the frequency count of hashtag hk for all the slots at tn can be

represented with F (hk, tn) = {f(hk, tn, s1), f(hk, tn, s2), ..., f(hk, tn, sm)}. Instead of

using H(tn) as the input for querying tweets in the next time frame, Hfin(tn), a subset

of H(tn) is used to represent the keyword set. The pseudo code is updated as the

Algorithm 3.

The relationship between initial keywords Hseed and the keyword set at the beginning

of each time frame, as well as the correlation measurements cor are defined based on
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Algorithm 3 Traffic Pattern based Keyword Adaptation Algorithm (TP-KwAA)

Require: Hseed, Hfin(tn) = ∅, H(tn)
1: Execute Algorithm 2
2: for ∀hx ∈ H(tn) do
3: for ∀hy ∈ {Hseed ∪Hfin(tn)} do
4: if hy ∈ HBL and cor(F (hx, tn), F (hy, tn)) > Thres1 then
5: if hx /∈ {Hseed ∪Hfin(tn)} then
6: add hx to Hfin(tn)
7: end if
8: else if hy /∈ HBL and cor(F (hx, tn), F (hy, tn)) > Thres2 then
9: if hx /∈ {Hseed ∪Hfin(tn)} then

10: add hx to Hfin(tn)
11: end if
12: end if
13: end for
14: end for

the following assumptions:

Assumption 1 the initial keywords used for both baseline crawler and adaptive crawler

are the most representative words that describe the event of interest.

Assumption 2 keywords for an event during one particular or several sequential time

frames are likely to exhibit similar traffic patterns.

Assumption 2.1 the frequency count of two event-related hashtags should positively

correlate with each other. Namely, when keyword A appears more frequently, the fre-

quency of keyword B will also increase, and vice versa.

The initial keywords used by the baseline crawler and adaptive crawler with TF-KwAA

are also selected as initial keys in TP-KwAA. To measure the correlation between the

traffic patterns of hashtags, this research tests the selection of potential keywords with

three correlation coefficient measurements, i.e. Pearson’s r, Kendall’s τ and Spearman’s

ρ. Through a series of experiments (more details in section 3.5), results show that r

and ρ achieve similar performance, and both better than τ . Since the Pearson’s r gives

slightly better results, this research chose the Pearson correlation coefficient to measure

the similarity between keywords. The range of Pearson correlation is between +1 and

-1 inclusive, where 1 represents a positive correlation, 0 represents no correlation, and
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-1 represents negative correlation. The formula is defined by the equation 3.1

cor(hx, hy) =

∑m
i=1[f(hx, tn, si)− F (hx, tn)] · [f(hy, tn, si)− F (hy, tn)]√∑m

i=1[f(hx, tn, si)− F (hx, tn)]2
√∑m

i=1[f(hy, tn, si)− F (hy, tn)]2

(3.1)

The equation calculates the Pearson correlation coefficient between the traffic pattern of

hashtag hx and that of hashtag hy. Algorithm 3 guarantees that the input keyword set

for the next time frame tn+1 is a list of hashtags where hk ∈ H(tn) with traffic pattern

that highly correlated to that of initial keywords. For example, #100aday is a trending

hashtag during the 2012 London Olympic Games, but irrelevant to the event. It is

detected as a keyword by TF-KwAA, but successfully excluded in TP-KwAA because

of its low correlation to the initial seeds.

3.3.3 Content Similarity based Approach (CS-KwAA)

As illustrated in section 3.6.1, applying the adaptive crawler with TP-KwAA achieves

a better result than using TF-KwAA since the probability of a noisy hashtag becoming

keyword is reduced. However, with the increasing number of tweets and events crawled,

TP-KwAA also shows its limitation. Specifically, it is not stable enough to identify event-

related keywords in a consistent way under all kind of events. Sometime, the dataset it

crawled contains a large amount of irrelevant tweets, especially when something trending

happens. This is due to the misleading of Twitter Streaming API on estimating the

frequency of top hashtags. When the event is discussed extensively on Twitter, the

volume of tweets about the event is more likely to exceed the 1% limit. With non-

uniform sampling used by Twitter Streaming API, the correlation between frequency

counts is less accurate [80]. Although it can recover without human intervention once

the trending over, this behaviour is not desirable and leads to keyword set contain high

degree of noise.

As a result, this research proposes a third version of adaptation algorithm, CS-KwAA,

which relies on determining the tweets similarity between hashtags. The assumption of

this approach is that the text content of a collection of tweets, which represents of the
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recent activity of any potential new event related hashtag, should be textually similar

to that of a collection of tweets containing the initial keywords. In order to build this

representative tweet collection or hashtag profile, this KwAA collects previous tweets

posted that contain the hashtag. One hashtag thus can be represented by a Hashtag-

based TF-IDF vector that is constructed using all the tweets in it profile. The similarity

between a new hashtag and initial keyword can be measured by computing the similarity

between their Hashtag-based TF-IDF vectors. Therefore, hashtags with high similarity

to the initial keywords are considered as new search terms.

3.3.3.1 Hashtag-based TF-IDF vector

In order to identify as many event-related documents as possible, a measurement to

evaluate their relevance to the event is necessary. The majority of existing research uses

the bag of word model on tweets with TF-IDF vector. [114, 115, 116].

Term Frequency - Inverse Document Frequency (TF-IDF), is a document vectorizor that

statistically measures how important a word is to a document in a collection or corpus.

When building the TF-IDF vector for tweets, the conventional approach regards each

tweet post as a single document [20, 32]. As a result, the term frequency (tf) value of

a term t in a tweet is calculated by equation 3.2, where Nt is the number of times term

t appear in tweet d. The inverse document frequency (idf), which measures whether

a term frequently appears across the whole corpus D, is calculated based on the total

number of tweets in the corpus (ND) and the number of tweets contains term t (Nt∈D).

However, when the term t is not in the corpus, this will lead to a division-by-zero. It is

therefore common to adjust the denominator by plus one, as show in equation 3.3.

tf(t, d) = Nt (3.2)

idf(t,D) = log
ND

Nt∈D + 1
(3.3)

The product of tf(t, d) and idf(t,D) above is the TF-IDF value of term t. Considering

that a tweet update is made up of multiple terms (t1, t2, ..., tn), the TF-IDF vector of
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tweet d, i.e. tfidfd, consists of all the TF-IDF value of all the appearing terms, as show

in equation 3.4.

tfidfd = {tfidf1, tfidf2, ..., tfidfd}, where tfidfd = tf(t, d)× idf(t,D), (d = 1, 2, ..., n)

(3.4)

Although the conventional usage of TF-IDF is proved to perform well in structured,

long paragraph article, its accuracy in short and noisy sentences, such as tweets, is still

not good [117]. Tweets are always informal, irregular and with many spelling errors

and abbreviated words. Moreover, the narrative expression format and mixed languages

also bring difficulties on the application of TF-IDF to short length content like tweets.

In order to judge the content similarity of one hashtag to another hashtag, rather than

comparing the basic similarity of the TF-IDF vector of individual tweets that contain

the hashtags, this research proposes building longer profile description Dh that better

describes the characteristics of the hashtag, i.e. hashtag-based TF-IDF vector. The

procedure for constructing the hashtag-based TF-IDF is shown in Figure 3.6.

Figure 3.6: Construction Procedures of Hashtag-based TF-IDF vector

When a candidate hashtag hx is identified, a document consisting of a collection of the

last 100 historical tweets containing that hashtag is built. All the tweets for building

the document are retrieved from the Twitter Search API3.

Tokenizing the document is the second step in this TF-IDF vector construction task.

Each hashtag-based document is analysed by an original Twitter Analyser based on

Lucene4. This research follows some common pre-processing approaches as listed below:

3Documentation for Twitter Search API: https://dev.twitter.com/rest/public/search
4Apache Lucene: https://lucene.apache.org/

https://dev.twitter.com/rest/public/search
https://lucene.apache.org/‎
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• Noise Removal: A raw Twitter post always contains information that doesn’t

provide content for the event detection, such as punctuation, emoticon and stop-

words. In order to extract bags of meaningful terms from the original tweets, all

datasets are processed by the same text analyser to remove the punctuations and

stop-words. In addition, the redundant repeat characters in the original post are

processed to convert to the most similar word in the corpus. For example, words

like yeeeeeeeaaaaaaaah will be converted into yeah.

• Stemming: Word stemming, which converts the derived words into their root, is

a common step in text analysis. In the extremely noisy Twittersphere, this action

reduces the dimension of feature space by mapping the various inflected words to

the same stem. In this research, the Mahout5 implementation of Porter stemming

algorithm is employed for word stemming.

• Twitter Symbol Removal: Apart from the noisy characters removal and word

stemming, all the raw tweets in the datasets are processed with a Twitter specific

analyser. This analyser is designed to remove inherent Twitter symbols (in sec-

tion 2.3.1.2), such as user mention, retweet symbol and URL link. Though these

symbols are useful for social relationship analysis [76], they made no contribution

or even bring negative impact in the Twitter event detection. However, the #

hashtag symbol was kept since it is not only the indication of the topic but also

useful for the adaptive keyword identification.

The remaining words are tokenized into uni-grams6 and used as input for the construc-

tion of hashtag-based TF-IDF vectors. Unlike the conventional tweet level TF-IDF

vector which severely suffers from the sparsity issue, the TF-IDF vector built with a col-

lection of tweets becomes more dense and meaningful for comparison. The aggregated

document for each hashtag is much more descriptive and informative when compared

with the short single post. This is because this kind of hashtags pooling strategy better

describe the topic they related to and provide additional dimension to be calculated

[118].

5Apache Mahout: https://mahout.apache.org/
6an n-gram is a contiguous sequence of n terms from a given sequence of text, where uni-gram

indicating that n=1

https://mahout.apache.org/
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Same as the first step in TP-KwAA, Algorithm 2 is executed at the beginning to generate

an array of the potential hashtags, represented as H(tn). Then, by following the vector

construction method described in section 3.3.3.1, this algorithm builds the hashtag based

TF-IDF vector for each hx ∈ H(tn). The similarity between hashtag hx and an existing

keywords hy ∈ Hseed are quantified by the cosine distance between their TF-IDF vectors.

Hashtags ∀hx ∈ H(tn) that is distant from hy below the pre-defined threshold Thres are

considered to be related to the event. Thus are selected as new keywords for querying

Twitter API during next time frame. The pseudocode for Algorithm 4 gives a more

detailed explanation:

Algorithm 4 Content Similarity based Keyword Adaptation Algorithm (CS-KwAA)

Require: Hseed = H(tn) ∪Hfin(tn−1), Hfin(tn) = HBL

1: Execute Algorithm 2
2: for ∀hx ∈ H(tn) do
3: for ∀hy ∈ {Hseed ∪Hfin(tn)} do
4: if sim(F (hx, tn), F (hy, tn)) > Thres then
5: if hx /∈ {Hseed ∪Hfin(tn)} then
6: add hx to Hfin(tn)
7: end if
8: end if
9: end for

10: end for

In this algorithm, cosine similarity is employed to quantify the differences between each

pair of candidate hashtags. This distance measurement is widely used in text mining

since it is proved to be an efficient and effective text similarity measurement [119].

Consequently, the content similarity between two hashtags hx and hy, i.e. sim in the

above algorithm 4, can be measured by the cosine distance between their TF-IDF

vectors tfidfd1 and tfidfd2, which is defined in equation 3.5.

sim(hx, hy) = cos(tfidfhx , tfidfhy) =
tfidfhx · tfidfhy

||tfidfhx || ||tfidfhy ||
(3.5)

By employing the above comparison, the algorithm captures additional event-related

trending hashtags and introduces additional event contents. In fact, the recent 100

historical tweets also introduce the temporal feature latently as their timestamps are

closest to the time of calculation. This research heuristically determine Thres = 0.5
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since the similarity of tweets shows extreme value: either close to one or close to zero

[52].

3.4 Evaluation Approaches

When determining the relevance of the retrieval result, manually assignment of event

labels is the common practice [84, 109, 120]. However, this is not realistic in practice for

modern information retrieval, as the number of relevant instance can be extremely huge.

Although it is possible to label all the identified keywords, the volume of retrieved tweets

is too huge to access their relevance. Some researcher explored the low-cost evaluation

techniques in IR to only access the precision and recall with top ranked items [121]. Re-

trieval methods evaluated with these approached aim at providing limit amount of highly

relevant event tweets, which is different from the interests of this research: to expand the

coverage of event content by retrieving comprehensive set of event tweets. Consequently,

a semi-automatic evaluation approach is employed. This approach assesses the relevance

of retrieved tweets by the event related keyword is explored. Though the evaluation pro-

cess requires the manually relevance assessment, this is to examine the reliability of the

proposed adaptive crawling and KwAAs, thus doesn’t prevent the proposed algorithms

and model running in fully automatic way. The following subsection first gives the ra-

tionale of the evaluation approaches (in section 3.4.1), then details the rules used to

quantify the event relevance of a hashtag (in section 3.4.2) and the automated way to

determine tweet’s event relevance (in section 3.4.3).

3.4.1 Preliminary

The fundamental assumption made by the majority of the Twitter research work is

based on a common hypothesis: a single tweet only talks about one topic [32, 70]. Since

hashtags can be considered as the topic indicator of a tweet [113], the hypothesis afore-

mentioned is updated for evaluating the three proposed KwAAs:

Assumption 3: a tweet only talks about one topic, and can be described by the hash-

tags it contains.
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According to Assumption 3, the relevance between a tweet and an event can be deter-

mined by the relevance between its hashtags and the event of interests. As a result,

rather than assessing the relevance between the complete content of a tweet and the

event, the evaluation can be heuristically completed by examining the relationship be-

tween tweet hashtags and the event.

3.4.2 Hashtags Labelling

In order to determine the event-relevance of a tweet by its hashtags, the hashtags rele-

vance to the event needs to be assessed first. To distinguish whether a hashtag is related

or non-related to the event, this research labels the hashtags using human efforts. Three

independent participants are involved in this labelling process, and all provides with a

strategies labelling table (as shown in Table 3.1). All hashtags that appear in the eval-

Table 3.1: Hashtag Categorization and Grading Strategy

Abbr Hashtag
Category

Specification Score

C1 Related hashtags that contain the keywords about
the event of interests, or name entity that
are involved in the event

+2

C2 Possibly-
related

hashtags that are more general to the
event of interests but still related to the
event of interests

+1

C3 Not known hashtags that are ambiguous or hard to
assign to a category

0

C4 Non-
keyword

Hashtags that have not been selected as
keywords

-1

C5 Non-related hashtags showing no particular relation-
ship with the event

-2

uation period of an event are manually classified by the participants into corresponding

categories. The final result is based on the majority choice of the three independent

participants. If all three participants don’t reach agreement on a hashtag, it will be

labelled as “Not Known” C3.

Hashtags in different time periods are labelled according to how closely they are related
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to the event. Take the 2012 London Olympic Games 7 as an example: “#2012olympic”

is definitely related to the event, while hashtag “#harrypotter” is difficult to classify.

It could be related since the characters in Harry Potter was used in the performance of

the opening ceremony. However, it is likely to introduce information irrelevant to the

Olympic Games. According to the proposed grading strategy, this kind of hashtags are

classified as possibly-related.

3.4.3 Automatic Tweets Classification by Hashtags Categories

In this step, based on the grading strategy in Table 3.1 tweets are classified into either

event relevant or event irrelevant based on the hashtags it contains. Each hashtag is

assigned with a score and the final grade of a tweet is calculated by summing the scores

of its hashtags.

By using this strategy, tweets with a grade higher than 0 are classified as event relevant

content, and those less than or equal to 0, as event irrelevant content. However, for

tweets which only contain initial keyword(s) but no hashtag, they are classified as event

irrelevant content even though it contains the initial keyword. As a result, a special

grading rule is applied to tweets which contains the initial plain text keyword(s): These

tweets are scored as +2. The grading strategies listed in Table 3.1 help to identify event

irrelevant tweets even if it carries event-related hashtags. For example, “#TVHighlights:

July 2012 #olympics #glee revenge #onceuponatime #newgirl #idol #antm #xfactorph

#asap2012 ” is obviously a non-related tweet though it carries #olympic. The total

grade is -6 because the positive score introduced by #olympic is cancelled out by other

hashtags. On the other hand, this strategy also identifies related tweets when it has

non-related hashtags. “Phelps came from behind to help USA win the gold in the 400

medley relay. #justwow #London2012 #GetGlueHD #Olympics” is a related tweet

which contains hashtags in C1 (#London2012 and #Olympics), C3 (#GetGlueHD) and

C4 hashtags (#justwow). It is classified as relevant with a grade +1.

Consequently, the event datasets are divided into two different parts: one that contains

72012 London Olympic Games: https://en.wikipedia.org/wiki/2012_Summer_Olympics

https://en.wikipedia.org/wiki/2012_Summer_Olympics
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the event relevant content while the other one consists of only the event irrelevant

content. Finally, by comparing the proportion of event relevant and event irrelevant

tweets across those two parts, it is possible to quantify both the amount of event relevant

information and the level of noise introduced by the proposed adaptive crawlers.

3.5 Parameter Tuning

The thresholds in the TP-KwAAs need to be determined before running the crawlers.

This section discusses the configuration of the parameters used in the proposed algo-

rithm. In this section, the correlation measurement cor, the thresholds for determine

whether the traffic pattern of two hashtags are similar Thres1 and Thres2, as well as

the length of time frame tn are tuned by datasets retrieved during 2012 London Olympic

Games. The experiment is based on the tweets from the 2012 London Olympic Games

baseline dataset. Three time periods covering the opening ceremony, the women’s bad-

minton final and the closing ceremony were chosen for this investigation. Although

the two parameters are trained on events relating to London Olympic Games, the traf-

fic pattern and content characteristics of selected periods are different. Therefore, the

parameters tuned with this experiment can be generalised to other event. Table 3.2

presents all the testing parameter and their values for this experiment.

Table 3.2: Parameters List and Testing Values for TP-KwAA

Parameters Value

Correlation Coefficient Pearson’s r Kendall’s τ [122] Spearman’s ρ [123]

Thres1 (0, 1) by 0.1

Thres2 [0, 1) by 0.05

Time Frame Interval 5 mins 10 mins 20 mins

In order to retain the hashtags that are relevant to the Olympics while minimising the

irrelevant ones, this research explores different combinations of the above parameters

in reference to the proportion of each type of hashtag that are kept after filtering. In

detail, the relevance of hk ∈ H(tn) to the Olympic event is labelled according to the

strategy in 3.4.2 and the retained ratio of all four categories (defined by equation 3.6)
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is calculated.

retained ratio =
number of hashtags after filter

number of hashtags in total
(3.6)

By applying correlation measurement to their frequency count F (hk, tn), hashtags with

low correlation to the identified keywords are filtered out while others are kept. This

research then examines the proportion of hashtags that are retained (i.e. retained ratio)

in each category. The ultimate goal of this experiment is to find the threshold values

which guarantee a relative high retained ratio for the event-related hashtags and a low

value for non-related ones.

Three commonly-used correlation coefficients, including Pearson, Kendall and Spear-

man, are employed in this test. To determining the threshold Thres1 and Thres2, this

research adopts a single variable approach [124]. In this case, assuming that threshold

Thres1 is fixed, threshold Thres2 is changed gradually in each single test. Thus, the

value of Thres2 can be determined based on the results of the group of tests with same

Thres1 value. Based on the Assumption 2.1, the range [0, 1) for positive correlation

is chosen. In this experiment, the value 1 is excluded due to the reason that the total

positive correlation is rare in the given scenario. As listed in Table 3.2, this research also

explores the retained ratio for three different time intervals. Since the time interval needs

to be further divided to generate hashtag count sequence for calculating correlation (in

equation 3.1), the shortest time interval need to provides enough traffic characteristics

for comparison. A longer time interval gives better traffic characteristics but extends the

waiting period for new keywords identification. As a result, 5 minute interval is used as

the shortest time frame, and a 20 minutes interval is used as the max time frame in this

experiment. Figure 3.7 illustrates the proportion of hashtags, with different relevance to

the event that is retained given the different threshold values. Note that while more than

two hundreds of figures are generated for all the evaluation periods, this thesis presents

figures that justify the selection of the parameter values. These 5 figures are produced

with the data from the same time period. They illustrates the best performance can be

achieved with all the possible combination of the parameter values.

As can be observed from Figure 3.7 (a) - (b) - (d) , Pearson’s correlation coefficient
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Figure 3.7: Parameter Tuning for TP-KwAA

(a) - (b) - (d) comparison between correlation measurements (Kendall’s τ - Spearman’s
ρ - Pearson’s r) with 10mins interval.

(c) - (d) - (e) comparison between different time interval (5mins - 10mins - 20mins)
with Pearson’s r;
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gives the best filtering results among the three correlation measurements. This can be

observed from the apparent gap of the retained ratio between related keywords and

other keywords, especially the non-related keyword. The Spearman’s rank correlation

coefficient also help to filtered more non-related hashtags. However, the gap between

retain ratio of related hashtags and non-related hashtags is less obvious (according to

Figure 3.7 (b) ). The Kendall’s rank correlation gives the worst performance. As shown

in Figure 3.7 (b), it almost filters the same amount of event related and non-related

hashtags.

The heuristic exploration on Thres1 shows a common pattern for all the correlation

coefficients. A low Thres1 (less than 0.4) is inadequate to filtered out non-relevant

hashtags. While a value higher than 0.7 always results in a quick drop of retain ratio on

all types of hashtags, sometimes with no hashtags left for the hashtags recapturing with

Thres2. Based on the observation of multiple experiments over different time periods,

all the correlation measurements achieve the best performance around Thres1 = 0.5.

The changing of Thres2 also impact the retain ratio in the same way as the Thres1 does.

In order to select the value for Thres2, the aim is to find a value that maximise the

gap between the red and the blue line in Figure 3.7. The maximum distance is achieved

when 0.6 ≤ Thres2 ≤ 0.8. Considering that the other aim is to maintain a high retained

ratio for related hashtags, and the performance over other time periods, Thres2 is set

to be 0.7.

The effect of changing time interval to the filtering results can be observed from Figure

3.7 (c) - (d) - (e) . When the time interval is 5-minutes, Pearson coefficient filters more

non-related hashtags than related hashtags for only a narrow range of Thres2. The

difference is about 20% maximal when Thres2 = 0.65 ( in Figure 3.7 (c)), which is less

than that (about 60% when Thres2 = 0.6) for 10-minutes time interval ( in Figure 3.7

(d)). The retained ratio doesn’t increase when the time interval grows to 20 minutes,

the maximal difference is about 40% when Thres2 = 0.6 (Figure 3.7 (e)). Although

the plots of Kendall and Spearman for their 5-minutes and 20-minutes time interval are

not presented, the pattern is the same as that shown in Pearson plot. As a result, a

10-minutes time interval is selected.
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3.6 Performance Evaluation Results

The aim of this evaluation process is to verify that the adaptive crawling model perfor-

mance well in retrieving extra amount of event-related information across different types

of events. This section presents the evaluation results with two different experiments.

In details, with the aim to get a comprehensive understanding of the proposed adaptive

crawling model and the three KwAAs, the evaluation of the proposed KwAAs is done

from two aspects: the comparison between different KwAAs (in section 3.6.1), and their

performance over different type of events (in section 3.6.2). Finally, the performance

of proposed adaptive crawling and the characteristics of the KwAAs is discussed and

summarised (in section 3.6.1.4).

3.6.1 Comparison across KwAAs

The main different of the adaptive crawler and the baseline crawler is the Keyword

Adaptation Component (in Figure 3.4). This sub-section compares between the baseline

crawler (the non-adaptive crawling model in section 3.2.1) and the adaptive crawlers with

different KwAAs (in section 3.3) by using a real-world event as the evaluation dataset.

The following sub-sections first present the dataset characteristics of 2013 Glastonbury

Music Festival8 used for this analysis (in section 3.6.1.1). Then, the results on the

identified keywords (in section 3.6.1.2) and retrieved tweets (in section 3.6.1.3) are given.

Finally, the performance of the KwAAs is discussed (in section 3.6.1.4). While an initial

evaluation of the Olympic Datasets was presented in the published papers [125], these

new datasets give more insights about the proposed KwAAs.

3.6.1.1 Event Dataset

Datasets for this evaluation are retrieved during the 2013 Glastonbury Music festival

period. Four crawlers are deployed during the collection: the baseline crawler, and

8Glastonbury Festival is the UK’s largest music festival that hosts contemporary performing arts,
including but certainly not limit to music, dance, comedy and etc. https://en.wikipedia.org/wiki/

Glastonbury_Festival_2013

https://en.wikipedia.org/wiki/Glastonbury_Festival_2013
https://en.wikipedia.org/wiki/Glastonbury_Festival_2013
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three adaptive crawlers equipped with the different KwAAs (TF-KwAA, TP-KwAA or

CS-KwAA). Only“Glastonbury” is used as initial keyword for all four crawlers. As a

result, four separate datasets are collected by fetching tweets from the real-time Twitter

Streaming API .

Table 3.3 describes the tweet volumes harvested during the collection period 2013-06-28,

19:00 to 2013-07-01, 07:00. In this experiment, the parameters in each algorithm are

Table 3.3: Tweet Volume Generated by Different Crawling Approaches (Glastonbury)

Baseline TF-KwAA TP-KwAA CS-KwAA

Tweet Count 550,417 10,433,355 2,472,953 753,027

Unique Tweet
6 9505198 1206464 115091

(0.00%) (91.10%) (48.78%) (15.28%)

configured based on the tuning results (described in section 3.5). In order to compare all

the KwAAs fairly, the time frame is set to be 10 minutes for all the KwAAs. The entire

collection period lasts for 60 hours and more than half million tweets are collected from

the baseline crawler alone. The tweets datasets retrieved through the adaptive crawling

approach with different KwAAs are even larger: the TF-KwAA dataset contains the

largest amount of tweets, 20 times that of the baseline dataset’.

Table 3.3 also details the unique tweets (both event relevant and event irrelevant) that

don’t show up in any of the other three datasets. There are 6 unique tweets in baseline

dataset. Since all of the crawlers should be able to collect tweets contain Glastonbury,

this result is due to the other crawlers hit the rate limits. The TF-KwAA dataset is

not only the largest one but also the most unique one: more than 90% of tweets from

it are missed by other crawling approach. However, by doing a simple calculation, it is

shown that TF-KwAA accumulates 2900 tweets in every second, almost the rate limit of

Twitter streaming API. This statistic means that much of the baseline traffic could be

missed in TF-KwAA dataset as space is occupied by other keywords. It is observed that

both the TP-KwAA dataset and CS-KwAA dataset also contain lots of unique traffic.

This is likely an indication of the differences introduced by collecting of new keywords

found by KwAAs. In order to investigate this hypothesis, as well as the composition of

the additional keywords, Table 3.4 is produced to give an overview about the retrieval
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keywords. In this table and the rest of this thesis, the keywords are counted distinctly.

Table 3.4: Number of Keywords Identified by Different Crawling Approaches (Glas-
tonbury)

Baseline TF-KwAA TP-KwAA CS-KwAA

Distinct Keyword Count 1 2908 2876 407

Unique Keyword
0 1919 1751 199

(0.00%) (65.99%) (60.88%) (48.89%)

In other words, keywords occurring multiple times during the evaluation period are

regarded as the same.

The baseline dataset is retrieved by using a single keyword “Glastonbury”, so there

is only one keyword for the baseline dataset. Other datasets are generated by a set

of keywords which are identified by different KwAAs. According to the statistics in

Table 3.4, the number of distinct keywords identified varies between the three KwAAs.

It is clear that the TF-KwAA and TP-KwAA keyword sets are filled with a lot of new

distinct hashtags, while the number of distinct keywords identified by CS-KwAA is much

less (less than seventh of the other two). The result shows that the large proportion

of unique tweets, shown in Table 3.3 are the results of these different keywords. The

keywords identified by TF-KwAA is most different to the other ones’: more than 65% of

keywords don’t show up in the keyword lists of the other KwAAs. On average, 50% of the

keywords are distinct when using different KwAAs. Even for the least unique keyword

set produced by CS-KwAA, almost 200 unseen keywords are shown in the list, i.e. 2

distinct keywords in each time frame. A further investigation about the composition of

all the keywords by different algorithms is presented in the Table 3.6.

Figure 3.8 plots the total traffic volume over the collection period, where the count

is sampled every 5 minutes. As shown in the figure, the number of tweets from TF-

KwAA dataset is always below 15000, i.e. 3000 tweets/min no matter what keywords the

crawler runs with. A test over Twitter streaming API in the same period indicates that

the upper limit is about 3000 tweets/min. As shown, the traffic volume of TP-KwAA

dataset sometimes also reaches the rate limits. Neither the Baseline nor CS-KwAA reach

the rate limit. Furthermore, both show similar trends, but differ in volume: CS-KwAA

collecting larger amount of tweets during some periods.
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Figure 3.8: Tweet Volume for 2013 Glastonbury Music Festival

A subset of the Glastonbury data is selected for the evaluation, i.e. timestamp within the

period of 2013-06-29, 08:00 to 2013-06-30, 04:00. This period covers the typical stages

of a single day festival: from the tranquil morning, the exciting evening performance

and the end of people’s exiting. This period is a good evaluation for the crawlers since

it covers both high and low activity times in the Twitter stream related to the event.

The traffic pattern of all the crawlers during the selected period is shown in Figure 3.9.

Figure 3.9: Tweet Volume for 2013 Glastonbury Music Festival (Evaluation Period)

According to the tweet volume of Baseline dataset in Figure 3.9, the first apparent

increasing happens at 16:00 on the evaluation day, while the highest traffic period starts

at night from about 20:00, and reaches the peak at about 23:00, then quickly drops
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at the midnight. This is because most of the Glastonbury music performances start at

the afternoon and end before midnight. When the show finishes, people still post their

comments and opinion about the past performance, which leads to a short tail, their

comments on the performance can sometimes take an hour to fade out.

3.6.1.2 Event-relevance of Identified Keywords

To evaluate the performance of different KwAAs, this research first examines the event

relatedness of all keywords identified by the KwAAs, It then looks at the common

evaluation metric, precision, recall and F1 score (in section 2.2.3). Follows the labelling

steps in section 3.4.2, the retrieval keywords are categorised according to the criteria in

Table 3.1. Table 3.5 gives some examples for the labelling process.

Table 3.5: Hashtag Categorization and Grading Strategy

Abbr Hashtag
Category

Example Score

C1 Related hashtags contain “glastonbury”, band
names or song names that appear during
the festival (#glaston2013)

+2

C2 Possibly-
related

media channel that in charge of the fes-
tival broadcasting, emotional hashtags
about the ongoing affairs (#nextyear)

+1

C3 Not known non-English hashtags, or hashtags that
can bring both relevant and irrelevant
tweets (#music)

0

C4 Non-
keyword

hashtags that have not been selected as
keywords (#100aday)

-1

C5 Non-related hashtags that refers to other events or typ-
ical Twitter topic (#teamfollowback)

-2

As shown in Table 3.6, the retrieval keyword set from TF-KwAA is the noisiest one as

it’s nearly full of C4 keywords. Although there are still some C1 and C2 keywords for the

TF-KwAA keywords list, the huge volume of C3 and C4 keywords can easily pollute its

dataset. The keywords list generated by TP-KwAA contains more C1 and C2 keywords

which help to introduce more event relevant tweets. However, though the TP-KwAA

reduces the noisy keywords (C3 and C4) to a lower level than that of TF-KwAA, it still

introduces far too many irrelevant keywords (C3) when considering the adopted ratio to
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Table 3.6: Keyword Categories by Hashtags Labelling for 2013 Glastonbury Festival
(Evaluation Period)

Baseline TF-KwAA TP-KwAA CS-KwAA

Related (C1) 1 15 74 121
Possibly-related (C2) 0 16 40 32
Not known (C3) 0 500 167 0
Non-related (C4) 0 1360 636 41

Total 1 1891 917 194

the potentially useful keywords (C1 and C2): more than 70% of keywords are irrelevant

to the event. Among the three versions of KwAAs, CS-KwAA performs best for the

2013 Glastonbury Music Festival. There are 121 C1 keywords and 32 C2 keywords, i.e.

more than 78% of all keywords, are highly related to the event. The rest of others are

C4 keywords, which occupy less than 22% of the keywords list. The number of total

keywords in this table is less than that in Table 3.4 because only the keywords identified

in evaluation period (2013-06-29, 08:00 to 2013-06-30, 04:00), rather than the whole

collection period (2013-06-28, 19:00 to 2013-07-01, 07:00), are considered here.

With the general information for the whole evaluation period, a further exploration on

the composition of identified keywords is done by analysing the keyword categories of

some sample periods. For an hour period, one time interval (out of the total six) is ran-

domly selected for hashtag labelling. The commonly used evaluation metrics - precision

(P ) , recall (R) and F1 score (F1) are adopted to assess the keyword identification. These

are widely used in the existing Tweets retrieval research [34, 48, 50]. In this keyword

relevance evaluation process, precision refers to the proportion of identified keyword that

are relevant to the event, while recall is measured by the proportion of event relevant

hashtags that are existed in the last time frame. Namely, only the hashtags in the last

tn−1 time frame is used to calculate recall. This is because the identification of all the

event-related keywords for a time frame tn in the Twitterverse can be unrealistic. While

the precision and recall is measured by equation 2.1 and 2.2 respectively, the F1-score,

as a special case of F-measure, equally weights the precision and recall. By making

α = 1/2 or β = 1 in equation 2.3, the formula for F1-score can be simplified to equation

3.7.

F1 = 2 · P ×R
P +R

(3.7)
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Table 3.7 lists the number of relevant keywords (either C1 or C2), precision, recall and

the F1 score for keyword identification during some of the sample periods. The precision,

Table 3.7: Precision and Recall of Keyword Identification for 2013 Glastonbury Fes-
tival (Evaluation Period)

TP-KwAA CS-KwAA

No. Key† P (%) R (%) F1 (%) No. Key P (%) R (%) F1 (%)

06-29 08:00 1 4.8 25 8.0 6 67 86 75
06-29 11:51 2 67 25 36 10 83 83 83
06-29 13:11 4 67 22 33 12 100 92 96
06-29 14:11 1 33 14 20 9 75 82 78

... ... ...
06-29 20:12 4 100 15 40 27 90 73 81
06-29 23:12 25 57 54 56 33 81 65 72
06-30 02:33 2 1.5 40 2.9 12 80 80 80
06-30 03:53 2 5 67 9.3 10 71 83 77

Average 4.6 53 31 29 16 82 83 81

†sum number of keywords in event related or possibly-related category

recall and F1 score are calculated based on the keyword number listed in the table. In

this part, only the results for TP-KwAA and CS-KwAA are presented since the keyword

set for TF-KwAA is too noisy to be manually examined.

Based on the data from Table 3.7, it can be observed that the precision of TP-KwAA

can be very low (only 1.5%), while sometime achieve the 100% accuracy. The lowest

precision for TP-KwAA is observed during the period without music performance, where

most of the identified keywords are not relevant to the event. The high precision of TP-

KwAA sometimes follows with a low recall, as that shown in the result of “06-29 20:12”.

This means that the algorithm only detects a few event keywords (normally under 5)

while many of event relevant hashtags are missed. While only 4 event-related keywords

are identified by TP-KwAA at 20:12, 27 keywords are identified by CS-KwAA. This

difference indicates that a large amount of information captured by CS-KwAA is lost by

TP-KwAA. Another important issue is that the sudden outbreak of keywords number

makes this algorithm more vulnerable once the rate limits are reached.

The result of CS-KwAA is more optimistic. The performance of this algorithm is very

stable since all three metrics stay around at 80%. The lowest value of each metric is

67%, 65% and 72% respectively. In addition, the examination on keyword set shows
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that number of useful keyword in each time frame for TP-KwAA varies a lot (from 1 to

25), while the value for CS-KwAA doesn’t fluctuate much. In other words, CS-KwAA

can constantly pick useful event keywords no matter during performance period or not.

3.6.1.3 Event-relevance of Retrieved Tweets

After the keyword labelling, tweets in all the datasets are classified based on the total

score of their hashtags’. As described in section 3.6.1.2, hashtags in the four datasets

are combined and labelled. As a result, identical tweets in the baseline dataset and the

other three adaptive datasets receive the same classification and thus get the same score.

Table 3.8 demonstrates the results of tweet classification.

Table 3.8: Event Relevance of Retrieved Tweets for 2013 Glastonbury Festival (Eval-
uation Period)

Baseline TF-KwAA TP-KwAA CS-KwAA

Event Relevant 201,683 191,096 232,797 260,897
Tweets (97.64%) (5.47%) (42.60%) (90.82%)

Event Irrelevant 4,875 3,301,592 326,814 26,356
Tweets (2.36%) (94.53%) (58.40%) (9.18%)

The tweets classification result of TF-KwAA dataset further illustrates the observation

in previous section that TF-KwAA dataset is the noisiest. A great proportion of non-

related keywords (more than 70%) results in only 5.47% event relevant tweets. Due to

the Twitter rate limit, the greater the amount of retrieval keywords, the less traffic can

be fetched by every keyword. As the event irrelevant keywords occupy a large amount

of space, the proportion of event relevant tweets is reduced to even fewer amounts. This

issue is somewhat alleviated in the TP-KwAA dataset, more than 42% of tweets are

related to the event. However, this is still far from the baseline standard. As can be

seen from Figure 3.8, TP-KwAA shows similar behaviour as the TF-KwAA in the later

stages, after 00:00. As shown in the event relevant tweets versus event irrelevant tweets

plot in Figure 3.10, although the TP-KwAA dataset maintains the proportion of noise

at a low level until 2013-6-30, 00:00, it is then quickly polluted with event irrelevant

tweets due to the large amount of C4 keywords.

One phenomenon shown by Figure 3.10 is that there are event irrelevant tweets in
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Figure 3.10: Event-relevant tweets (a) versus Event-irrelevant Tweets (b) for 2013
Glastonbury Festival (Evaluation Period)

the baseline dataset. Even though the keyword “Glastonbury” is highly specific, the

total score can be negative due to the impact of hashtags which are labelled as C4 and

C5.In order to spread trending topics and hashtags, the spam tweets always carry many

independent hashtags, such as Some great T.V. On this this weekend! #wimbledon

#britishirishlions #tourdefrance #glastonbury #grandprix #europeantourgolf. These

tweets become one of the major sources of the irrelevant tweets in baseline dataset, but

can be identified and filtered out by the grading strategy in Table 3.6. There are also

other types of event irrelevant tweets that might be wrongly classified by the grading

strategy. For example, tweet “Who needs #glasto when you’ve got this 3 man band

and a field of Whittlebury campers?” will be classified relevant since it contains event-

related keyword “#glasto”. However, the tweet is not that relevant to the Glastonbury

Music Festival as it doesn’t reveal any underlying stories of the festival. As only a small

proportion of this type of noise appears in the datasets, filtering them has little impact
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on the overall classification results.

The TF-KwAA dataset contains large amount of noises (i.e. event irrelevant tweet)

according to the tweets classification result in Table 3.8, thus results in a fairly flat line

with a very high value for the event irrelevant tweets. Also, since the space is occupied

by a lot of noisy tweets, the amount of event relevant tweets is much less than the

other datasets, even the baseline. The CS-KwwA dataset not only collects additional

event relevant tweets but also maintains a low ratio for the event irrelevant tweets.

The composition of this CS-KwAA dataset is similar to the baseline one. This figure

demonstrates that both TP-KwAA and CS-KwAA collect a significant amount of event

relevant tweets. However, unlike TP-KwAA, CS-KwAA keeps itself from being polluted

by noise. As shown in (b) Figure 3.10, the noise level is much lower than the TP-KwAA.

For a more intuitive view on the amount of extra event relevant tweets (Rel) against

the amount of extra event irrelevant tweets (iRel) in any of the adaptive dataset (AD),

additional metrics are defined to measure their proportion to the volume of tweets in

baseline dataset (BL) quantitatively. The amount of tweets in baseline is used as the

reference to provide a parallel comparison across different KwAAs. In order to quantify

the proportion of extra event relevant tweets, this research defined the Information

Gain G by the equation 3.8. The information gain is negative when the volume of event

relevant tweets in the adaptive dataset is less than that in the baseline one.

G =
RelAD −RelBL

RelBL + iRelBL
(3.8)

The other metric, measuring the proportion of event irrelevant tweets, is defined as

Noise Level, N . Similarly, this is based on the amount of event irrelevant in an

adaptive dataset (iRelAD). The formula for this metric is calculated by equation 3.9.

N =
iRelAD − iRelBL

RelBL + iRelBL
(3.9)

Similar to the function of F-measure to Precision and Recall, it is important to formulate

a single metric for assessing the performance of adaptive crawling under different events.

As a result, the information gain G and the noise level N are combine together by
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equation 3.10.

GNR =
G

N
=

RelAD −RelBL

iRelAD − iRelBL
(3.10)

The information gain to noise level ratio, i.e. GNR, quantifies the ratio between the

extra event information to that of extra event irrelevant information. When the adaptive

crawler collects the same level of extra relevant tweets and irrelevant tweets, GNR will

equal to 1. A GNR value less than 1 indicates that the extra noise is much larger than

the extra event information, while a GNR larger than 1 means the adaptive crawler

collects more event relevant information.

The adaptive crawling model contains scheme to guarantee that all the baseline tweets

are collected by the adaptive crawling, unless the rate limits are hit. Consequently,

by using the aforementioned grading strategy, the amount of event irrelevant tweets in

the baseline dataset is always less than that in the adaptive datasets. Although the

TF-KwAA reaches the rate limits during the crawling, the majority of traffic is noise

as demonstrated in Figure 3.10 (b). As a result, the amount of event irrelevant tweets

in TF-KwAA dataset is always larger than that in baseline dataset, i.e. N is always

greater than zero. As the GNR metrics defines the way to quantify the extra tweets

traffic introduced by the adaptive crawlers), the comparison between different algorithms

becomes more straightforward. Figure 3.11 visualises the combined metric GNR based

on the datasets retrieved by different adaptive crawlers during Glastonbury Festival.

The gain to noise ratio in Figure 3.11 are calculated on time frame basis. As can be seen

from the figure, the information gain of TF-KwAA is always lower than 1. This indicates

that the amount of extra noise in TF-KwAA dataset is always higher than the amount of

information. This is also illustrated by Figure 3.10 where the volume of event-irrelevant

tweets in TF-KwAA dataset is much higher than that of event-irrelevant tweets. The

GNR is higher at the beginning of the evaluation period. Tweets about the performance

in previous day, such as Watching ArcticMonkeys at Glas they were fuckin awesome as

always can’t wait to go see them again :) #ArcticMonkeys, result in the initial higher

ratio. When approaching to the end of the evaluation period, the amount of extra noise in

the TF-KwAA dataset can be 100000 times than that of extra information. The highest
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Figure 3.11: Information Gain to Noise Level Ratio for 2013 Glastonbury Festival
(Evaluation Period)

GNR value is achieved during the performance period (from 20:00 to 00:00 when

the volume of tweets in baseline is apparently higher, as shown in Figure 3.10), though

still distance from the red line GNR = 1. Based on this observation, it is apparent

that the TF-KwAA is collecting on random keywords. Without the constraint of rate

limits, the TF-KwAA equipped adaptive crawler will collect on high frequency hashtags

which mostly carry very limited extra event information. Similar to the TF-KwAA, both

the TP-KwAA and the CS-KwAA achieve high GNR during the performance period.

Though both algorithms show promising in identify more additional event relevant tweet,

the pattern for this retrieving process is different. GNR varies for TF-KwAA during

performance period while remain flat for CS-KwAA. In addition, as shown in Figure

3.11, a large amount of noise is introduced by TP-KwAA after the performance period

due to the constant expansion of keyword list. This indicates that the CS-KwAA is more

stable and constantly maintain higher GNR in the retrieval process. Namely, among

these three KwAAs, CS-KwAA outperforms the TF-KwAA and TP-KwAA on extra

event content identification.
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3.6.1.4 Discussion

To sum up, this experiment demonstrates the proposed adaptive crawling introduces

additional tweets in an automatic way during the real-time crawling. By conducting

investigations on the proportion of keywords and tweets that are relevant to the event

across datasets retrieved with all three KwAAs, this research then demonstrates that

both the TP-KwAA and the CS-KwAA identify a notable amount of event-related key-

words, which help to retrieve a greater amount of event relevant tweets. On the other

hand, with additional keywords for crawling, the adaptive crawlers also collect some

event irrelevant tweets. This is most obvious for the TF-KwAA. The statistics on the

crawling results shows that datasets retrieved with TF-KwAA are easily polluted by

noisy tweets. In addition, the amount of event-related tweets in TF-KwAA is less due

to the rate limits. The other two KwAAs overcome this issue with additional filtering

on keywords select, where the CS-KwAA outperforms the TP-KwAA by a constant per-

formance without keywords outbreak. Although the TP-KwAA introduces extra event

information during the event period, the later performance shows its venerability to the

external changes. Once the TP-KwAA equipped crawler is exposed to the non-related

keywords and event irrelevant tweets, it is unlikely to recover from the failure and thus

lead to the outbreak of irrelevant tweets.

3.6.2 Comparison over Different Events

In addition to the evaluation of all the proposed KwAAs over a planned event, their per-

formance under additional events is also investigated. As demonstrated in section 3.6.1,

TF-KwAA introduces too much noise to be considered a viable algorithm, it will no

longer be discussed in this sub-section. Namely, this sub-section explains and illustrates

the result on datasets crawled by TP-KwAA and CS-KwAA, covering both planned and

unplanned events. A similar evaluation process used in the previous experiment is inher-

ited. This subsection first introduces the event datasets for this cross-event evaluation

(in section 3.6.2.1). Then, the performance results on the identified keywords (in sec-

tion 3.6.2.2) and retrieved tweets (in section 3.6.2.3) are given. Finally, this subsection
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concludes this evaluation with a discussion of on two hypotheses: the proposed adaptive

crawling gain extra event relevant information in diverse scenarios and it constantly ac-

quire additional event relevant data for both planned and unplanned events (in section

3.6.2.4).

3.6.2.1 Event Datasets

An event, classified by its type, falls into either planned or unplanned event [70]. The

event used in the previous experiment (as described in section 3.6.1) is a planned event

as the information (e.g. time, address, content) is known before the event happens. It

has been demonstrated that the adaptive crawlers introduces both additional event rel-

evant information and event irrelevant noise. A further evaluation is necessary to prove

the proposed adaptive crawling model can achieve reliable performance over multiple

events and different type of events. In this evaluation, datasets retrieved by TF-KwAA

are not considered since it is likely to be polluted by noises. The TP-KwAA is re-

tained for analysis because it provides event information during performance period.

This further experiment is carried on datasets crawled by different KwAAs during three

additional events, including one additional planned event (i.e. 2013 Wimbledon Champi-

onships9) and two unplanned event (i.e. Egypt Protests10 and Malaysia Airlines Flight

370 (MH370) Missing Plane11). Table 3.9 presents the overview of all the evaluated

events.

In order to prevent the bias toward a good result, the initial keywords used for all the

events are general terms, and usually in plain text (without # symbol). According to the

keyword matching rule by Twitter (as described in section 2.3.1.3), when querying the

core database with term X in plain text, tweets containing X and tweets containing its

hashtag format #X will be retrieved. If only hashtags are used as the initial keywords,

the baseline dataset would be significantly smaller. On average, more than 50% of tweets

contain hashtag in the baseline event datasets (in Table A).

92013 Wimbledon Championships: http://www.wimbledon.com/
10Egypt Protests: https://en.wikipedia.org/wiki/2012%E2%80%9313_Egyptian_protests
11MH370 Missing Plane: https://en.wikipedia.org/wiki/Malaysia_Airlines_Flight_370

http://www.wimbledon.com/
https://en.wikipedia.org/wiki/2012%E2%80%9313_Egyptian_protests
https://en.wikipedia.org/wiki/Malaysia_Airlines_Flight_370
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Table 3.9: Event datasets overview for Evaluation and Comparison

Planned
Glastonbury Festival Wimbledon Championship

Baseline TP-
KwAA

CS-
KwAA

Baseline TP-
KwAA

CS-
KwAA

Init. Keys Glastonbury #wimbledon2013, Wimbledon

Period
2013-06-29, 08:00 to 2013-06-26, 00:00 to

2013-06-30, 04:00 (20h) 2013-06-27, 00:00 (24h)

Tweets No. 206,559 559,663 287,254 429,699 1,119,178 483,624
(ave. rate/min) (172) (466) (239) (198) (777) (336)

Keys No. 1 917 194 2 1,772 307
(ave. rate/hour) (-) (46) (10) (-) (74) (13)

Unplanned
Egypt Protest MH370

Baseline TP-
KwAA

CS-
KwAA

Baseline TP-
KwAA

CS-
KwAA

Init. Keys Egypt protest, #ArabSpring MH370, Malaysia Airlines

Period
2013-07-17, 21:20 to 2014-03-20, 11:20 to

2013-07-18, 16:40 (19.3h) 2014-03-20, 14:10 (2.8h)

Tweets No. 76,993 716,939 219,152 68,986 342,886 73,883
(ave. rate/min) (66) (619) (190) (406) (2019) (435)

Keys No. 2 1,156 211 2 807 43
(ave. rate/hour) (-) (60) (11) (-) (285) (15)

The parameters follows the same setting as that used in the previous experiment (as

tuned in section 3.5), while the period of evaluation is chosen based on the characteristic

of different events. For the planned event, i.e. Glastonbury and Wimbledon, the goal is

to select a period that the tweets traffic vary significantly enough to cover both peaks

and valleys. The selection of evaluation period for unplanned event is more restricted. It

is impossible to anticipate when the event will happen and when to initiate the crawlers

for retrieving event content. The generic periods during the aftermath of the events are

selected. Although the evaluation period for MH370 is shorter due to the down time

of API connection 12, adaptive crawlers with both KwAAs show similar performance

during other crawling periods. The length of evaluation period varies from event to

event, ranging from the shortest 2.8 hours to 24 hours.

According to Table 3.9, it is obvious that the TP-KwAA equipped crawler identifies

the most keywords and introduced the most tweets traffic for all the events in this

12The down time is from 14:20 to 17:20
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experiment. Rather than comparing the volume of keywords and tweets directly, their

arrival rate during the evaluation periods are calculated. According to the figures in

the table, MH370 results in the highest arrival rate for all three crawlers. The datasets

crawled by TP-KwAA equipped crawler achieves the highest arrival rate (285 keywords

per hour and 2019 tweets per minute). On the other hand, the second place is hit by the

2013 Wimbledon Championship, rather than the other unplanned event. The arrival

rate is 74 and 13 keywords per hour, 777 and 336 tweets per minute for TP-KwAA

and CS-KwAA respectively. The difference of planned event and unplanned event, in

regarding to their arrival rate, is not obvious according to this table. This is caused by

the fact that the tweets traffic volume and pattern of different events is associated with

how the events attracts people’s attention. Therefore, the figures are event dependent.

The following experiments investigate the performance and pattern of different KwAAs

during the four different types of events.

3.6.2.2 Event-relevance of Identified keywords

By using the same hashtag categorization strategy, this research investigates the keyword

composition for all the event datasets listed in Table 3.9. The results of keywords

categorization is illustrated by Figure 3.12. Here, a bar plot is presented in order to

illustrated the keyword composition of the two different KwAAs across all four events.

The keyword composition for the baseline crawler is fixed to the seed terms and thus

is 100% C1. It is not presented in the figure. Each bar in the figure represents the

composition of all the distinct keywords of a single event. The eight bars are grouped

based on the different KwAAs listed at the top. The left four bars show the keywords

identified by TP-KwAA for the four events, while the right illustrates the composition of

keywords which are identified by CS-KwAA. The total keyword number and the amount

of keywords in each category, during the whole evaluation period, can be observed from

y-axis. Namely, the number of related (C1), possibly-related (C2), not known (C3) and

non-related (C5) and their percentage to the total number of keywords is accumulatively

shown in the bar. Since this section concerns the relevance of identified keywords, the

statistics of non-keyword (C4) is not presented.
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Figure 3.12: Keywords Categories and Distribution of Four Evaluation Datasets

As can be observed from Figure 3.12 the proportion of “not known” C3 keywords are

higher for the unplanned event. This is especially significant for the CS-KwAA, where

the proportion difference can be as high as 32.2% (32.2% in Egypt Protest keywords,

while no C3 keyword for Glastonbury). In fact, the usage of hashtags for unplanned event

is more ambiguous. There exists two reasons for the higher proportion of C3 keywords.

Firstly, people tend to use some general hashtags collaboratively with event specific

hashtags when post tweet during unplanned events. These general terms can be difficult

to categorize and thus been assigned to C3. Secondly, during the keyword labelling

process, the ambiguous use of hashtags results in the higher chance of disagreement

on keyword categorization. Therefore, the number of C3 keywords increase. Also,

the proportion of C1 and C2 keywords for planned event is much higher than that
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of unplanned events, as can be concluded from Figure 3.12. If only considering the

proportion of related keywords, both algorithms achieve the best performance during

the 2013 Glastonbury Music Festival, while the show the worst performance during

unplanned events (MH370 for the TP-KwAA, and Egypt Protest for the CS-KwAA).

Figure 3.12 illustrates how CS-KwAA achieve a better performance than the TP-KwAA

in keyword identification under both planned and unplanned events. It is obvious that

CS-KwAA is more stable by observing the proportion of different classes of keywords.

The average percentage of C5 keywords by TP-KwAA is almost three times of that by

CS-KwAA. This huge difference indicates that the amount of event irrelevant tweets in

TP-KwAA datasets is large. Furthermore, the differences between C1 and C2 keywords

for these two algorithms further demonstrates the previous observation: CS-KwAA is

better than TP-KwAA in event-related keyword identification. Even though the total

number of keywords in CS-KwAA is always far less than that of TP-KwAA, there are

more C1 and C2 keywords in CS-KwAA than TP-KwAA, no matter what event is.

Specifically, the C1 and C2 keywords only take up to 12.5% of the keywords list when

using TP-KwAA, while the proportion of C1 and C2 keywords is always higher than

50% for the CS-KwAA group. The only exception is Egypt Protest event. There are

two reasons for this exception. First, some event-related keywords can be very hard to

assign to correct category. Even though there is participate labelling the hashtag to

the right category, it can be considered as C3 at last due to the higher disagreement

for keywords of unplanned event. Another reason is more event specific. The Egypt

protest is an activity popular among non-English speaking country with some amount

of hashtags (20%) and tweets written in Arabic. As many keywords are also in Arabic,

the labellers find it more difficult to categorise them even with the help of translation

tool. Figure 3.12 shows that many more keywords (more than 30%) in Egypt Protest

are labelled with C3.

3.6.2.3 Event-relevance of Retrieved Tweets

This research then investigates the relevance between the additional tweets and the

events through an experiment similar to that given in 3.6.1. All the retrieved tweets
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are classified into either event relevant or event irrelevant by using the grading strategy

from Table 3.1. Here, the results are illustrated by the more intuitive information gain

and noise level. Figure 3.13 plots the information gain to noise level ratio across all the

evaluation events.

Figure 3.13 illustrates the GNR of four different events, where (a) and (b) are the

results for planned event and (c) and (d) are that for unplanned event. As shown

in the figures, the chance for the amount of extra event relevant tweets higher than

irrelevant tweets is always larger for the planned events. This is more obvious for the

CS-KwAA datasets. In this experiment, the observation is similarly to what has been

concluded in the keyword composition experiment: both KwAAs perform better during

the 2013 Glastonbury Music Festival than the other planned event. Besides, the plots

show that the CS-KwAA constantly gets higher GNR during the event period for both

planned event (around 18:00 to midnight for Glastonbury Festival and 12:00 to 17:00

for Wimbledon Championship). On the other hand, the performance of these automatic

adaptive crawlers is less optimal during unplanned event. As shown in Figure 3.13 (d),

the TP-KwAA equipped crawler gets more extra irrelevant tweets than relevant tweet

almost during the whole evaluation period. It achieves a better performs during the

Egypt Protest event. Though there exist multiple periods with bad GNR (less than

one), the rest half of the evaluation period ended with good GNR (larger than one) by

the TP-KwAA equipped crawler. However, the situation for the CS-KwAA is opposite.

Although the performance of CS-KwAA also degrades for the unplanned events, results

shows that it can still identify greater amount of extra relevant information than the

irrelevant information at most of the evaluation period.
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3.6.2.4 Discussion

The findings about the KwAAs found by the preliminary experiment in section 3.6.1

are further supported by the experiment in this subsection. The findings here further

demonstrate that the CS-KwAA is more reliable than the TP-KwAA. Sudden outbreaks

of irrelevant tweets are less likely happen to CS-KwAA. No matter what type of events

and what stage of the event, CS-KwAA achieves good perform once as shown by its

usually good GNR. Even if it suffers from the sudden outbreak of irrelevant tweets (as

shown in Figure 3.13 (c) when the plot for CS-KwAA below y = 1), CS-KwAA drops

the non-related event keywords quicker than TP-KwAA. In addition, this experiment

also reveals characteristics of the proposed adaptive crawling and KwAAs during both

type of events. The proposed KwAAs achieve better performance under planned events

in terms of both keyword identification and the gain to noise ratio. Their benefits on

extra event content identification is more visible during the event period. As for the

unplanned events, the CS-KwAA shows much better performance than the TP-KwAA.

As concluded previously, the TP-KwAA is more vulnerable to noise during unplanned

events. The amount of related keywords is often very small for TP-KwAA and thus the

GNR is lower than one.

3.6.3 Performance Discussions

Based on the observations and analysis of above experiments, this research conclude

several properties for the proposed adaptive crawling model, as well as the proposed

KwAAs. This section summarises these properties with a detailed discussion.

P1: TP-KwAA is a language independent algorithm that can identify both English key-

words and keywords in other language.

According to the keywords list generated by different KwAAs, it is noticed that the

TP-KwAA is more likely to include keywords in languages other than English. When

the TP-KwAA behave normally, i.e. not hits the Twitter rate limits, the non-English

keywords are always relating to the event. In terms of developing algorithm to collect

the largest amount of event content, this property is very desirable. Both English hash-
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tags and non-English hashtags are represented by a series of count, so their relevance to

the event is only calculated by the similarity between count series. CS-KwAA is unable

to achieve this as it favours the hashtags written in the same language as the initial

keywords. For example, the keywords used in this research are all in English, so the

retrieved tweets and hashtags in those tweets are likely written in English. Even though

hashtags exist in other languages, they tend to be eliminated when comparing the con-

tent similarity as tweets in English can’t be similar to non-English tweets. As result,

identifying new keywords that are not in English is harder when the tweets content is

the only reference.

P2: CS-KwAA performs the best among all three KwAAs for topic keyword identification

and event tweets retrieval.

As show in the previous section 3.6.1 and section 3.6.2, the performance of CS-KwAA

is the most stable regardless of the event types. The lack of criteria to filter out event

irrelevant keywords makes the TF-KwAA very vulnerable to noise. The top ranked

hashtags and Twitter’s trends13 are not always about the real-world event. This further

reduces the stability of TF-KwAA while crawling. On the other hand, TP-KwAA can

be unstable when shifting from different phases of event or types of event. It has been

shown that the hashtag frequency returned back by Streaming API is often misleading

when capped with rate limits, especially for the top ones [80]. This indicates that the

frequency value from the streaming API is not always reliable as it sometimes doesn’t

consistently gives the right count and proper tweets. Since both TP-KwAA and TF-

KwAA rely on the frequency of hashtags, the performance of them depends on the status

of Twitter Streaming API. These two algorithms thus suffer from outbreaks when they

approaches the rate limits (as shown in Figure 3.9 after 1:00). By learning the lesson

from the previous two KwAAs, this research then proposes the CS-KwAA to overcome

the issues in other KwAAs. Results show that this new KwAAs not only identify larger

amount of event keywords and tweets, but also keep away from being polluted by event

irrelevant information.

P3: Planned events are more apt for adaptive crawling and our proposed KwAAs.

13Twitter provides lists of trending topics worldwide or within a specific area. These lists contain
terms that are mentioned at a greater rate than others
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Another observation from the above experiments is that the KwAAs seem to get better

performance for planned event. In fact, this is in common with other research [49] as

the characteristics of planned events are easier to estimate and prepared. Although the

unplanned events are harder to estimate, the labelling process is one of the main reasons

that lead to the less satisfactory results for unplanned events. The lack of structured

materials of unplanned makes the labelling process harder. Hashtags which are generated

during those unplanned events are more ambiguous to assign with a category. Also the

unplanned events used in our evaluation contains more foreign keywords that made the

labelling process complicated. Some of the C3 non-English hashtags can be relevant to

the event. When they are not assigned to the correct categories, the results become less

satisfactory.

3.7 Summary

This chapter presents an automatic event content collection method which is capable to

gather a set of tweets, without preliminary knowledge of the events, by just relying on

initial search terms for live events. To be more specific, the proposed adaptive crawling

model allows comprehensive information about an event to be retrieved. By equipping

the Keyword Adaptation Algorithm, the proposed adaptive crawling model can collect

an extended set of specific instances of an event. This is achieved by monitoring the

Twitter live stream with only the initial keywords, without manual modification of the

search terms. In designing the adaptive crawling model, the challenge is to identify extra

search terms, beyond the original keywords, appearing in content related to the event

in question. Specifically, the key aspects of the work in this chapter are as follows:

• an modification of the traditional Twitter crawling model to allow automatic and

real-time adaptation by incorporating an adaptive crawling module

• an investigation on different ways of introducing additional Twitter traffic to the

proposed adaptive crawling model, including the use of Term Frequency, Traffic

Pattern and Content Similarity with the KwAA
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• an examination on the proposed adaptive crawling model and three KwAAs by

applying them to four different events that belongs to two generic types of real-

world events.

– the first experiment shows that the content similarity based KwAA performs

better than the others in terms of topical keyword identification and event

relevant tweets retrieval.

– the second experiment shows that the proposed adaptive crawling gain extra-

relevant information not only in diverse events scenarios but also for both

planned and unplanned events.

To sum up, by investigating the crawling results of the proposed adaptive crawling

and all three KwAAs with multiple real-world events, this chapter demonstrates that

the adaptive crawling introduces additional topical keywords and event content during

automatically crawling. Compared with the unplanned event, the adaptive crawling

model is apt to the planned events. In addition, the comparison of different KwAAs

over multiple events also reveals that the adaptive crawling equipped with CS-KwAA

performs best on additional event-information identification, for both new keywords and

tweets. It is more stable and get constants good performance regardless of the stage and

the type of events.



Chapter 4

Event Detection with Adaptive

Microblog Crawling

Through the experiments over event datasets with different characteristics (such as dif-

ferent event types, volume of traffic and durations), chapter 3 demonstrated that an

extra amount of event content can be retrieved from Twitter in a real-time manner. In

this chapter, the aim is to investigate the feasibility of using this extra event content

in the real-time event detection task. Most of the existing research in event detection

focuses on improving the accuracy of Twitter event detection via the modification of

TDT algorithms, this research explores the benefits of the extra event relevant content

collected by the proposed adaptive crawler. The questions of interests in this chapter

are:

1. Whether the additional event content retrieved by the adaptive crawler helps to

improve the accuracy of sub-event detection?

2. Does these additional content contribute to better event awareness in terms of the

number of sub-events can be detected and the amount of information conveyed by

them?

This chapter presents a Twitter event monitoring solution, called “Detection of Sub-

events by Twitter Real-time Monitoring (DSTReaM)”. This TEM framework provides

86
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a mean to quantitatively analyse the effects of the additional event content to the event

detection results. In the scenario of this research, the stream analysed is associated with

a specific event. Therefore, the DSTReaM employs a statistical-based outlier detection

algorithm that relies on the temporal feature of the event stream. The assumption

made by this kind of algorithms is that an event is always accompanied by the sudden

raise of people’s interests, and therefore the volume of tweets talking about it is also

increasing.Specifically, in order to exploit the usefulness of extra event content in the

sub-event detection, the proposed framework decomposes the original event stream into

multiple threads and applies the peak detection algorithm parallel to each sub-stream.

The structure of this chapter is as follows: Firstly, section 4.1 gives an introduction on the

DSTReaM. In section 4.2, the preparation work and methodology of the investigation is

addressed. This includes the required pre-processing of the original datasets, parameters

tuning based on the previous analysis and evaluation metrics definition. Section 4.3

investigates the performance of the DSTReaM with two planned events (Glastonbury

Music Festival and 2014 Sochi Olympic Games). Finally, a summary is provided to

highlight important observations of the two experiments in section 4.4. It also highlights

other potential way of integrating adaptive crawling and event detection algorithm.

4.1 Detection of Sub-events by Twitter Real-time Moni-

toring (DSTReaM)

In order to detect and summarise the sub-events that happen during the user-specific

news event, this research proposes an event monitoring framework, i.e., DSTReaM, that

follows the content retrieval, detection and summarisation pipeline presented in section

2.4.1. This is achieved by building upon the existing event detection algorithm Twitinfo

[43]. By collecting, detecting and then extracting the most descriptive event-relevant

tweets, the framework automatically formulates descriptions of the sub-events. Whilst

existing research focuses on the depth of detection, i.e., on achieving more accurate

detection results, the focus of this research is to achieve higher accuracy on sub-event

detection by increasing the coverage of the event content, i.e., number of plausible dis-
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tinct events.

As shown in Figure 4.1, the proposed event monitoring framework contains three main

components. The Adaptive crawler component (as introduced in chapter 3) collects

Figure 4.1: Twitter Event Monitoring Solution: DSTReaM

a comprehensive set of event tweets. It produces a stream of event tweets analysed by

the Parallel Bursts detection component. The bursts detection component identifies

the potential sub-events. Each potential sub-event is represented by a timespan and

a collection of tweets whose timestamps fall within the timespan. After the detection

of peak window, all the potential sub-events are post processed by the Sub-event

formulation component to finalise the description of the detected sub-events. This

framework is initiated by a set of user-specified keywords that target the crawler on a

particular event. The output is a list of sub-events which are specified by a timespan, a

group of descriptive terms and a summary tweet.

Detecting events by the statistical count of tweets features is a widely used approach in

Twitter events detection. This approach is based on a common observation that a burst

of features is positively correlated with the occurrence of a real-world trending event.

Therefore, the real-world events can be identified by capturing the sudden bursts of tweet

features. As described in the previous section 2.4.3, the features used for mining such

relationships are very diverse: the volume of individual terms can be used as separate

features while sometimes the whole Twitter stream is considered as a single feature.

This research is interested specifically on the stream about a specific event, referred to
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event stream. In the DSTReaM framework, the event stream is retrieved by either a

baseline crawler or the adaptive crawler with CS-KwAA.

The rationale to select the volume of whole event stream, rather than the volume of terms

or phrases, as the detection unit is threefold. First, the proposed KwAAs introduce

biases when detect events by bursting terms. When the adaptive crawler collecting new

tweets with the identified keywords, the terms, which are the time frame keywords, are

more likely to show the bursting behaviour. Second, the detection of event in finer

granularity level (e.g. n-gram, named entity or other tweets units) always requires

additional resources and processing power for segmenting the tweets and thus cannot

scale to handle the massive volume of Twitter streams. Last, segmenting tweets ruins

the semantic coherence of the sentences and results in the fragmented detection results.

4.1.1 Adaptive Crawler

As shown in chapter 3, the Adaptive Microblog Crawling model improves the compre-

hensiveness of event content coverage. As a result, this framework uses the adaptive

crawler for identifying event topics that arise in the midst of events and the expanded

set of event information. The CS-KwAA provides the most reliable results among the

three algorithms and is used to provide an expanded event stream for the rest of the

framework (as demonstrated in section 3.3).

4.1.2 Parallel Burst Detection

In this component, an existing burst detection algorithm used by Twitinfo [43] is par-

allelly distributed to a multi-threaded event stream for identifying different layers of

potential sub-events. The original Twitinfo algorithm is inspired by the conventional

statistical model based outlier detection algorithms but improves the detection perfor-

mance by using a smoothing technique. Specifically, the author of Twitinfo system

exploits the exponentially weighted moving average (EWMA) in TCP congestion con-

trol [126] to identify the relatively maxima, i.e. burst, by considering the recent history.
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Although the EWMA is designed to find the outlier of package arriving rate in a com-

munication channel, it can be borrowed in the event detection task for distinguish the

local extreme value for the tweets’ arrival rate. In general, this algorithm starts a peak

window for an event when it encounters a significant increase in tweet volume. The

end of the peak window is identified when the tweet volume returns to the same level

as when the burst started, or a new peak window is identified. Consequently, a peak

window is a pair of timestamps, where the first timestamp defines the moment when

the detected event starts and the other one defines the moment when that ends. The

detailed pseudo code is listed in Algorithm 5.

The TwitInfo algorithm first calculates the tweets arrival rate based on the bin defined

by the length of time slots. This length is based on the characteristics of the event

and can be manually determined before the detection. As a result, the current tweets

arrival rate Ci thus can be calculated based on the pre-defined bin size. After that, the

system applies the EWMA mechanism for the expected arrival rate. This is achieved by

estimating the mean average µ as well as the mean deviation σ(C̄) of the history arrival

rates, as show in equation 4.1 and 4.2 respectively.

µi = α · Ci + (1− α) · µi−1 (4.1)

σ(C̄)i
= α · |µ(i)− Ci|+ (1− α) · σ(C̄)i−1

(4.2)

If the arrival rate of tweets in a time slot is significantly higher than the expected

tweets arrival rate (as calculated by the inequality equation 4.3), the time slot of this

local maximum and other slots around it are labelled as a peak window, and thus been

interpreted as an event.

Ci > µi−1 + [τ · σ(C̄)i−1
] (4.3)

To maximise the utilisation of the extra event content identified by the adaptive crawler,

this peak detection algorithm is not only applied to the adaptive stream, but also to

its decomposed streams. Specifically, three instances of the Twitinfo event detection

algorithm are run in parallel over the three decomposed stream, i.e. the baseline stream,
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Algorithm 5 Twitinfo Event Detection Algorithm

Require: Tweet arrival counts Call = {C1, C2, ...Cn},
Detection latency p, Smoothing factor α, Inequality threshold τ

1: function find peak window (c, p, α, τ)
2: windows = ∅
3: µ = C1

4: σ(C̄) = MAD†(C1, ..., Cp)
5:

6: for i = 2; i < length(Call); i+ + do
7: if Ci > µi−1 + [τ · σ(C̄)i−1

] then
8: start = i-1
9: while i < length(C) and Ci > Ci−1 do

10: (µi, σ(C̄)i
) = update(µi−1, σ(C̄)i−1

, Ci)
11: i++
12: end while
13: while i < length(C) and Ci > Cstart do
14: if Ci > µi−1 + [τ · σ(C̄)i−1

] then

15: end = –i
16: break
17: else
18: (µi, σ(C̄)i

) = update(µi−1, σ(C̄)i−1
, Ci)

19: i++
20: end if
21: end while
22: if Ci < Cstart then
23: end = i++
24: end if
25: windows = windows ∪ (start, end)
26: else
27: (µi, σ(C̄)i

) = update(µi−1, σ(C̄)i−1
, Ci)

28: end if
29: end for
30: return windows
31: End function
32:

33: function update (µi−1, σ(C̄)i−1
, Ci)

34: µi = α · Ci + (1− α) · µi−1

35: σ(C̄)i
= α · |µ(i)− Ci|+ (1− α) · σ(C̄)i−1

36: return (µi, σ(C̄)i
)

37: End function

†MAD: Mean Absolute Deviation

adaptive stream and the extra stream, as illustrated in Figure 4.1. Here, the baseline

stream is made of event content identified by the baseline crawler with the same initial

keyword as the adaptive crawler. The extra stream is composed by the tweets that

can be identified by the adaptive crawler but not the baseline crawler, i.e. the stream
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obtained based on the equation 4.4. For any of the decomposed streams, a list of peak

windows is generated and sent to the next step.

extra stream = adaptive stream− (adaptive stream ∩ baseline stream) (4.4)

4.1.3 Sub-event Formulation

The lists of peak windows, i.e. output from the parallel burst detection component,

don’t provide the context information about the sub-events, they only demonstrate the

timestamps when there is abnormal burst on tweets volume. As a result, this research

extracts the textual information from the decomposed sub-streams for describing all the

detected peak windows. The number of tweets retrieved for any peak window is still

very large and thus representative tweets from this window are chosen. The sub-event

formulation process consists of two sub-steps:

a. Window Harmonisation Each peak window W that is detected from one of the

Twitter stream among BL, AD and EX can be described by the most frequent unigram,

measured by their TF-IDF value. The assumption here is that the summary term of

one window should be very different from other windows. Therefore, the TF value is

calculated by all the tweets in window W, and the IDF is based on the tweets in all

the previous identified peak windows. Following the same strategy as in the Twitinfo

system, the top 5 TF-IDF weighted terms with highest TF-IDF value from each peak

window are selected to represent the corresponding potential sub-event. Similar to the

Twitinfo system, the number of summary terms is set to 5.

As shown in Figure 4.1, the burst detection algorithm is applied in parallel to all three

streams, i.e. AD, BL and EX. Consequently, the detected bursts can be represented

as a list of peak windows and their corresponding terms, i.e. summary terms. These

terms are ranked based on their TF-IDF value. However, when running the burst de-

tection algorithm over multiple streams, there is probability that peak windows from

different event streams represent the same sub-event. In the proposed framework, a
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window combination step is employed to reduce the amount of duplicated peak win-

dows. In this sub-step, two peak windows that are detected from different streams are

considered as duplicated if the peak windows overlap in time and contain more than half

common summary terms. Once the two windows are recognized as duplicated, they are

combined together and considered as single peak window. We use the same properties,

i.e. timespan and summary terms to describe the combined window. The new times-

pan is calculated as the union of the individual timespan of all the duplicated windows,

while the summary terms are recalculated based on the same strategy for the summary

selection process which is used in the Twitinfo system.

b. Summary tweets This research takes advantage of tweets in the peak windows

for a structured summarisation. In this approach, the score of a tweet is the average TF-

IDF value of all the terms that appear. This final score, i.e. also known as “normalized

TF-IDF score score(TF − IDF )”, is calculated by equation 4.5.

TF − IDF =
1

n
·

n∑
i=1

tfidfi (4.5)

Before the calculation, all the tweets are pre-processed with stop word and punctuation

removal, stemming and Twitter symbols (@ user mention and shorten URL) filtering,

where the remaining terms are referred as informative terms. However, the drawback of

using the normalized TF-IDF score is that this strategy favours selection of short tweets

that only contains few terms with very high TF-IDF value. Normally, the number of

the distinct informative terms in the summary tweet is often less than 2, being primarily

made up of terms with high TF-IDF values. Since these short length tweets typically

don’t provide any extra information over the summary terms, this research preferentially

selects tweets with more different terms. Specifically, the summary tweets is expected to

have the highest normalized TF-IDF score among all the tweets belonging to that peak

window and have at least two terms. A longer tweet with the same normalized TF-IDF

score as a shorter tweet will always be preferred.
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4.2 Datasets Preparation and Investigation Approaches

In order to apply the Twitinfo event detection algorithm to the datasets retrieved by the

proposed adaptive crawler, it is necessary to prepare the datasets, tune the algorithm

parameters and define the evaluation metrics.

In this section, the overview of the tested datasets is addressed first (in section 4.2.1).

Then the preparation work to both the datasets and algorithm is introduced, including

the preparation of raw datasets to the algorithm (in section 4.2.2) and the tuning of

algorithm parameters (in section 4.2.3). At the end of this section, the metrics for

measuring and comparing the detection results are detailed (in section 4.2.4).

4.2.1 Event Datasets

To explore the detection benefits under different event scenario, this research select

two events for the investigation: the 2013 Glastonbury Music Festival (Glastonbury

Festival) and the 2014 Sochi Olympic Games (Sochi Olympic). The timeline of the

Glastonbury festival event is more intense because multiple performances are carried

out simultaneously. On the other hand, the schedule of the Sochi Olympic event is

sequential and even irregular because the time duration of each competition varies. A

detailed overview of the evaluated datasets is shown in Table 4.1.

Table 4.1: Event Datasets Overview

Glastonbury Festival Sochi Olympic

Baseline Adaptive Baseline Adaptive

Init. Keys Glastonbury Sochi,#olympic2014, #sochi2014

Period 2013-06-29, 11:00 to 2014-02-22, 05:15 to
2013-06-30, 00:00 2014-02-22, 19:15

(duration) (4 hours) (14 hours)

Tweets No. 171,254 232,811 213,986 281,692
(ave. rate/min) 465 645 255 335

Keyword No. - 118 - 247
(ave. rate/hour) - 29 - 18

Following the same strategy used in the previous crawling, both events are crawled with

plain text keyword (“Glastonbury” for 2013 Glastonbury Festival and “Sochi” for
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2014 Sochi Olympic Games) and for Sochi Olympic, two specialised event hashtags are

also employed. As mentioned in section 1.2, one of the research aims is to understand

the evolution of an event stream by its sub-events. This research investigates the per-

formance of the algorithm when the sub-events are reported by the news media. The

tweets arrival rate of Glastonbury Festival is higher than that of Sochi Olympic, for both

the baseline datasets and the CS-KwAA adaptive datasets. This is due to the higher

keyword identification rate, i.e. more hashtags are used during the Glastonbury Festival

if they all relate to the event. The following processing and evaluation are carried on

these two datasets.

4.2.2 Datasets preparation for Event Detection

The online content generated by the general public, such as tweets, can be extremely

noisy and unstructured. Although the baseline and the adaptive crawling model fil-

tering the stream with a set of event specific keywords, the event stream retrieved by

the baseline crawler and adaptive crawler still contains event-irrelevant information (as

demonstrated in section 3.6.1). Detection of events over such data directly can lead to

unexpected results. To better understand the effect of both event relevant and irrelevant

content in the extra tweets, this research investigates the event detection results with

both raw and filtered datasets.

• Raw data from the crawlers (Raw)

The first series of experiments are carried on the raw data which is crawled by the

baseline or the adaptive crawler. In this setting, the output of the crawler is sent

to the detection algorithm directly without any additional processing. To simulate

a real-time event detection scenario, all tweets are provided to the system in a

streaming manner and processed in a single pass (no re-examination of the tweet

once it is processed).

• Dataset with only Event relevant tweets (Filtered)

In the second group of experiments, only the event-relevant tweets, as classified

by the method in section 3.4.3, are sent to the detection algorithm as the input.
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Although, additional data processing is required in this setting, this extra step

reduce the impact of noisy tweets introduced by the adaptive crawling. Moreover,

it is still possible to achieve real-time detection if an automatic tweet classifier is

trained. The classifier don’t need to be very accurate, the requirement is to filter

the background noise, which can be achieved advance in offline [34, 127].

With the aim of a better understanding of how the additional content benefit the event

detection, the investigation is conducted over three different Twitter stream for each

event:

• BL: the common baseline which apply the detection algorithm directly to the

pre-defined keyword specified baseline stream.

• AD: using the same detection algorithm as the BL approach but exploiting the

adaptive stream that retrieved by the adaptive crawler with the same initial key-

words as BL.

• EX: using the same detection algorithm as the BL approach but exploiting the

extra stream that obtained by Equation 4.4.

• ALL: the proposed event monitoring solution that described in section 4.1.

The tweets volume of all the datasets used in the detection benefit investigation are

listed in Table 4.2. “Proportion” is the ratio between the number of tweet in Filtered

datasets and that in Raw datasets, i.e. the proportion of event-relevant tweets in the

event stream.

Table 4.2: Tweets Volume of Evaluation Datasets

Glastonbury Festival Sochi Olympic

BL AD EX BL AD EX

Raw 171,254 232,811 61,671 213,986 281,692 67,917

Filtered 168,638 215,195 47,274 150,107 205,942 55,980

Proportion 98.32% 92.43% 76.64% 70.15% 73.11% 82.42%
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The proportion of event-relevant tweets in both the BL and AD datasets of Glastonbury

Festival is higher than that of Sochi Olympic by 28.17% and 19.32% respectively. On

the other hand, the figures for EX datasets is reversed. The Glastonbury Festival sees

a marked decrease in the retained tweets whereas the Sochi Olympics sees an increase.

There are two reasons in response to the lower proportion value for Sochi Olympic in

its BL and AD datasets.

• Tweets with plain text keyword “Sochi” Although this term represents the

city which holds the 2014 winter Olympic games, it also appears in tweets irrelevant

to the Winter Olympic since this word is very general. For instance, Today’s Hair:

Chanel Brooch, Flora Fresh from Sochi, Weave by @mrericalt, Styling by Mariola!

is collected by both the baseline and adaptive crawlers since it contain the initial

keyword “sochi”. Due to this reason, when calculating the total score of a tweet (as

described in section 3.4.3), the total score of tweet will not change if either “sochi”

or its hashtag format “#sochi” emerges in the tweet. However, this results in

a significant drop of volume on event-relevant tweets (the volume difference of

considering “sochi” as event related versus non-related in BL dataset is 40,038,

nearly 20% of the total volume). To reduce the amount of event related tweets

that are wrongly removed by the aforementioned strategy while retain the clearness

of the filtered dataset, the total score is increased by two when “sochi” and “2014”

appears together. This process re-identifies one fourth of the tweets removed by

the previous strategy as event-relevant.

• Tweets in languages other than English There is no official documentation

on Twitter stating that its filtering function retrieves tweets with keyword in other

language. However, more than 30 thousands tweets in BL dataset don’t contain

the initial keywords listed in 4.1 but with the variation of “sochi” and “olympic”

in other language. Although some of these tweets escape from the wrongly classi-

fication due to event-related hashtags they carried, most of them are filtered out

due to the insufficient support on the comparison of Korean characters.
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Nevertheless, filtering out the aforementioned event-relevant tweets doesn’t bias the in-

vestigation of detection benefits in this chapter. First, the event-relevant tweets filtered

out by this process are diverse in their content and distribute across the whole investi-

gation period. Second, these tweets are removed from all three filtered datasets. Even

if these tweets corresponds to important sub-events, they don’t introduce bias to the

adaptive crawler since the sub-events are absent across all three datasets.

4.2.3 Parameter tuning

The fundamental idea of this statistical based event detection algorithm is to approxi-

mate the subjective observation of the tweets volume. However, social text stream, such

as tweets, is always dynamic and hard to anticipate.

There exists four parameters in Twitinfo event detection algorithm which can affect the

detection results, as shown in Table 4.3.

Table 4.3: Input Parameters of Twitinfo Algorithm
Paramter Notation Definition

detection latency p number of bins for calculating the
initial mean deviation

sample interval tsample the length of time slot for each bin
in the algorithm

smoothing factor α the fraction of recent bin are consid-
ered versus all the previous bins

inequality threshold τ the threshold to determine whether
the variation of tweets volume is big
enough to be defined as event

1. detection latency The least influential parameter for the algorithm is p. This

parameter represents the number of time slots to be used for calculating the initial

mean deviation. In other words, it can be considered as the indicator of detec-

tion latency for the detection, i.e. a period that is not possible to obtain the

detection results immediately. A larger value for this parameter p will result in a

longer detection latency but provides a better approximation in the mean devia-

tion. However, the impact of longer detection latency is more substantial then the

inaccurate approximation at most of the cases, unless the variation of the tweets
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arrival rate at the initial time slots is dramatic. As a result, p is preferable to be

a small value, especially when the total detection period is short.

2. sample interval When detecting the event through the tweets arrival rate, the

length of time slot, or the sample interval (tsample) for calculating the arrival rate,

will affect the resolution of the event detection. With a small sample interval, it

is possible to detect more events with shorter time span. However, the negative

aspect of the shorter sample interval is the increasing of false reports. In order to

capture the evolution of the event, an interval that can reveal the key moments

during the event is desirable. Namely, the length of sample interval is event specific.

For example, the sample interval is about several minutes for a football match while

can stretch to hours or even days for disasters like earthquake. The settings of

sample interval also impact the p value. A shorter sample interval will results

in more significant variations and uncertainty of the tweets count, thus require a

larger p.

3. smoothing factor The smoothing factor α, an important parameter in the EWMA,

is also an essential parameter in Twitinfo algorithm. Similar to the function in

EWMA, α determines how many history counts affect the calculation of the cur-

rent mean average and the mean deviation. The larger the α, the more the mean

and deviation is biased towards the recent history. Namely, with the increasing of

α, the smooth effect is weakened. There exists a range for α, that is [0, 1]. When

α = 0, the expected arrival rate is just the rescaling of the real arrival rate rescaled

by Ci−C1
p . When α = 1, the expected arrival rate is only affected by the previous

arrival rate. If the event under review requires a small sample interval (less than

5 minutes), a smaller α (less than 0.5) can be helpful in alleviating the impact of

false reports. As a result, the instinct for choosing a proper α is to find a value,

where the smoothing factor can reduce the impact of trivial variations in tweet

arrival rates.

4. inequality threshold The threshold τ is another important parameter which is

used as a coefficient to determine the variation level of the arrival rate. In the

Twitinfo algorithm, a peak window is identified if the difference between the real
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rate and the mean rate is significantly higher than τ times of mean deviation.

Provided a fixed setting of other parameters, higher τ will results in less peak

windows. There is no absolute standard for choosing τ as its value is highly

dependent on the value of α. As a result, when choosing the value of τ , it is

necessary to find a α, τ pair that can distinguish the visual peaks.

Through the analysis of all the input parameters of Twitinfo’s event detection algorithm,

it is obvious that the most deterministic parameters are the smoothing factor α and the

inequality threshold τ . While the effect of other two parameters can be balanced by

changing the value of α and τ .

Although it is possible to adopt the Twitinfo system’s setting directly (p = 5, one-minute

sample interval, α = 0.125, τ = 2), a universal parameter setting for all the events is

not achievable. This is because the variation of tweets volume is event specific [98].

As a result, this research determines Twitinfo’s parameters in a heuristic strategy by

considering the characteristics of each event with statistical and empirical observations.

This research chooses p to a value that cover a constant period of time, i.e. 30 minutes,

for all the evaluation. By employing a fixed time period, the p value is negative variant

to the length of sample interval tsample. An empirical experiment on different sample

interval proves that the intensive variation of volume brought in by shorter time interval

can be balanced by providing the algorithm with a small α. In other words, when

the sample interval is decreased, α need to be reduced for obtaining a similar visually

result. Consequently, the sample interval is determined on event basis: 5 minutes for

Glastonbury Festival as this is the average length of a song during the performance, 10

minutes for Sochi Olympic as the shortest final program last for that period of time.

For the setting of α and τ , this research explores the number of window that can be

detected for each pair of them. A ground truth for the location and length of peak

is generated based on visually perception on the volume. By comparing the detected

windows against the ground truth, the parameters are set with values that enable the

highest detection accuracy (all the bursts are detected even after smoothing).

In this chapter, the parameter is tuned for the BL dataset. The same values are applied
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to the other two datasets, i.e. AD and EX. Namely, the parameters are determined

with tweets arrival rate of the BL dataset, and therefore may not be the best choice

for the AD or EX datasets. However, if the detection result over AD and EX datasets

are improved even using the compromised parameters (particular tuned for BL), it is

rational to deduct that the result should be the same or even better if the parameters

are tuned with those datasets. Table 4.4 lists the configuration of parameters for the

event under investigation.

Table 4.4: Parameters Setting for Twitinfo Algorithm

Parameters

p tsample α τ

Glastonbury Festival 6 5mins 0.6 2.5
Sochi Olympic 3 10mins 0.75 2.75

4.2.4 Evaluation Metrics

The majority of the event detection algorithms are evaluated by their ability to success-

fully identify real-world events (i.e. precision and recall as described in section 2.4.1).

However, rather than comparing the detection results generated by different detection

algorithms, this thesis is interested in exploring the detection results generated by the

same detection algorithm but over different event datasets. To be more specific, this

chapter aims at measuring the differences between the detection results that are gen-

erated by the Twitinfo algorithm but over BL, AD and EX datasets. Accordingly, the

hypotheses for the research questions that proposed at the beginning of this chapter can

be concluded as:

• Hypothesis 1: The accuracy of detection results is improved when the additional

event relevant content is introduced.

• Hypothesis 2: More sub-events can be detected from the datasets that contain

extra event content

• Hypothesis 3: The amount of information carried by the sub-events which are de-

tected from datasets with extra event content is higher than that from BL datasets
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This research quantifies the detection accuracy by the precision, recall and F-measure (in

section 4.2.4.1), correlated to the amount of reasonable sub-events that can be detected

from the datasets. One the other hand, the amount of information in the detected

sub-event is quantified by the event entropy (in section 4.2.4.2).

4.2.4.1 Detection Precision, Recall and F-Measure

The raw output of the Twitinfo algorithm is a list of peak windows. Assessing the

performance of Twitinfo event detection algorithm solely with the detected peak windows

can be very difficult. Even though the peak windows from different datasets overlap with

each other, the contents covered by these windows can be different since the tweets in

different peak windows varies.

To simplify the comparison of peak windows between BL, AD and EX datasets, this

research relies on the summary tweets (as introduced in section 4.1.3) for measuring

the detection accuracy. The measurements for investigating the detection results are

shown in Table 4.5. Rather than checking the number of realistic event can be detected

from the noisy Twitter stream, this research examines the detection accuracy over a

collection of tweets that are associated with a particular event. Therefore, applying the

event detection algorithm to the retrieved datasets should provide peak windows about

the sub-events (the number of sub-events is normally lower than the number of peak

windows can be detected from an event stream). These sub-events reveal the evolution

of the event.

This research uses event precision (Pevent) to measure the proportion of peak win-

dows that correspond to the real-world sub-events. As described in the section 2.1.1, a

sub-event of an event refers to the underlying story that happens at a particular time

period. In the scenario of this research, a sub-event is newsworthy to be reported by

the mainstream media, showing together with the retrieved keywords in the headline

or content. For example, a peak window that is summarised by a tweet “I think I’d be

quite into Glastonbury if I was some kind of predator or serial killer” in the Glaston-

bury Festival datasets will not be considered as a sub-event. Clearly, this is an opinion
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tweet and doesn’t corresponding to any realistic events. This research defines the event

recall (Revent) as the proportion of distinct sub-events can be correctly identified by

the framework. When applying the Twitinfo algorithm on the event datasets, there

is chance to detect multiple peak windows (normally consecutively) talking about the

same sub-event. If two detected peak windows are related to the same sub-event, both

of them will add credit to the Pevent, but only one distinct sub-event will be considered

when calculating event recall. Since it is infeasible to label the nearly half million tweets

manually for identifying all the sub-events, the number of distinct sub-events is defined

as the total number of distinct sub-events can be detected from all three (BL, AD and

EX) datasets that are about the same event.

Table 4.5: Detection Precision and Duplicate Rate
Notation Definition

Pevent fraction of peak windows that are realistic sub-event

Revent fraction of distinct sub-events that are detected as peak windows

F1 score considering the above Pevent and Revent by equation 3.7

4.2.4.2 Event Entropy

In order to verify the third hypothesis, it is necessary to quantify the amount of informa-

tion that can be detected from each event. This research argues that the summary tweet

of a window elaborates the most important sub-event but cannot represent the overall

state of the window. On the contrary, the summary terms are more representative of

the content of their window since they are carried by multiple different tweets within

the peak window. The summary terms of each peak window are exploited for measuring

the amount of information that can be detected from an event. Shannon entropy, also

referred to information entropy [128], is used since it has been used in existing event

detection research. A Higher entropy indicates larger amounts of information in an

event cluster [32, 33]. The information entropy measures the uncertainty of informa-

tion content based on the assumption that a set with random symbol can provide more

information. The information entropy of a message can be calculated by equation 4.6,
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where P (xi) represents the probability that symbol xi occurs.

H(X) =
∑
i

P (xi)I(xi) = −
∑
i

P (xi) logP (xi) (4.6)

According to the equation in 4.6, information entropy is affected by two factors: the

probability distribution of all the symbols and the number of symbols. For a message

of certain number of symbols, the entropy reaches its maximum when all the symbols

equally emerge. Increasing the number of terms will also result in higher entropy. For

this research, a summary term is judged as more informative when it is associated with

diverse non-stop-word terms.

This research measures the event entropy by calculating the entropy of each summary

term. Based on the entropy formula in equation 4.6, it is possible to quantify the amount

of information that a summary term represents. For each summary term t ∈ T of peak

window w ∈W , it represents all the tweets which contain this term t and locate within

window w. This set of tweets is represented by TS. Consequently, the summary term

entropy for term t is equivalent to the entropy TS. Namely, the amount of information

that is carried by summary term t of window w can be calculated by equation 4.7, where

xi is the distinct term in tweet set TS.

H(t, w) = H(TS) = −
∑
i

P (xi) logP (xi) (4.7)

As a result, the amount of information of window w, or the window entropy, is calculated

by the sum of all the summary term entropy, as shown in equation 4.8

H(w) =
∑
t∈T

H(t, w) (4.8)

The sum of window entropy of all the detected windows in W can measure the informa-

tion entropy of an event e. However, the number of peak windows among BL, AD and

EX datasets for the same event can be different. This research calculates the average

window entropy instead of accumulative window entropy to measure the event entropy.

In summary, this research quantifies the information that can be detected for event e,
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or the detectable event entropy, by equation 4.9.

H(e) =
1

n
·
∑
w∈W

H(w) =
1

n
·
∑
w∈W

∑
t∈T

H(t, w) (4.9)

where n is the number of window within the detected windows set W .

4.3 Investigating DSTReaM with Adaptive Datasets

This section reports the event detection results based on the evaluation metrics listed

above. Two separate experiments are conducted to investigate the event detection results

on BL, AD and EX datasets over Glastonbury Festival and Sochi Olympic events. In

the first experiment, the detection algorithm is applied to the unfiltered raw datasets,

while in the second experiment, the datasets are filtered to retain only event-relevant

traffic. For both events, tweets are provided to the detection algorithm in a continuously

streaming manner to simulate the real-time event detection scenario. To conclude the

investigation results, a discussion on the performance of evaluation metrics and the

characteristics of detection algorithm is given at the end of this section.

4.3.1 Experiment One: Detection Results over Raw Datasets

To mine sub-event information about the event in real-time, the event detection algo-

rithm should be able to analyse the tweets data in streaming manner without additional

pre-processing. As a result, this research first applies the detection algorithm to the un-

filtered raw data from the Twitter crawlers. Namely, the entire dataset, including both

event-relevant traffic and event-irrelevant tweets are counted and analysed for generating

the peak window and summary.

4.3.1.1 Peak Windows and Sub-events

The event streams (reproduced from BL, AD and EX datasets) are sampled and sent to

the Twitinfo detection algorithm, whose parameters are configured to the value in Table
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4.4. Based on the criteria in section 4.2.4, sub-events are identified from all the detected

peak windows (an example of detection result can be found in Table B). Specifically,

each window and its summary tweet is examined by at least two participants. Their

task is to compare the summary tweets with the online resources from event websites,

mainstream media and Wikipedia pages. If there exists a report or Wikipedia page

indicating the association between the entities mentioned in the summary tweet and the

event, the peak window described by the tweet is considered as a sub-event.

In this section, the full list of sub-events and the detected window are presented by a

summary table with visualisation. The full list of sub-events that are detected from

the Glastonbury Festival and Sochi Olympic are reported in Table 4.6 (Raw columns)

and Table 4.9 (Raw columns) respectively. While the description for noisy peak windows

(which not correspond to sub-event) emerged in Glastonbury Festival and Sochi Olympic

are reported in Table 4.7 (Raw columns) and Table 4.8 (Raw columns) respectively. A

check mark is given when the sub-event or noisy peak window is detectable with that

particular dataset. The Keyword column indicating the hashtags that are automatically

identified as tracking keywords during the retrieval process. Similarly, the visualisations

of peak windows for these two events are presented separately. Figure 4.2 visualises the

peak windows detected from Raw Glastonbury datasets, while Figure 4.3 visualises the

peak windows detected from Sochi Olympic datasets. The figure of each event visualises

the detected peak windows by multiple boxes. Lettered boxes represents the noisy peak

windows. The rest boxes (indexed box) are labelled by the index of sub-event with which

their summary tweet is associated.
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As can be observed from the Raw columns from Table 4.6, the number of distinct sub-

events can be detected from BL datasets is higher than that in AD datasets, while both

lower than the number of sub-events detected from the EX datasets. However, both

the AD datasets and the EX datasets provides sub-events that can’t be detected from

the BL datasets. On the other hand, both AD and EX datasets cover more noisy peak

windows in their detection results (as shown in Table 4.7 ). These noisy peak windows

are not limited to opinion chat about Glastonbury Festival but also talk about events

such as Wimbledon Championship, Twitter follow-up scam and discussion about Foot-

ball club. However, as can be observed from Figure 4.2, these sub-events are detected

during the period when the amount of traffic is high during Glastonbury Festival. This

further demonstrates the conclusion from section 3.6.2.4 that the KwAAs give better

performance during performance period. In addition to the extra sub-events, CS-KwAA

also identifies keywords relating to sub-events. More than 80% of the sub-events de-

tected in the Glastonbury Festival can be described with the identified keywords (as

shown in Keyword column from Table 4.6).

Figure 4.2: Detected Peak Windows of Glastonbury Festival (Raw):
Numbered windows are indexed by Sub-event Idx. defined in Table 4.6;

Lettered windows are indexed by Noise Idx. defined in Table 4.7

As show in Figure 4.2, the amount of noisy peak windows identified during the Sochi

Olympics (lettered boxes) is decreased. In fact, there only exists two types of noisy

peak window for the Sochi Olympic datasets, as shown in Table 4.8. Both of them are

detected in the BL datasets since the initial keyword “Sochi2014” is mentioned. The

improves on the detection results of sub-events also provides much better statistic than

that in Glastonbury Festival test. As shown in Table 4.9, the AD dataset provides not

only all the sub-events that are detected from BL datasets, but also an additional sub-

event about Plushenko. The EX datasets provides less sub-events that emerged in the

peak windows detected from BL datasets, but offers three additional sub-events that
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neither detectable from BL datasets nor the AD datasets. These can be considered as

the supplementary materials for revealing the evolution of Sochi Olympic as more time

slots are filled.

Figure 4.3: Detected Peak Windows of Sochi Olympic (Raw):
Numbered windows are indexed by Sub-event Idx. defined in Table 4.9;

Lettered windows are indexed by Noise Idx. defined in Table 4.8

4.3.1.2 Detection Accuracy and Event Entropy

In order to quantify the metrics about detection accuracy and the event entropy, the sub-

events (numbered peak window in Figure 4.2 and 4.3) identified from whole list of the

peak windows are examined. Table 4.10 reports the number of peak windows that can

be detected from different type of datasets (which belongs to different events). The BL

and AD datasets of Glastonbury Festival results in the same amount of peak windows,

while both are less than that of EX dataset (11 versus 14). 6 out of 11 peak windows

in BL datasets correspond to the realistic sub-events (as illustrated in Figure 4.2). This

results in the 49.59% F1 score in BL dataset. The F1 score for the AD dataset is lower

than that of BL by 9.19%. In fact, it is the lowest among all three Glastonbury datasets.

This is caused by event-irrelevant tweets. They decrease both the detection precision

and recall. Among all the 11 peak windows of the AD dataset, 5 of them are labelled

as realistic sub-event, 2 of them talks about Glastonbury but can’t be associated to the

reports from online sources. The rest 4 are noisy windows that are irrelevant to the

Glastonbury Festival (talking about Wimbledon Championships, Premier League and

etc.). Although the amount of noise brought in by the adaptive crawling is less than

1% of the event-relevant traffic (as shown in Table 3.8), the Twitinfo event detection

algorithm still identifies these as abnormal moments (outliers). As described in section
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3.6.2, CS-KwAA can quickly recover from non-related event keywords. However, this

advantage negatively impact the detection accuracy on the sub-event detection task.

Twitinfo algorithm is very sensitive to the sudden spikes caused by the short-lived event

non-related keywords. Due to that, the AD dataset gets the lowest event recall. EX

dataset gets the highest F1 score. Although the number of sub-events detected in EX

dataset is larger than that of BL by one, the detection precision is lower due to non-

Glastonbury peak windows. However, all eight sub-events are distinct and result in the

highest event recall.

Table 4.10: Evaluation Metrics on Raw Datasets

Glastonbury Festival Sochi Olympic

BL AD EX BL AD EX

Windows No. 11 11 14 7 8 6

Pevent 54.55% 45.45% 64.29% 71.43% 75% 83.33%

Revent 45.45% 36.36% 72.73% 55.56% 66.67% 55.56%

F1 score 49.59% 40.40% 68.25% 62.50% 70.59% 66.37%

Event Entropy 23.38 30.09 32.02 21.95 24.61 31.19

When quantifying the event entropy, this research only considers peak windows that are

identified as sub-events. As shown in Table 4.10, although the F1 score calculated based

on detection results of AD dataset is the lowest , the amount of information carried by

those limited number of sub-events are substantially higher (by nearly 30% increasing)

than the event windows of BL datasets. The event entropy of EX dataset is higher than

both BL’s and AD’s, indicating that the amount of information carried by the extra

information is the main contributor to the increasing of event entropy for AD dataset.

The event entropy metric shows similar tendency for the Sochi Olympic datasets, highest

for the EX dataset while lowest for the BL dataset. The F1 score for Sochi Olympic

shows different scene, but all are higher than that of Glastonbury Festival. The reasons

for this change are twofold. First, unlike the generic expression about the willingness

to go to the festival in the Glastonbury datasets, tweets containing personal feeling

in Olympic datasets are always associated with a real-world entity, such as a team or

an athlete who is playing the game. Since these tweets are about things reported in

newswire, the probability that a peak window is a sub-event is larger. Second, the sub-
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events in Olympic datasets happen chronologically rather than simultaneously and thus

are easier to identify. Comparing the F1 score across the detection results based on all

three datasets, it reaches the highest based on AD dataset, the second place is based

on EX dataset, while the last is based on BL dataset. Contrary to the Glastonbury

Festival, the benefits of additional event traffic is more obvious by the results of AD

dataset rather than EX dataset. The enhancement of the results in AD dataset is owing

to the high proportion of event-relevant tweets (as shown in Table 4.2). As a result, no

additional noisy windows are detected compared to the results of BL dataset. The main

reason for the lower F1 score in EX dataset is the number of peak windows, this number

is even lower than that in BL dataset.

4.3.2 Experiment Two: Detection Results over Filtered Datasets

As shown in the previous experiment, the detection results on the AD and EX datasets

are affected by the event-irrelevant tweets, especially for the Glastonbury Festival datasets.

Therefore, the second experiment investigates the detection results on datasets that con-

tain only event-relevant tweets. As described in section 4.2.2, the keywords are labelled

to guide the tweets classification. This research then follows the same steps as the ex-

periment one, but investigating the detection results based on the filtered datasets of

Glastonbury Festival and Sochi Olympic.

4.3.2.1 Peak Windows and Sub-events

Following the same steps in section 4.3.1.1, the description for sub-events and noisy peak

windows for the filtered datasets are generated and visualised. Figure 4.4 illustrate the

detection results of all three filtered datasets about Glastonbury Festival (the descrip-

tions for all the boxes in the figure are listed in Table 4.6 Filtered columns and Table 4.7

Filtered columns), while Figure 4.5 presents the results detected from the filtered Sochi

Olympic datasets (the description for each box in the figure can be found in Table 4.9

Filtered columns, Table 4.8 Filtered columns).

As shown in the Filtered columns in Table 4.6, one additional sub-event is detected from
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Figure 4.4: Detected Peak Windows of Glastonbury Festival (Filtered):
Numbered windows are indexed by Sub-event Idx. defined in Table 4.6;

Lettered windows are indexed by Noise Idx. defined in Table 4.7

Figure 4.5: Detected Peak Windows of Sochi Olympic (Filtered):
Numbered windows are indexed by Sub-event Idx. defined in Table 4.9;

Lettered windows are indexed by Noise Idx. defined in Table 4.8

the AD dataset even with the parameter tuned for the BL datasets. When applying the

event detection algorithm only on the extra traffic, much more underlying events can be

detected. 5 more sub-events are detected comparing to the results of BL. Although the

AD datasets contains all the traffic in EX datasets, sub-events 1, 8, 9 and 12 are absent

from the detected result of AD dataset. In fact, overwhelming by the huge volume of

tweets about other more trending sub-events in AD datasets, these four absent events

are missed by the detection algorithm. As shown in Figure 4.4, the windows of two

distinct sub-events in EX (talking about the performance of Primal Scream and Two

Door Cinema Club) overlap with peak windows in AD dataset. Similar to the results

based on raw datasets, most of the sub-events detected from filtered datasets can be

described by the tracking keywords. As reported in Table 4.6 (Filtered and Keyword

columns), nine of the eleven sub-events are tracked with keywords identified by the

proposed KwAA. Namely, it is possible to get these sub-events in real-time with these

keywords while crawling.

A more substantial difference of the detection results among BL, AD and EX datasets

can be found in the investigation of Sochi Olympic. The Filtered column in Table 4.9
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and Figure 4.5 illustrates the number of additional sub-events can be detected from

AD or EX datasets when compared to that from the BL dataset. Using BL dataset

as reference, AD dataset provides 4 more sub-events and EX dataset provides three.

Rather than reveals more underlying, overlapped sub-events (which is demonstrated by

the analysis on event detection over Glastonbury Festival datasets), the AD dataset

of Sochi Olympic provides better resolution on event detection. During the period

where the Twitinfo algorithm detects the Biathlon relay competition (sub-event 9) in

BL dataset, the filtered AD dataset presents 3 separate sub-events within that period.

Similarly, sub-events detected by CS-KwAAs during Sochi Olympic can be represented

with keywords identified by CS-KwAAs.

Based on the above analysis, it can be observed that the detection results based on the

Filtered datasets is different from the results based on the Raw datasets. Even though

the same parameters settings in Table 4.4 are adopted, the algorithm detects new sub-

events that are not recognized in the previous experiment. On the other hand, the

number of noisy peak windows is reduced after filtering out the event-irrelevant tweets.

This is more apparent for the Glastonbury Festival. Three types of noisy peak windows

are absent in the filtered datasets. The only remaining one is about the event.

4.3.2.2 Detection Accuracy and Event Entropy

To compare the detection results among raw and filtered datasets, this experiment in-

vestigates the results based on the same metrics in Table 4.10. Based on the detected

peak windows and the list of detectable sub-events for Glastonbury Festival datasets

(as shown in Table 4.6 and Figure 4.4) and Sochi Olympic datasets (as shown in Table

4.9 and Figure 4.5), the detection precision, recall, F measure and event entropy are

calculated and listed in Table 4.11.

As can be seen from Table 4.11, the F1 score for AD and EX datasets are higher than

that of BL for both events, by 7.83% and 9.92% respectively for Glastonbury Festival

and by 22.21% and 12.50% respectively for Sochi Olympic. For the filtered datasets,

all the detected peak windows are about the event of interest, but only some of them
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Table 4.11: Evaluation Metrics on Filtered Datasets

Glastonbury Festival Sochi Olympic

BL AD EX BL AD EX

Windows No. 13 12 13 6 10 6

Pevent 69.23% 75.00% 76.92% 83.33% 90.00% 100.00%

Revent 54.55% 63.64% 72.73% 50.00% 80.00% 60.00%

F1 score 61.02% 68.85% 74.77% 62.50% 84.71% 75.00%

Event Entropy 25.93 28.02 26.87 25.46 26.20 28.07

correspond to the realistic sub-events. All the datasets of Glastonbury Festival results

in 9 sub-event windows, while the number of peak windows corresponding to sub-event

varies for Sochi Olympic. There are 5, 9 and 6 sub-event windows for BL, AD and EX

dataset respectively. In other words, the amount of sub-events from the AD and EX

datasets are at least equal to that in the BL datasets for both events. Consequently, both

the detection precision and recall are higher for the datasets which contain extra event

traffic, indicating that the adaptive crawling can bring benefit to the event detection

task.

The other metric, event entropy follows the same pattern as that for the raw datasets.

The amount of information in AD and EX datasets is still higher than that of the BL

datasets for both of the events. However, the differences between these become less

obvious due to the removal of noisy tweets.

4.3.3 Discussion

By comparing the results in Table 4.10 and Table 4.11, it is clear that the detection

accuracy is improved on both the AD and EX datasets for both Glastonbury Festival

and Sochi Olympic event. In a nutshell, the improvement on F1 score is achieved by

the higher proportion of sub-events across all the peak windows and lower proportion

of duplicated sub-events. The proportion of sub-events (the detection precision) for EX

dataset of Sochi Olympic even reaches 100%, indicating that all the detected windows

corresponds to realistic sub-events. However, with higher proportion of event-relevant

tweets, sub-events tend to be detected in duplicate. The number of duplicate sub-events

increases from 1 to 6 for Glastonbury Festival and from 0 to 2 for Sochi Olympic. On the
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other hand, filtering out irrelevant tweets doesn’t impact the F1 score on BL datasets.

Since all the baseline tweets contain the initial keyword, the proportion of noisy tweets

in BL datasets is small (normally less than 5%). As a result, the F1 score of BL dataset

maintains the same level for both events. While the improvement of the F1 score is 7%

for EX datasets and 14% for AD datasets, the maximum increasing for BL datasets is

3%. However, the overall situation is the improvement on the F1 score, precision and

recall after filtering. This indicates that the filtering process bring positive impact on

the event detection tasks, especially for datasets retrieved by adaptive crawling.

The analysis on the decomposed stream illustrates that the Twitinfo peak detection

algorithm can identify extra sub-event with the help of the extra event tweets. This is

validated by both the raw datasets and the filtered datasets of two different events. To

determine whether the DSTReaM framework performs better in sub-event detection, the

detection results on Glastonbury Festival and Sochi Olympic with both raw and filtered

dataset are examined (as shown in Table 4.12 and Table 4.13).

Table 4.12: DSTReaM on Raw Datasets

Glastonbury Festival Sochi Olympic

max(·) ALL max(·) ALL

Windows No. 14 28 8 15

Pevent 64.29% 58.62% 83.33% 80.00%

Revent 72.73% 90.91% 66.67% 100.00%

F1 score 68.25% 71.28% 70.59% 88.89%

Table 4.13: DSTReaM on Filtered Datasets

Glastonbury Festival Sochi Olympic

max(·) ALL max(·) ALL

Windows No. 13 26 10 13

Pevent 76.92% 73.08% 100.00% 76.92%

Revent 72.73% 81.82% 80.00% 100.00%

F1 score 74.77% 77.20% 84.71% 86.95%

In the tables, the max(·) column represents the max value of the metric among BL,

AD and EX in the corresponding table. For example, the event precision of max(·) for

Glastonbury Festival in Table 4.12 is the maximal event precision for the same event in

Table 4.10. As shown in the two tables, by using the proposed DSTReaM framework (i.e.
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ALL column), the recall and F1 score are improved for all cases. Although the precision

drops due to the larger number of peak windows after combination, the detection recall

for all the experiments using DSTReaM framework is higher. As a result, the F1 score is

also improved for both events. The DSTReaM framework outperformed the state-of-the

art event detection algorithm in providing more sub-events. It can be concluded that

the proposed parallel detection framework introduces improvement compared with using

any one data stream (i.e. BL, AD or EX) alone.

A further result of the experiments in this chapter is that statistical outlier detection

based event detection algorithms are very sensitive to noise. This issue is even more

severe on the datasets crawled by the adaptive crawler with CS-KwAA. As discussed

in section 3.6.1, the advantage of CS-KwAA is its quick recovery from wrongly iden-

tified event non-related keywords. However, this actually becomes the major cause as

this mechanism introduces apparent noisy outliers: every time when a noisy keyword

is quickly dropped, a burst is likely to be generated and detected. Besides, the algo-

rithm employed in this chapter is fond of events with chronological sub-events. When

applying it to events containing simultaneous sub-events, the Twitinfo algorithm lost

the underlying, less trending sub-events. Although the Twitinfo algorithm raises addi-

tional challenge to this investigation, the proposed adaptive crawling not only provides

topical keywords on the core of sub-events, but also provides datasets with additional

sub-events that can’t be detected from baseline datasets.

4.4 Summary

By proposing the DSTReaM, this chapter investigates a different perspective that is left

to be unexplored in the existing literatures: the effects and influences of the extra event

traffic on the event detection algorithm. For the proposed framework, the input is the

expanded event stream that is identified by this research’s novel CS-KwAA embedded

adaptive crawler and decomposed into separate streams to be analysed in parallel by the

Twitinfo peak detection algorithm, before being recombined to identify and summarise

sub-events. In order to understand the impact of additional event information, this chap-
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ter investigated the performance of DSTReaM over two different planned events using

the metrics of detection accuracy and detection entropy. This chapter demonstrated in

two events of a distinct and diverse nature that the DSTReaM provides better event

detection in three primary aspects:

• a higher recall and F1 score. This demonstrates that the adaptive crawler intro-

duces additional sub-events that are not detectable by other TEM systems.

• a higher event entropy for the adaptive datasets than the baseline datasets. With

larger amount of event information carried by adaptive datasets, the tweets de-

scribe the event and sub-events are diversify in the vocabulary

• keywords describing the sub-events that are detected by Twitinfo algorithm. These

descriptive keywords are identified by CS-KwAA during the collection of events

tweets.

On the other hand, the investigation of the Twitinfo algorithm also shows the deficiencies

of algorithm when processing the adaptive datasets. It is possible to monitoring the event

with better sub-event detection if the algorithm is capable to:

• overcome the false detection by automatically identification of the noise in real-

time

• adapt the detection resolution based on the characteristics of events and underlying

sub-events

• monitoring each sub-event separately in a hierarchy mode so to detect sub-events

occurring simultaneously or overlapping in time

In addition, as CS-KwAA identified keywords that are related to sub-events during the

tweets retrieval, it is possible to get the sub-events, without applying the detection

algorithm, solely from the keywords identified by the proposed CS-KwAA.



Chapter 5

Conclusion and Future Work

In a world where the majority of citizens have mobile phones with embedded cameras,

microphones and sensors that can access to the internet, the rate at which data can be

produced during an event and disseminated is therefore increasing dramatically. This

phenomenon, together with the emergence of online social media, is changing the way

that people engage with events. Rather than consume event news passively as a reader,

in this Web 2.0 era, each individual has a chance to act as a the journalist for some

headline news too. With richer and more immediate information about real-word events

available from Twitter and other microblogging services, new opportunities and chal-

lenges are arising to enhance the use of the conventional TDT (Topic Detection and

Tracking) solutions. Over the last decade, a notable research effort has been made to

apply TDT solution to online social media. Twitter, as the most newsworthy platform

among the popular online social media services [27], receives the most attention. To

improve event monitoring through Twitter, researchers tend to extend the depth of de-

tection by developing algorithms that are capable of detecting as many realistic events as

possible (as described in chapter 2). The work described in this thesis concerns the sim-

ilar problem but for an online microblog setting. Rather than relying on sophisticated

but inefficient algorithms that improve the Twitter event detection problem through the

depth of detection, this thesis explores the feasibility of improving event monitoring by

expanding the coverage of event-relevant tweets. This chapter first summarises the work

120
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in this thesis (in section 5.1) and concludes with recommendations to extend this work

(in section 5.2).

5.1 Conclusion

To enable a better coverage of event-relevant content from microblogs, this thesis first

proposes an adaptive crawling model in chapter 3. In order to allow the model to run in

a fully automatic manner without requiring human annotation, this thesis proposed to

identify extra event content by relying on tweets that were retrieved previously. Specifi-

cally, the proposed adaptive crawling model enables additional event-relevant content to

be retrieved by identifying additional topical keywords as the search terms. By exploit-

ing only the Twitter # symbol that emerged in previous tweets, the adaptive crawling

model enables the whole process to automatically run in real-time and copes with both

planned and unplanned events.

In order to improve both the retrieval precision and recall, three KwAAs are proposed for

expanding the search query and the coverage of event content (in chapter 3). By applying

the adaptive crawlers equipped with different KwAAs in multiple real-world events,

this thesis evaluates the proposed model and KwAAs against the datasets retrieved

by a baseline crawler. This baseline crawler retrieves event tweets based on a set of

predefined keywords. Though the baseline crawler collects data in a straightforward

way, it is employed in most of the existing Twitter event analysis research. To avoid

the bias towards a good performance when using a priori knowledge of specific events,

this research selects the most general event term, normally in plain text, as the initial

search keywords. The experiment on the Glastonbury Festival datasets shows that the

high frequency hashtags introduce both event non-related keywords and event irrelevant

tweets. In contrast, the other two KwAAs achieve more promising results since the

precision and recall of the identifying underlying event topics are improved. Compared

with the algorithm based upon Twitter’s traffic pattern, hashtags with high content

similarity to the initial keywords are more reliable for retrieving the event topics. Based

on the evaluation of all the KwAAs with a real-world event, this research concludes that
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the adaptive crawlers equipped with traffic pattern and content similarity KwAAs can

identify a notable amount of event-related keywords, and thus contribute to a greater

amount of event-relevant tweets.

With a better coverage of event keywords and event tweets, the proposed adaptive

crawling mechanism and KwAAs are adopted and extended for building a domain specific

(crisis) lexicon [88]. While the proposed model and algorithm are capable of dealing

with certain events, the problem of concern is the generality of using them with different

kinds of events. As a result, a further evaluation is carried out on the KwAAs across

four different real-world events: two planned events, 2013 Glastonbury Music Festival

and 2013 Wimbledon Tennis Championship, and two unplanned events, 2011 Egypt

Protests and 2014 (MH370) Missing Plane. These events have different characteristics.

The results show that the proposed KwAAs have a better performance for planned

events in terms of topical keyword identification and information to noise ratio on the

extra traffic. In addition, the performance is enhanced during the actual event period

of planned events. As for the unplanned events, the performance of both traffic pattern

and content similarity based KwAAs degrades. However, the algorithm based on content

similarity still gives a much better performance than that based on traffic patterns. This

indicates that the content of tweets is a more reliable feature for discovering extra event

relevant content.

This thesis also presents a TEM solution, i.e., DSTReaM, that helps to verify that

the extended coverage of event content contributes to improved event monitoring (in

chapter 4). To investigate the effects and influences of extra event traffic on the event

detection algorithm, the DSTReaM first identifies event content by using the Adaptive

Microblog crawler (as described in chapter 3). Then, the input stream is decomposed

and analysed. Specifically, the framework decomposes the input stream into three indi-

vidual sub-streams, and parallels a statistical-based peak detection algorithm over the

temporal features of those sub-streams. Based on the information that is extracted,

newsworthy sub-events are detected and summarised. The framework is validated with

two different planned events using metrics based upon detection accuracy and event en-

tropy. Although the Twitinfo detection algorithm is sensitive to its parameter settings
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and noise, the detection accuracy and detectable event entropy metrics are improved.

In other words, it is shown that better event detection can be achieved if the cover-

age of the event content is expanded. Besides, this chapter, 4, also demonstrates that

the potential of using KwAA for sub-event detection in real-time. By comparing the

summarised event with the keywords that are identified by the CS-KwAA, this research

reveals that the search terms cover most of the detected sub-events (in section 5.2).

5.2 Future Work

To enable better event awareness and to monitor and report events in a real-time manner,

some recommendations of future work based on the research in this thesis are given as

follows:

1. Refinements on the adaptive crawling model with A) text modelling

based on ontologies, B) automatic pre-defined keywords identification

and C) event stream noise reduction (extension of chapter 3)

• In this thesis, the proposed crawling model expands queries purely based on

the text content of tweets. However, text content in Twittersphere is full of

typos and has lexical variations. To reduce the impact of semantic issues,

existing research employs Semantic web technologies such as ontologies, for

better suggestions based upon query expansion [129]. For example, ontology

provides a formal structure, including the types, properties, and interrela-

tionships, of the entities that exist for a particular domain. This technique

can also be used in the Twitter environment. Specifically, for the scenario

of this research, it is possible to examine the domain ontology to discover

the relationship and lexical variation of the terms in tweets once the event

is defined by the user. After that, rather than considering each term in the

document as equally important, terms that co-exists in that domain ontology

can be higher weighted. Also, new terms which do not exist in the tweet cor-

pus but belong to the same domain ontology can be added to the text model.
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On the other hand, the proposed adaptive crawling model can also use to

enrich the domain ontologies. Existing research [88] demonstrates that the

mechanism in the proposed adaptive crawling model is capable of support-

ing event lexicon building. As a result, a prospective direction is to combine

the aforementioned two processes together to develop a mutual reinforcement

model so to improve the accuracy for event content identification.

• The proposed adaptive crawling is triggered by a set of pre-defined keywords

(in section 3.2). Although it is possible to apply the adaptive crawling to any

events once the event theme is known, the requirement on knowing a priori

event-related initial keywords restricts its utilisation for unplanned events.

A manually triggered process risks losing time-sensitive information that is

often critical for unplanned event information acquisition and dissemination.

As a result, one of the adaptive crawling refinements lies in the automatic

identification of the event theme. This can be considered as an extension

of the work already done on the existing FSD or NED detection (in section

2.2.2). After identifying the first story from a FSD or NED algorithm, the

key problems are how to automatically recognise the importance of the event

and then to synthesis out of the available ‘raw’ information, a concise but

concrete summarisation within a limited amount of time.

• Identification of noisy tweets itself is not an easy task due to the informal

usage and short length of tweets. However, as shown in section 4.3.1, though

the current version of KwAA tries to minimise the noise while retaining the

coverage of the event traffic, it still incurs unexpected results for the event

detection task. The amount of noise in the Twitterverse is too notable to

be ignored by the existing real-time event detection algorithms. Exploiting

techniques used in tweets retrieval systems using more sophisticated query

generation or automatic tweets classification can be candidate solutions for

distinguishing the noisy tweets in a timely fashion.

2. Event tracking and profiling with new event detection algorithm that

can incorporate the adaptive crawling (extension of chapter 4).
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This research shows that adaptive crawling reveals useful information concerning

evolution or unfolding of an event by detecting more realistic sub-events for planned

event. However, tweets about different, overlapping sub-events are often mixed

up with each other and cannot be directly distinguished by the existing event

detection algorithms. Updating the exiting event detection algorithm to track

important sub-events and profile them individually will not only improve the event

awareness but also facilitate more accurate keywords adaptation. For example,

when collecting tweets about the Ukraine crisis1, the adaptive crawler identifies

tweets about the crashing of the Malaysia Airlines Flight 17 (MH17)2 a priori to

the baseline and keeps track of the tweets about it. Providing an event detection

algorithm that can detect, track and profile the MH17 sub-event directly from

the Ukraine crisis tweets stream, it is possible to achieve a quicker and more

comprehensive knowledge about the MH17 event using online social networks.

3. Investigation of the effects of adaptive crawling on other event moni-

toring applications

Compared with traditional newswires, social media services provide easier access,

enabling the general public to express their opinions and judgements about real-

world events. Twitter, as the most preferred social media service for breaking news

[28] and entity-oriented topics [130], accumulates people’s opinions and sentiments

about the social and news events [131]. The online discussions about particular

events thus provide opportunities for event monitoring through opinion mining and

sentiment analysis [111, 132]. As a result, a further future direction is to extend

this work to investigate the effects of the proposed adaptive crawling on sentiment

analysis, such as the coverage of the opinions and the propagation of sentiment.

1This is a political movement between Ukraine, European Union and Russia, more details in https:

//en.wikipedia.org/wiki/Ukrainian_crisis
2A plane belongs to civil aviation company that are wrongly shot down by military: https://en.

wikipedia.org/wiki/Malaysia_Airlines_Flight_17

https://en.wikipedia.org/wiki/Ukrainian_crisis
https://en.wikipedia.org/wiki/Ukrainian_crisis
https://en.wikipedia.org/wiki/Malaysia_Airlines_Flight_17
https://en.wikipedia.org/wiki/Malaysia_Airlines_Flight_17


Appendix A

Datasets Overview of Crawled

Events

Table A.1: Datasets Overview

Event
Keywords Collection period and Corpus size

(Initial Seeds) Baseline TF-KwAA TP-KwAA CS-KwAA

2012 London
Olympic Games

Olympic,
#London2012

2012-07-27,
20:39 to
2012-08-28,
08:30
(18465672)

2012-07-27,
20:41 to
2012-08-11,
17:52
(58759453)

- -

2013
Wimbledon

Championships

Wimbledon,
#wimbledon2013

2013-06-24,
21:41 to
2013-06-28,
15:54
(861641)

2013-06-24,
21:41 to
2013-06-27,
18:37
(11539738)

2013-06-24,
21:41 to
2013-06-28,
16:10
(1767146)

2013-06-24,
21:41 to
2013-06-28,
16:03
(1049684)

2013
Glastonbury

Music Festival

Glastonbury

2013-06-28,
16:26 to
2013-07-02,
06:52
(643612)

2013-06-28,
16:26 to
2013-07-02,
09:22
(15418924)

22013-06-
28, 16:26 to
2013-07-02,
10:22
(4325347)

2013-06-28,
16:26 to
2013-07-02,
10:22
(898101)

2013 Egypt
Protest

Egypt protest,
#ArabSpring

2013-07-17,
21:19 to
2013-07-18,
16:41
(77277)

2013-07-17,
21:19 to
2013-07-18,
16:40
(2887165)

2013-07-17,
21:19 to
2013-07-18,
16:41
(719931)

2013-07-17,
21:19 to
2013-07-18,
16:44
(219911)

Missing Plane
Malaysia

Airlines Flight
370 (MH370)

Malaysia
Airlines,

MH370

2014-03-09,
22:21 to
2014-06-09,
15:35
(11826943)

- 2014-03-20,
11:13 to
2014-03-20,
21:55
(1448409)

2014-03-09,
22:17 to
2014-06-04,
19:37
(22944013)

126
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Table A.2: Datasets Overview (Continued)

Event
Keywords Collection period and Corpus size

(Initial Seeds) Baseline TF-KwAA TP-KwAA CS-KwAA

Philippine
Earthquake

Philippines
earthquake,
#earthquake

2013-10-15,
17:14 to
2013-11-04,
11:18
(950234)

- - 2013-10-15,
17:14 to
2013-11-04,
11:15
(3369905)

2014 Sochi
Winter Olympic

Games

sochi,
#olympic2014,

#sochi2014

2014-02-10,
15:41 to
2014-02-27,
12:37
(6357977)

- - 2014-02-10,
15:41 to
2014-02-27,
14:00
(9421847)

Ukraine Crisis #Ukraine

2014-03-03,
10:12 to
2014-08-27,
12:44
(6112965)

- - 2014-03-03,
10:12 to
2014-08-23,
11:48
(14947891)

Malaysia
Airlines Flight

17 (MH17)

MH17

2014-07-21,
17:07 to
2014-08-27,
09:05
(3325070)

- - 2014-07-21,
17:04 to
2014-08-23,
11:50
(4475629)

2014 World Cup world cup,
#worldcup

2014-06-09,
20:37 to
2014-07-17,
11:26
(51942513)

- - 2014-06-06,
20:35 to
2014-07-13,
20:02
(76787570)

2014 Scottish
Referendum

scottish
referendum,

#Scottish-
Referendum

2014-09-10,
18:01 to
2014-09-23,
18:08
(360659)

- - 2014-09-10,
11:41 to
2014-09-22,
10:42
(4109325)



Appendix B

Event Detection Results

This Appendix gives an example output for the detection results that are produced

in chapter by 4. The statistical based burst detection algorithm which is proposed in

Twitinfo event monitoring system is applied.

As shown in Table B.1, detected peak window, summary tweets and event entropy are

listed. This is based on filtered datasets of Glastonbury Festival.

In this table, the sub-events are referred by their indexes. The relationships between

sub-event indexes and their title are listed in Table 4.6.
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Papadopoulos, Ryan Skraba, Ayse Göker, Ioannis Kompatsiaris, and Alejandro

Jaimes. Sensing trending topics in twitter. IEEE Transactions on Multimedia,

15(6):1268–1282, 2013.

[53] Georgiana Ifrim, Bichen Shi, and Igor Brigadir. Event detection in twitter us-

ing aggressive filtering and hierarchical tweet clustering. In Proceedings of the

SNOW 2014 Data Challenge co-located with 23rd International World Wide Web

Conference (WWW 2014), Seoul, Korea, April 8, 2014., pages 33–40, 2014.

[54] Daniela Pohl, Abdelhamid Bouchachia, and Hermann Hellwagner. Supporting cri-

sis management via detection of sub-events in social networks. International Jour-

nal of Information Systems for Crisis Response and Management (IJISCRAM),

5(3):20–36, 2013.

[55] Zellig Harris. Distributional structure. Word, 10(23):146–162, 1954.

[56] David M. Blei. Probabilistic topic models. Commun. ACM, 55(4):77–84, April

2012.

[57] Raffi Krikorian. New tweets per second record, and how! [online]. https://blog.

twitter.com/2013/new-tweets-per-second-record-and-how, 2013.

https://blog.twitter.com/2013/new-tweets-per-second-record-and-how
https://blog.twitter.com/2013/new-tweets-per-second-record-and-how


BIBLIOGRAPHY 137
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Lúıs Sarmento. Twitterecho: a distributed focused crawler to support open re-

search with twitter data. In Proceedings of the 21st international conference com-

panion on World Wide Web, pages 1233–1240. ACM, 2012.

[92] Pattisapu Nikhil Priyatam, Ajay Dubey, Krish Perumal, Sai Praneeth, Dharmesh

Kakadia, and Vasudeva Varma. Seed selection for domain-specific search. In

Proceedings of the companion publication of the 23rd international conference on

World wide web companion, pages 923–928. International World Wide Web Con-

ferences Steering Committee, 2014.



BIBLIOGRAPHY 141

[93] Hila Becker, Mor Naaman, and Luis Gravano. Selecting quality twitter content

for events. ICWSM, 11, 2011.

[94] Fabian Abel, Ilknur Celik, Geert-Jan Houben, and Patrick Siehndel. Leveraging

the semantics of tweets for adaptive faceted search on twitter. In Proceedings of the

10th International Conference on The Semantic Web - Volume Part I, ISWC’11,

pages 1–17, Berlin, Heidelberg, 2011. Springer-Verlag.

[95] Yajuan Duan, Long Jiang, Tao Qin, Ming Zhou, and Heung-Yeung Shum. An

empirical study on learning to rank of tweets. In Proceedings of the 23rd Interna-

tional Conference on Computational Linguistics, pages 295–303. Association for

Computational Linguistics, 2010.

[96] Xin Zhang, Ben He, Tiejian Luo, and Baobin Li. Query-biased learning to rank for

real-time twitter search. In Proceedings of the 21st ACM international conference

on Information and knowledge management, pages 1915–1919. ACM, 2012.

[97] James Lanagan and Alan F. Smeaton. Using twitter to detect and tag important

events in sports media. In Proceedings of the Fifth International Conference on

Weblogs and Social, ICWSM ’11, 2011.

[98] Nut Limsopatham, M-Dyaa Albakour, Craig Macdonald, and Iadh Ounis. Tweet-

ing behaviour during train disruptions within a city. In Proceedings of Digital

Placemaking: Augmenting Physical Places with Contextual Social Data workshop

at ICWSM, Oxford, United Kingdom, 2015. AAAI.

[99] Shamanth Kumar, Huan Liu, Sameep Mehta, and L. Venkata Subramaniam.

From tweets to events: Exploring a scalable solution for twitter streams. CoRR,

abs/1405.1392, 2014.

[100] Richard McCreadie, Craig Macdonald, Iadh Ounis, Miles Osborne, and Sasa Petro-

vic. Scalable distributed event detection for twitter. In Proceedings of the 2013

IEEE International Conference on Big Data, 6-9 October 2013, Santa Clara, CA,

USA, pages 543–549, 2013.



BIBLIOGRAPHY 142

[101] Ana-Maria Popescu and Marco Pennacchiotti. Detecting controversial events from

twitter. In Proceedings of the 19th ACM Conference on Information and Knowl-

edge Management, CIKM 2010, Toronto, Ontario, Canada, October 26-30, 2010,

pages 1873–1876, 2010.

[102] A. K. Jain, M. N. Murty, and P. J. Flynn. Data clustering: A review. ACM

Comput. Surv., 31(3):264–323, September 1999.

[103] Michael Mathioudakis and Nick Koudas. Twittermonitor: trend detection over

the twitter stream. In Proceedings of the 2010 ACM SIGMOD International Con-

ference on Management of data, pages 1155–1158. ACM, 2010.

[104] Paul S Earle, Daniel C Bowden, and Michelle Guy. Twitter earthquake detection:

earthquake monitoring in a social world. Annals of Geophysics, 54(6), 2012.

[105] Sophia B. Liu and Leysia Palen. Spatiotemporal mashups: A survey of current

tools to inform next generation crisis support. In In Proceedings of 6th Interna-

tional Conference on Information Systems for Crisis Response and Management:

Boundary Spanning Initiatives and New Perspectives, ISCRAM 2009, 2009.

[106] Franz Wanner, Andreas Stoffel, Dominik Jäckle, BC Kwon, Andreas Weiler,
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