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Abstract

Rapid development of devices and applications results in dramatic

growth of wireless traffic, which leads to increasing demand on wire-

less spectrum resources. Current spectrum resource allocation pol-

icy causes low efficiency in licensed spectrum bands. Cognitive Ra-

dio techniques are a promising solution to the problem of spectrum

scarcity and low spectrum utilisation. Especially, OFDM based Cog-

nitive Radio has received much research interest due to its flexibility in

enabling dynamic resource allocation. Extensive research has shown

how to optimise Cognitive Radio networks in many ways, but there

has been little consideration of the real-time packet level performance

of the network. In such a situation, the Quality of Service metrics of

the Secondary Network are difficult to guarantee due to fluctuating

resource availability; nevertheless QoS metric evaluation is actually a

very important factor for the success of Cognitive Radio. Quality of

Experience is also gaining interest due to its focus on the users’ per-

ceived quality, and this opens up a new perspective on evaluating and

improving wireless networks performance. The main contributions of

this thesis include: it focuses on the real-time packet level QoS (packet

delay and loss) performance of Cognitive Radio networks, and eval-

uates the effects on QoS of several typical non-configurable factors

including secondary user service types, primary user activity patterns

and user distance from base station. Furthermore, the evaluation

results are unified and represented using QoE through existing map-

ping techniques. Based on the QoE evaluation, a novel cross layer

RA scheme is proposed to dynamically compensate user experience,

and this is shown to significantly improve QoE in scenarios where

traditional RA schemes fail to provide good user experience.
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Chapter 1

Introduction

With the rapid development of devices and applications such as VoIP, video

streaming and wireless online games, the demand on wireless system capacity is

continuously increasing. The wireless bandwidth, which determines the capacity

of a mobile network system, has become valuable and scarce. However, a report

from the Spectrum Efficiency Working Group of Federal Communications Com-

mission (FCC) pointed out that the shortage of spectrum is actually a spectrum

access problem. The utilization of the spectrum is limited by traditional fixed

spectrum allocation policies [3]. In order to tackle this problem, the Cognitive

Radio (CR) technique was introduced by Joseph Mitola III in 1998 [4]. With CR,

unlicensed users (secondary users, SU) in a secondary network (SN) could have

access to the licensed spectrum under the condition that primary users (PU) of

the licensed spectrum are not interfered with. Since then, a large number of pa-

pers have been published on CR, and CR technology has experienced significant

development.

There has been increasing research interest in CR based on Orthogonal Fre-

quency Division Multiplex (OFDM) systems in recent years. The reason for that

is not only because OFDM systems have the ability to achieve a high data rate

in wideband digital communication and cope with severe channel conditions, es-

pecially frequency-selective fading, but also for its flexibility in dynamic radio

resource allocation (RA), which makes it very attractive for CR. As stated in [5],

OFDM modulation is very convenient for a spectrum rental system as it is possi-

ble to leave a set of subcarriers unused. Due to the advantages of implementing

1



CR using OFDM modulation systems, great efforts have been recently made on

OFDM-based CR research [2, 6, 7, 8, 9, 10, 11]. All of these papers aim at ef-

ficiently allocating resources to improve certain parameters of any OFDM-based

CR system. For example, [8] tries to analyze the total bit rate of SUs, [9] tries

to maximize the spectral efficiency of the frequency band occupied, while in [2]

a max-min rate of all the SUs is used as a measurement of system performance,

and a model is proposed to analyze it.

However, few of these takes into account the real-time quality of service (QoS)

of higher layer applications, which is actually to some extent a more important

aspect for the satisfaction of users. In current research, although secondary net-

works have been optimised in many ways, most of the current research focuses on

the network performance in a particular short time frame 1. It is true that when

we observe the network at a particular time, certain network parameters (user

throughput, spectral efficiency, power efficiency etc.) can be optimised. However,

this does not guarantee the QoS for individual users. An evaluation of QoS for

CR users is critical for a continuous time evolving scenario, where the average

QoS of a user over a longer period can be studied. In reality, QoS provisioning in

secondary networks is a very complex problem, and there are few existing papers

addressing this problem2. In this research, in order to achieve QoS provisioning

in secondary networks, the first step we take is to identify the factors that may

have impact on QoS of SUs, and how much each of these factors affects the QoS

parameters. The following factors are of most interest since these are the typi-

cal non-configurable factors in practical scenarios: SU traffic characteristics, PU

activity patterns, distance of SU from base station.

Due to the variety of applications, the properties of the traffic that are being

transmitted in a cognitive network could be very different. One typical example

is the difference between the traffic of a VoIP service and the traffic of a web

browsing session: VoIP traffic has a lower load and does not have much variation,

while traffic for web browsing has high load bursts. The heterogeneous traffic that

is being transmitted on a CR network can affect the effectiveness of the spectrum

allocation algorithm used, but this is seldom considered in existing papers. In [2],

1The details of such simulation is introduced in Section 3.2.2
2details of these papers are introduced in Chapter 2

2



the buffer backlog of each SU is used as the criterion in the proposed RA scheme,

but the proposed algorithm does not consider the variation of backlog over time

at all. Thus the proposed RA scheme might be ineffective if heterogeneous traffic

is fed into the buffers of SUs.

On the other hand, the heterogeneity of arriving traffic could lead to the need

to support very different QoS requirements. Different traffic arrival processes may

lead to very different queue backlog conditions, which will also affect the QoS

of users. For example, some traffic is sensitive to delay but has higher packet

loss tolerance such as VoIP traffic, while some traffic has tolerance for delay

but is sensitive for packet loss and error. Satisfying the QoS of heterogeneous

service types is difficult yet very important. Because of these problems of different

service types and different QoS requirements, QoE becomes a more promising way

of evaluating network performance. QoE unifies QoS requirements of different

services and wraps them up into a single, comparable metric. One significant

novelty of the compensation scheme for RA of CR proposed in this thesis, is the

use of QoE as the improvement target.

One significant characteristic that differentiates CR networks from common

wireless systems is that the available physical resource to the networks is not

preallocated and is thus fluctuating through time. The fluctuation of available

resource is obviously going to affect the QoS of the SUs; but how much is yet

to be discovered. The available resource to secondary networks is determined by

how PUs access their licensed spectrum. So the PUs’ activity pattern is likely to

be a key factor affecting QoS of SUs. There are a variety of models that can be

applied to user activity patterns, and recent research [12] indicates that a human

inter-activity model is better approached by using a power law distribution. This

change in the fundamental modelling of human activity pattern could affect many

existing results related to human activity. For example, if a CR network shares

the spectrum band with PUs whose activities are driven by human activities (e.g.

cellular network, LAN), the modelling of PU activity pattern needs to be changed.

It’s very important to examine how different PU activity patterns could result

in different secondary network performance. It’s also very helpful as a reference

to future design of secondary networks, so that different measurements can be

applied in secondary networks sharing resource with different PUs.

3



Individual users are usually not concerned about the system performance as

a whole; rather, users only care about their own perceived experience when they

use wireless applications. This kind of user experience, more commonly referred

in the literature as the quality of experience (QoE), is directly related to the

QoS parameters. QoE itself is not directly measurable in real-time, and the

traditional way to gain an accurate QoE score is to statistically analyze user

experience feedback. However QoS is measurable in real-time and if we know

the mapping from QoS to QoE, we can measure user QoE indirectly in real-time,

and further, try to improve user experience by optimising QoE. There are many

existing papers on QoS to QoE mapping for different services [13, 14, 15, 16].

The incentive of using QoE as a metric instead of QoS such as throughput (one

of the most focused optimisation target for CR in literature is individual user

throughput) is that providing good throughput does not necessarily result in

good user experience, and providing good user experience does not necessarily

require a high throughput. The key evidence supporting this is shown later in

this thesis.

In this thesis, I focus on the resource allocation problem of the downlink

transmission in an OFDM based CR network. In this scenario, SUs in the CR

network share the same band of OFDM sub-channels with a number of PUs. I

consider the underlay CR mode so that an SU can still make use of the sub-channel

when a PU is transmitting in the same sub-channel, but the transmission power

from the base station needs to be limited to protect the transmission of the PU.

I assume that both the co-channel interference of the SUs and the interference

caused by PU transmission can be neglected.

The main contributions of this research includes the following:

• The evaluation of QoS and QoE of an SN is enabled, and the influences of

several contributing factors are evaluated.

• We show QoE of SUs degrades linearly to the activity burstiness of PUs.

• We propose a novel spectrum resource allocation scheme to improve the

QoE of the SUs

The steps taken to achieve these goals is described as follow. Firstly we have
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extended existing research on CR, which is limited to short frame time Physi-

cal/MAC metric optimization problems, to be able to analyse network layer QoS

of individual users inside secondary networks in a dynamic time evolving man-

ner. Based on the continuous time simulation tool built, the effect of different

QoS contributing factors and their combined effects are analysed and quantified.

Furthermore, application of the evaluation results are represented as QoE to gain

a more accurate understanding of user experience over CR. And finally based

on these results, a novel QoE based RA scheme is proposed, and is shown to

outperform traditional RA schemes in terms of providing better user experience.

This thesis is organised as follow: Chapter 2 is a literature review of recent

related development on CR and relating techniques. Chapter 3 introduces a

repetition of experiments of an existing resource allocation algorithm, and the

steps for building the simulation platform for numerical evaluation in a short

frame time. In Chapter 4, the process of extending the platform in Chapter

3 is introduced. Real time experimental results show the significant impact of

packet level traffic arrival process of SUs on the network performance. Chapter 5

introduces experiments for evaluating the effect of PU activity patterns on the SN

performance. An end-to-end video transmission model is introduced in Chapter

6 for the evaluation of QoS across CR networks. In Chapter 7, the novel QoE

based RA scheme is introduced, and it’s performance is evaluated, including a

sensitivity analysis of the configurable parameters in the compensation scheme.

Chapter 8 concludes the contributions of this research and indicates possible

future works.
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Chapter 2

Literature Review

2.1 Cognitive Radio

With the rapid development of wireless devices and wireless applications, the de-

mand for wireless radio spectrum resources has seen dramatic increase in the last

decades. On the other hand, the current resource assignment policy by regula-

tory institutions have restricted spectrum usage to licensed users only, resulting

in severe under-utilization of the spectrum resources. A survey illustrates the

current usage of spectrum [1]. See Figure 2.1

As can be observed from the figure, only part of the spectrum experiences

heavy usage, while many, if not most, parts of the spectrum are severely under-

utilized. The traditional spectrum allocation policy strictly limits the usage of

spectrum to licensed users only. This worked fine when the demand on spectrum

resource wasn’t so heavy. But nowadays, the increasing demand [17] for wireless

radio resource is forcing regulators and researchers to reconsider the existing

spectrum allocation policy. Dynamic spectrum access technology which enables

dynamic use of spectrum for higher utilization rate has gained much research

interest.

CR [4] is regarded as the key technology for dynamic spectrum access. The

basic idea of the CR technique is to allow users to access the same spectrum

band as the licensed user without interfering with their activities. Thus CR

networks should have ”cognitive ability” so that they can gain knowledge of the
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Figure 2.1: Spectrum Usage at different frequencies [1]

activity of the licensed users. The CR networks also need to be able to reconfigure

operational parameters to adapt to dynamic changes in licensed users’ activities.

The key functions that a CR network should support include [1]:

• Spectrum sensing and analysis

• Spectrum management and hand off

• Spectrum allocation and sharing

There are efforts at standardization for CR networks. IEEE 802.22 is a stan-

dard for Wireless Regional Area Network (WRAN) using white spaces in the TV

frequency spectrum. It defines a CR network operating at analog and digital

TV broadcasting white bands, without causing harmful interference. The IEEE

DySPAN standard committee is working on a new standard series IEEE P1900

which includes:

• dynamic spectrum access radio systems and networks with the focus on

improved use of spectrum,
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• new techniques and methods of dynamic spectrum access including the

management of radio transmission interference, and

• coordination of wireless technologies including network management and

information sharing amongst networks deploying different wireless technolo-

gies.

Three types of mode for the CR networks are commonly studied in literature:

overlay, underlay and interweave [18]. For the overlay mode [19, 20, 21], the

SUs can transmit simultaneously with PUs, while the SUs helps to relay the PUs

message to compensate for the interference caused to the PUs. For the underlay

mode [22, 23, 24], the SUs can communicate at the same channel with the PU,

as long as the interference caused by the communication of SU does not exceed

certain threshold level for PUs. For the interweave mode [25, 26], SUs can access

the spectrum resource only when the PU is completely idle, i.e. a sub-channel is

not occupied any PU. The mode we assume the CR system to be working in is

the underlay mode.

2.2 Spectrum Sensing

Spectrum sensing is one of the most important enabling technologies for CR Net-

works. By sensing the environment in which the CR network is deployed, CR

can gain knowledge of the surrounding radio environment, including the activ-

ity of the licensed user, and the available spectrum resource for the secondary

network. Only with this information can the CR network reconfigure itself to

avoid interference to the licensed users, and achieve optimal performance. There

is extensive research on spectrum sensing techniques. Many theoretical models

and practical implementations of the spectrum sensing techniques are proposed

in the literature [27, 28, 29, 30, 31]. The three different modes of CR requires dif-

ferent sensing information. In the underlay mode, SUs needs to know the channel

strength of the PUs transmission. In the overlay mode, SUs requires the channel

gains, codebooks and the messages of the PUs. For the interweave mode, SUs

need to know the On/Off events of the PU activities.
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Detailed sensing methods are not of interest for this research so they are not

discussed here. In this research, perfect distributed sensing is assumed so CR

networks always have perfect knowledge of the activity of licensed users.

2.3 Resource Allocation in CR

The resource allocation mechanism allows a CR network to reconfigure itself

according to the dynamic changes of its surrounding radio environment. And

this is where most of the research on CR networks has focused. A good resource

allocation method should be able to effectively increase the spectrum utilization

and at the same time guarantee limited interference to the licensed users. Most

importantly, the resource allocation method should provide satisfactory network

performance for the SUs.

Many papers on the resource allocation mechanism aim at optimizing cer-

tain performance parameters of the secondary networks, such as total transmis-

sion power, total system capacity, transmission delay and minimum transmission

rate, etc. A variety of algorithms, heuristics and optimisation models have been

proposed to improve secondary network performance. These are reviewed below.

In [6], the authors try to further increase the total transmission capacity of

all SUs by loosening the PU protection threshold. SUs do not stop transmitting

at once after PU activities are detected, or in some other methods, they strictly

control the transmission power so that PUs are protected. Instead, the scheme

allows SU transmission to cause a certain level of interference to PUs, as long

as the BER threshold of PUs is not reached. The capacity of SU is seen to

be increased using the proposed heuristics. However, in [6] the PU’s activity is

assumed to be static, and the BER of the PU is obtained only from the SINR

caused by SUs. Fairness is not considered in [6], nor is QoE.

In [8], the author also proposed a heuristic to approach suboptimal total

throughput of the secondary network, at the same time ensuring fairness among

users in the sense that they try to allocate bits to users who have not received their

fair share of service. Specifically, the author analyzed total throughput under

different interference tolerance of PUs. The analytical optimisation problem is

formed in this article, and the author approaches a suboptimal solution using
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heuristics. However, only one PU, whose activity is modelled as constant, is

considered together with several SUs. Although fairness is considered, the only

aim is to increase TX rate of non-satisfied SUs as much as possible, rather than

analyzing the QoS requirements and different classes of SUs. User QoE is not

considered at all.

Like [6, 8], a large number of papers were published to solve the SN opti-

misation problem by dynamically allocating resources. However, like [6, 8], PU

activities are usually modelled as constant. However in real world scenarios, PU

activity could be highly dynamic, and the activity pattern could be very different

from case to case. As a result, the available resource to the SN is also highly

dynamic, which may lead to ineffectiveness of the proposed algorithms. On the

other hand, in these papers SUs’ activities are considered static, and homoge-

neous, and the traffic for SUs is assumed to be saturated where traffic modelling

is considered at all. This is not the case in real world scenarios, where SUs could

use different kinds of applications so that the traffic pattern can be very different,

and the queue backlog for SUs can also vary through time. Furthermore, QoS and

QoE of individual SUs is often neglected in these researches, while the authors

focus mainly on the overall performance of the whole network.

There are a few papers that do take into account the QoS of SUs. For example

in [32], a Markov chain queueing model is proposed to analyze the queue length

variation in an SU network. The author applies a Discrete Time Markov Chain

analysis for the queue model, and then uses a numerical simulation to evaluate the

scenario. PU activity intensity is taken into account so that results are obtained

under low, medium and high PU activity intensity. However, PU activity is only

modelled as a two state Markov chain, with exponentially distributed sojourn

time, and SU traffic is also assumed to be homogeneous. On the other hand, [32]

also fails to take into account the heterogeneous characteristics of SU traffic.

Recent research [12] shows that activity driven by people is more accurately

modelled by more bursty and heavy tailed processes such as power law distribu-

tion process. As pointed out by the author, models of human behavior are crucial

for better resource allocation and pricing plans, trying to incorporate such char-

acteristic to PU activity may lead to very interesting results. A later section of

this thesis demonstrates the significant difference in the evaluated network perfor-
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mance when PU activity model changes from exponentially distributed off time

to Pareto (heavy tailed) distributed off time.

Research in [33] does consider the QoS of heterogeneous SUs. The author de-

fines a priority factor to ensure that real-time user’s QoS requirements are met.

The average delay and total throughput of the secondary network are optimised

using the algorithm proposed by the author. However, the simulation used to ver-

ify the result consider the optimisation of the metrics within a single transmission

time slot, and PU activity in [33] is also assumed to be static.

As a summary, existing research focuses on optimizing secondary network

performance using analytical optimisation and heuristics for suboptimal solutions,

but mostly without QoS consideration for SUs. Those papers which take into

account the QoS requirements either fail to consider the dynamic nature of PU

activity, or fail to consider the heterogeneity of SUs.

2.4 PU activity analysis

One of the key factor that affects the resource availability to the CR networks is

the PU activity. The CR network shares the spectrum band resource with the

licensed PUs. As soon as the PU starts using the wireless resource, the activity

of the PU needs to be immediately detected by CR network and CR activity at

that spectrum band needs to stop at once. The continuously changing PU activity

will result in fluctuation of the resource availability to secondary networks, and

introduce unpredictable interruptions to CR transmissions.

The uncertainty in resource availability caused by PU activity may have a

great impact on the performance of a CR network. It is important to have a

thorough understanding of how PU activity will affect the CR network QoS. In

order to evaluate the PU activity effects on the CR network, proper PU activity

models are required. The choice on different models will affect the results obtained

by numerical evaluations.

[34] provides an analysis of primary usage on real data collected inside a cellu-

lar network operator. In the paper, the observation results show that, when using

a call based model, similar to an On/Off model, the distribution of the inter-call

time and call holding time basically fits with the exponential distribution. When
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the data is analyzed using an event-based random walk model, which ignores

details of individual calls and instead models only the load, the results shows

more heavy-tailed characteristics which cannot be accurately modelled using ex-

ponential distribution. As a conclusion, the author claims that an exponential

call arrival model (coupled with a non-exponential distribution of call durations)

is often adequate to model the primary usage process.

the research on PU activity modelling includes [35], which uses a two state

On/Off Markov chain to model the activity of a single PU, where a state tran-

sition matrix is used to characterize the activity. The values in the transition

matrix are determined by observing real network traffic over a IEEE 802.11 wire-

less AP. Furthermore, the aggregated PU activity of K users is modelled using

the Fritchman-model 1. The complementary CDF of the off time of aggregated

PU activity is provided as a result, indicating the probability of resource being

available for a certain amount of time from the aggregated PU activity. The

model used in the research is quite simple, while the results are inspiring. How-

ever, there are several limitations: [35] assumes that all PUs are using the same

frequency band, so as long as there is one or more PU occupying the resource,

the frequency band is considered unavailable to the CR networks. This is not the

case in certain network environment such as an OFDM network, where each user

can occupy a subchannel at a different frequency, and different users can transmit

simultaneously without interfering with each other. So the model used in the re-

search is not applicable in such cases. On the other hand, the On/Off time in [35]

is modelled as the traditional Exponential distribution. This is the simplest case

but probably not necessarily the most accurate case. Recent research [12] suggest

that activity driven by human actions are more precisely modelled by heavy tailed

processes such as power law distributions. If PU activities are driven by human

actions, which is the case for many primary networks, then using only exponen-

tial on/off modelling is not sufficient to accurately approach the performance in

practical cases. The real traffic data in [35] is from a 802.11 wireless AP. But

the CR network could operate on many other frequency bands, with various kind

1This model was originally proposed in [36] to characterize bit errors in binary channel.
It uses a partitioned Markov chain to model error-free run and error cluster, which is then
modified in [35] to model the aggregated use of channel by PUs.
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of primary networks to share the resource. Different kinds of PU network could

result in very different PU activity patterns and having different impact on the

performance of CR networks.

[37] studies the activity of PUs and the effect of their locations on the oppor-

tunity for SUs to access the resource. The individual PU in [37] is characterized

by a two state On/Off Markov chain model. The duration of the On/Off model,

however, is still modelled using the exponential distribution with different average

length of On time λ.

[38] proposes an optimisation method for CR transmission rate considering

PU activity. The numerical results shows improvement in total transmission rate

of the secondary network. The simulation over a single transmission frame is

repeated many times to obtain an averaged result. For each simulation of a

transmission frame, the PU activity is represented merely by a probability φ that

it occupies the subchannel. The research in [38] fails to consider the real time

QoE of the SUs. Most importantly, although the paper claims to consider the PU

activity, it is actually just performing the proposed resource allocation method

under different number of active PU in each simulation iteration, and averaging

the final results. This is actually equivalent to a simulation under the average

active PU number. The evolution over time of the PU activity cannot be taken

into account by this model.

As a summary, PU activity is a very important contributing factor to CR

networks’ performance. Many papers have been published on the effect of PU

activity, and the performance optimisation of CR network considering PU activ-

ities. However, most of the models used either cannot accurately characterize

the activity pattern of the PU, or fail to characterize the real time evolution of

PU activities. Real time QoS of the CR networks under different PU activity

patterns needs to be studied.

2.5 Quality of Experience

User Quality of Experience is defined by the ITU in [39] as The overall acceptabil-

ity of an application or service, as perceived subjectively by the end-user. And an

important note for the definition is Quality of Experience includes the complete
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end-to-end system effects (client, terminal, network, services infrastructure). The

most important characteristic of QoE is that it focuses on the end users’ subjec-

tive opinion of a service. And the evaluation of QoE of a service must be done

with a complete end-to-end system.

This could be compared with the Quality of Service definition, which is ex-

tensively used in network performance literatures. The definition is also provided

by ITU [40]: the collective effect of service performances, which determine the

degree of satisfaction of a user of the service.

As pointed out in [41] : Most publications, including many standards, use

the term QoS but either do not define it, or else point to one of these other few

definitions.

While in terms of the IP related QoS research publications and standards,

QoS is usually used to refer to packet level network performance parameters such

as delay, loss and jitter.

These QoS parameters provide good measurements for the network operators

to monitor their network speed, availability and reliability. They provide a quan-

titative metric for the network operators. However, the end users of the network

don’t necessarily benefit from the QoS that a network can provide. In other

words, although QoS will to some extent determine the degree of satisfaction of

the end user, satisfiable network QoS for a network operator does not guarantee

satisfiable services for an end users. Thus there has been increasing research in-

terest in QoE provisioning for users, aiming at providing better user satisfaction

rather than looking at the network performance alone.

The evaluation of QoE is based on different services, because users have a

different definition of satisfaction for different services. Take the VoIP service

and the file downloading service as examples: users are satisfied when VoIP

service could provide continuous and high quality voice signals; while users that

are downloading files are satisfied when the data are loaded and in a shorter

time. The natural measurement of QoE is of course by gathering subjective user

feedback, since QoE is defined as the subjectively perceived service quality. For

example, the most commonly used method for voice service QoE measurement

is the Mean Opinion Score (MOS) method, in which testers are required to give

a score to the audio perceived, ranging from 1-5 (bad to good). The arithmetic
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mean of all user opinion scores are taken as the final result.

Subjective methods can provide accurate results for QoE. However, they are

usually very time consuming, and require human activity, which is very expen-

sive. Furthermore, the measurement cannot be carried out online, meaning that

the resulting QoE cannot serve as real time feedback to the network, so the net-

work configuration cannot be dynamically adjusted according to the QoE by a

subjective method.

There has been extensive research on objective measurement approaches for

QoE for services, and also QoE provisioning for different services. These are

reviewed below.

The ITU E-model [42] for monitoring end-to-end voice quality takes into ac-

count a wide range of possible impairments and represent the voice quality using

an R-factor, which can then be transformed to MOS. In [43], the authors try

to simplify the E-model for VoIP service and find a relationship between trans-

port layer factors and the R-factor. Several transport layer QoS factors including

packet delay, packet loss and jitter are identified as relevant factors, and an expres-

sion of R-factor value by these factors are described in the paper. The R-factor

expression proposed in this paper can be directly used to transform packet level

QoS to the user perceived QoE.

[13] presents the exponential relationship between several packet layer QoS

parameters and the perceived QoE represented by MOS. And it is shown that

the proposed IQX hypothesis, which is a natural and generic exponential rela-

tionship between user-perceived QoE and network-caused QoS, can provide a

better approximation than the former logarithmic relationships. The MOS func-

tions presented in this paper can be directly applied to map from evaluated QoS

parameters such as packet delay and loss to MOS.

In [44] an objective method for voice quality monitoring called Perceptual

Evaluation of Speech Quality (PESQ) is proposed. The system used in this paper

is trained by comparing the reference signal with the degraded signal after trans-

mission over the networks. After a certain amount of training time, the PESQ

method is able to provide very accurate estimation on the subjective quality score

in real time, with over 74 percent of observed estimation value within absolute

error range of 0.25. The PESQ method is extensively used in the evaluation of
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VoIP over various networks [45, 46, 47].

The transmission capacity of wireless networks are continuously increasing,

enabling mobile devices to implement services that requires higher transmission

links. Mobile video streaming is one of the most popular services, but user ex-

perience is likely to suffer, because of the fluctuation in wireless transmission

environments. Recently, researchers have become more interested in evaluating

QoS and QoE of Video streaming over networks. Especially, since the dynamic

spectrum access (DSA) techniques including CR has the potential to provide high

speed wireless links, there are many papers on providing QoS and QoE over such

networks [48, 49].

Some more details about ITU-T E-Model, and QoS to QoE mapping methods

in [43] and [13] can be found in Appendix B.

2.6 Conclusions

CR techniques have been studied intensively in recent years, due to its poten-

tial to solve the spectrum resource scarcity problem. The major problems in

the CR techniques include spectrum sensing, resource allocation, the analysis of

PU activities and QoS, QoE provisioning for CR. All of these areas require more

research. Especially, current resource allocation algorithms proposed for the CR

systems usually lacks the capability to perform real time QoS evaluations. The

heterogeneous user traffic and different requirements for QoS need also to be con-

sidered when designing and implementing resource allocation algorithms for CR.

The effects of the activities of PUs needs to be evaluated using better models for

the activity patterns of PUs. And quality of experience of users using specific

services in CR networks requires more research. In summary, although exten-

sive researches have been carried out on CR, many fundamental and challenging

problems are yet to be solved.
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Chapter 3

Resource Allocation

Optimisation Problem in Short

Transmission Frame

3.1 Introduction

Many different models and approaches to creating CR networks have been pro-

posed in recent years. OFDM based CR networks are suggested as one of the

most promising technology for CR networks [5]. The ultimate purpose of the

research in this thesis is to evaluate and improve user perceived experience of an

OFDM based CR network. The model used in this thesis is adopted and modified

from packet level QoS related research on an OFDM based CR RA algorithm [2].

Although the model proposed in [2] fails to deal with continuous time perfor-

mance, it can be extended and converted to a continuous time evolving model

with some modifications. Thus it is reasonable to firstly build a simulation plat-

form based on the existing optimisation model within a transmission frame, and

make sure that the RA algorithm is correctly implemented. And then this simu-

lation platform can be extended to further evaluate the real-time performance of

the network. In this chapter, the basic scenario of the OFDM based CR system

is described in detail, and the process of building a simulation platform based on

the scenario is provided. In section 3.2, the system model focusing on an opti-
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misation problem within a transmission frame is presented. In section 3.3, the

experimental parameters and experimental process are introduced. Experimental

results are shown and compared with results from [2] in section 3.4. A conclusion

for the optimisation problem within a transmission frame is provided in section

3.5.

3.2 System Model of Optimisation Problem within

A Transmission Frame

This section describes the system model of Max-Min optimisation for the OFDM

based CR network. Section 3.2.1 gives a general overview of the scenario, includ-

ing how users are distributed, and interaction between PUs and SUs. Section

3.2.2 describes the MAC layer frame structure. Section 3.2.3 introduces the wire-

less channel characteristic model used. Finally the modelling of SUs is provided

in 3.2.4.

3.2.1 Scenario Overview

Consider an OFDM downlink RA problem. There are M subchannels, N SUs

and Np PUs. PUs are randomly located inside a circular area with radius of

60km while SUs are randomly located inside a circular area with radius of 33km.

At the center of these two areas, a Secondary Network Base Station (SNBS) is

located to provide downlink transmission for SUs. Figure 3.1 demonstrates the

basic scenario. PUs and SUs share the same frequency band in this area. Each

PU occupies one OFDM subchannel. We consider an underlay CR mode[22, 23,

24], so that when a subchannel is occupied by a PU, an SU could still use this

subchannel as long as the largest possible signal power (from the SNBS) perceived

by the PU in the subchannel the PU is licensed to occupy is lower than ωN0, where

N0 is the Gaussian noise power and ω is the critical interference threshold used

to adjust the maximum amount of interference that a PU can tolerate.

Perfect distributed sensing is assumed for all SUs in the system, so that PU

activities are sensed by both the SUs and the SNBS. As a result, for each of

the subchannels, a transmission power constraint from the SNBS can be calcu-
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Figure 3.1: OFDM based Cognitive Radio System Model

lated according to the sensed information. The SNBS will limit signal power in

subchannels according to the constraints in order to protect PU transmissions.

All these constraints form a vector Pj, in which each element corresponds to the

power constraints in a subchannel. If there is no PU occupying subchannel x,

then Pj (x) =∞. Meaning that the SNBS can transmit in this subchannel using

as much power as necessary. The total transmission power of the SNBS is limited

by Pmax. The detail of how to calculate the power constraint vector is introduced

in section 3.3.3.

The purpose of the RA algorithm is to allocate subchannel, power and trans-

mission rate for SUs to maximize the minimum transmission rate among all SUs.

In other words, it is an optimisation problem in which the target function is the

minimum transmission rate among all SUs.

3.2.2 Resource Allocation Process - The Frame Structure

Time is assumed to be slotted and grouped into frames of L time slots. At

the beginning of each frame, SUs send the results of sensing and channel gain
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information to the SNBS. The SNBS runs the RA algorithm and then sends the

allocation map to all the users so that they can tune their radio parameters to

the correct subchannels on a time-slot basis. The frame structure is illustrated

in Figure 3.2

Figure 3.2: OFDM based Cognitive Radio Frame Structure

The computation of RA is based on:

1. Subchannel Power constraints

2. Channel gains for each SU in each subchannel

3. Current backlog of each SU

These three factors are clearly dynamic from one frame to the next frame in

any real case. In order to simplify the scenario, frame time length L is assumed

to be short enough so that all these parameters remain unchanged during a frame

time, which makes it a quasi-static condition. This indicates that PUs activities

are assumed to remain unchanged within one frame, so the power constraints are

static, and channel gains for each SU remain unchanged. On the other hand,

the queue backlog of each SU is affected by transmission and arrival of packets.

Throughout the whole frame, for each of the time slots, the SNBS will transmit

data packets to SUs according to the RA map calculated at the beginning of the

frame. New packets will arrive at the SU buffers for each of the time slots, while

packets in the buffer will also be transmitted to SUs for each of the time slots.
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However, only the observation of the SU backlogs at the beginning of each frame

will be taken as the input parameter of the RA algorithm.

It is important to notice that the computation of the RA map is a very time

consuming process if all the L time slots in one frame are considered together. In

other words, the optimisation problem becomes much more complicated if time

slots 1 to L in one frame are optimised together, because this would introduce

another degree of freedom into the optimisation problem. In practical applica-

tions, an SNBS needs to calculate the RA map in a very short frame time, which

should be significantly smaller than the frame duration.

In order to help improve the responsiveness, firstly, heuristics are used to

approximate the optimal solution, and secondly, the problem is optimised in a

shorter range of time slots, say, F slots. And the same RA map will be applied

k = L/F times to the rest of the frame. Specifically, the cases where F = 1 and

F = 3 are considered here. As an example, when L = 30 and F = 3, the heuristic

tries to find the optimal solution by allocating subchannel time-slot pairs to SUs

for 3 time slots. When the optimal solution is found, the SNBS allocates the

resource in the first 3 time slots according to the solution and transmit data,

and the same RA map is used for the next 3 time slots, and so on, for a total

of 10 times. It is obvious that when F gets larger, the optimal target value

can be improved, but however, the computational complexity will be increased

significantly as a cost.

The detailed Heuristics used for the RA algorithm will be introduced in section

3.3.5.

3.2.3 Wireless Channels

The wireless channels for both PU and SU are characterized by path loss combined

with fading effect [50]. Let gij denote the channel gain from the SNBS to user i

(Primary or Secondary) in subchannel j. Then gij = |hij|2 (d0/di)
η, where hij is

an independent Ricean fading gain characterized by K-factor, η is the path loss

exponent, d0 is the far-field crossover distance and di the distance from user i to

the SNBS [50]. Wireless channels are considered to be quasi-static[51, 52], that

is, the frame length is short enough so that the channel condition is assumed to
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be stable during the frame time. The fading gain, which is Ricean distributed,

is randomly generated only at the beginning of one frame, and remains as the

same value during the frame. When the simulation starts for the next frame, the

wireless channel condition for all users in all subchannels will be initialized again.

The detailed calculation of path loss and fading gain is described in section 3.3.4.

3.2.4 Secondary Users

Recent research enables adaptive modulation and coding schemes according to

different SNR threshold [53, 54, 55]. Assume that an SU downlink transmission

could work in one of z different transmission modes with different transmission

capacities, resulting from different modulation and coding schemes being used.

Rz packets could be transmitted in one time slot if mode z is applied. Assume

0 < R1 < R2 < · · · < Rz. Which mode an SU works in is decided by the Signal

to Noise Ratio (SNR) in the subchannel the SU occupies. Mode z requires a

minimum SNR of γz to meet the required error rate.

Let fij(z) denote the minimum transmission power from the SNBS to SU i

on subchannel j using transmission mode z. fij(z) is a function of corresponding

channel gain gij, SNR threshold γz, noise power at the receiver and the interfer-

ence from PUs on subchannel j. For simplicity, take fij (z) = γzN0/gij.

There is a separate buffer for each of the SU in the network, to store the

packets that are to be transmitted to the SU. The short frame time RA opti-

misation problem is limited to one frame time, so the backlogs for SUs do not

evolve through time. But the RA algorithm considers the queue backlog of each

of the SUs and decides priority among SUs to access the spectrum according to

the queue backlog. So in the repeated experiment of the short frame time simu-

lation, a fixed value of backlog is initialized at the beginning of each simulation

iteration, to serve as input to the RA algorithm. This means that the actual

packet arrival process is not considered at all here. A saturated buffer (though

may have different saturated queue length) is assumed for each of the SUs.
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3.3 Experiment Setup for Short Frame Time

Optimisation Problem

A simulation platform is implemented in MATLAB, following the system scenario

and the algorithm described in the previous section. Because not all the detailed

simulation steps and attributes are clearly stated in [2], in order to further test

the effectiveness of the algorithm, it is necessary to firstly repeat the experiments

in [2] to verify that the algorithm was correctly implemented in the simulation

platform.

In the following sections, the experiment process is introduced step by step in

detail. A detailed Pseudocode of the introduced algorithm can be found in [56].

3.3.1 Initialization of Parameters

In the short frame time optimisation problem, after each optimisation in one

frame time, all the parameters are re-initialized, including user backlog, channel

conditions, and the position of PUs and SUs. Then the experiment is repeated

to reduce the variance from random factors so that more precise result of the

Max-Min downlink transmission rate is obtained.

Table 3.1 is a list of all the parameters used in the simulation platform.

The SNBS can transmit to an SU in downlink channel in one of the z = 5

transmission modes, depending on the channel condition from SNBS to the SU.

See Table 3.2 for the transmission rate R and the Signal to Interference plus Noise

Ratio (SINR) requirement γ for the corresponding transmission mode.

3.3.2 Initialization of User Location Distribution

PUs are distributed inside a circular area with radius of 60km. SUs are distributed

inside a circular area with radius of 33km, and an SNBS located at the center.

Position is expressed in polar coordinates and the distance d and angle φ are

generated using random functions 3.1, 3.2,

d = r ×
√
ξ, where ξ ∼ U (0, 1) (3.1)
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Table 3.1: Parameter summary in simulation platform

Parameter Value Unit Explanation
M 120 1 Total subchannel number
N 40 1 Total SU number
Np 30 1 Total PU number
K -10 dB K factor of Ricean distribution
η 3 1 Path loss exponent
d0 50 m Far-field crossover distance
r1 33 km Max distance from SU to BS
r2 60 km Max distance from PU to BS
N0 -100 dBW Gaussian noise Power
ω 0 dB Critical interference threshold
L 30 slot Frame length
F 1, 3 slot Sub-frame length

Pmax 0-100 W Maximum transmission Power from BS

Table 3.2: Transmission Rate and SINR Requirement

Mode R(Packets) γ (dB)
1 1 10
2 2 14.77
3 3 18.45
4 4 21.76
5 5 24.91
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φ = 2π × ξ, where ξ ∼ U (0, 1) (3.2)

By generating this pair of random variables, the positions of the users are

uniformly distributed inside the circle. User distribution actually plays a very

important part in system performance evaluation. Different distributions of users

within a cell can affect the overall system capacity and there are works to analyse

these effects [57, 58, 59]. We choose the uniform distribution of users within the

cell because this is the basic model and is commonly used in literature, and also

because we need to validate our simulation tool with the result from [2], which

also uses uniform distribution model. An example distribution of users is shown

in Figure 3.3
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3.3.3 Calculating the Power Constraints Vector

Each of the PUs is randomly allocated one subchannel. All subchannels occupied

by PUs form a set: A = {subchannels occupied by PU}. Transmission signal

from the SNBS to an SU sharing the same subchannel with a PU is perceived by

the PU as noise. It is necessary to limit the transmission power from the SNBS

in the subchannel, so that the noise level perceived by any PU does not exceed

a certain threshold. Here the power constraints vector Pj for all subchannels is

calculated in the following way. Each element in Pj is taken to be the largest

feasible value such that the received power from the SNBS to the PU is ωN0. So

if PU n occupies subchannel j, then the power constraints Pj is calculated by

equation 3.5:

Pj · (d0/dn)η ≤ ωN0 (3.3)

Pj ≤ ωN0 (dn/d0)
η (3.4)

So,

Pj = ωN0 (dn/d0)
η (3.5)

Obviously the power constraint is closely related to the distance dn from the

SNBS to the PU. If a PU is far away from the SNBS, the power constraint on the

subchannel which the PU currently occupies will be higher. In other words, the

constraint is less restrict, meaning that an SU can transmit with higher power

when sharing the subchannel with the PU. This is intuitively correct, because the

further away the PU is from the SNBS, the less interference it will get from the

SNBS.

if M < Np, then some of the subchannels are not occupied by any PU. The

power constraints in these subchannels should be set to infinity, indicating no

power constraints.

Pj′ = +∞, j′ ∈ A′ (3.6)

The power constraints for all subchannels are calculated one by one and

recorded in vector Pj.
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3.3.4 Initialization of channel gain

The wireless channel gain is characterized by gij = |hij|2 (d0/di)
η, where hij is

an independent Ricean fading gain characterized by K-factor, η is the path loss

exponent, d0 is the far-field crossover distance and di the distance from user i to

the SNBS.

Firstly values of hij must be calculated. Considering only Ricean fading, the

probability density function of the received signal power after Ricean fading is

expressed as equation 3.7 [60]:

fp (p) =
(1 +K) e−K

p
exp

(
−1 +K

p
p

)
I0

(√
4K (1 +K)

p

p

)
(3.7)

Where p is the local mean power, I0 is 0th order modified Bessel function of

the first kind. There is no Ricean random generator in MATLAB, so an easy

way to generate a random variable using the probability density function is the

Inversion Method [61].

Firstly the cumulative density function is numerically calculated from pdf, by

equation 3.8:

Fp (p) =

∫ p

0

fp (p) dp (3.8)

Then a uniform random variable ξ ∼ U (0, 1) is generated using the MATLAB

random function. According to Inversion transform sampling, p = F−1p (ξ) should

have the same pdf as fp (p).

To test the random variable generation program, a set of experiments were

done, with different values of K.

The red curve represents the PDF of equation 3.7, and the histogram is ob-

tained from 100,000 generated random variables. Figure 3.4 shows that the sim-

ulation results generated from Inversion Method fits well with the original pdf.

The Ricean fading gain hij is generated using this random variable generator and

assigned to different user-subchannel pairs.
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3.3.5 The Implementation of Max-Min Resource Alloca-

tion Algorithm

In this section, the detailed step by step implementation of the Max-Min optimi-

sation Heuristic is introduced.

3.3.5.1 Step 1 - Power pre-allocation

The first step of the heuristic is to perform power allocation over subchannels

by sharing Pmax as uniformly as possible among all subchannels considering the

power constraints in vector Pj. The resulting power allocation Pj would be either

the constraints power in Pj (subchannels with power constraints), or the same

power as any subchannel which is not at its constraints limit. See Figure 3.5:
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Figure 3.5: Power Allocation Map after Step 1

As can be seen from figure 3.5, subchannels such as j = 38, j = 59 are

occupied by PUs and thus only allocated power same as the constraints Pj. Other

subchannels which are not occupied by PUs have equal allocated power. The total

transmission power of the SNBS at different subchannels are:
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∑
j

Pj = Pmax, j = 1, 2, 3, · · ·M (3.9)

With the transmission power allocated here, a maximum transmission rate for

each of the SU in each of the subchannels can be obtained. Figure 3.6 and 3.7

shows the max transmission rate for SUs in all subchannels and the relationship

between this rate and the distance of an SU from the SNBS. Note that the

transmission rate appears to be unified along the sub-channels, this is because

this result does not consider the fading effects yet, and the fading effect is included

in later experiments. In that case, the transmission rate of different sub-channels

for an SU are different, and an SU can choose the sub-channel with the highest

transmission rate.
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Figure 3.6: Transmission Rate Map under Power Constraints

We can see from Figure 3.7 that if an SU is nearer to the SNBS, it can

achieve a higher transmission rate using almost all subchannels. However, in

some subchannels which are occupied by PUs and thus with power constraints,

all SUs only achieve very low transmission rate, see Figure 3.6.
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3.3.5.2 Step 2 - Allocation of subchannel-time slot pairs

In this step, subchannel-time slot pairs are allocated to SUs as resources. This

is the initial creation process of the RA map. The resulting map will be a table

with rows representing different subchannels and columns representing different

time slots. Each element inside this table should be the SU number. See example

table 3.3

As an example, SU3 in row 1 column 2 means that in this frame, at time slot

2, SU number 3 is allowed to download data from the SNBS using subchannel 1.

The subchannel-time slot pairs are allocated one after another iteratively. In

each iteration, an SU with the lowest total transmission rate is allocated one

subchannel-time-slot pair achieving the highest transmission rate subject to the

subchannel power allocation in step 1. To clarify, in each iteration, the algorithm

firstly chooses an SU with the lowest total transmission rate (in terms of the total

transmission rate of this frame). Then for this SU, the achievable transmission

rate in each subchannel-time slot pair is compared and the pair with highest

transmission rate is selected and allocated to this SU. There may be ties in

highest transmission rate for subchannel-time slot pairs, and this is broken in
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Table 3.3: Example Resource Allocation Map

``````````````̀Subchannel
Time slot

1 2 3 · · · L-1 L

1 SU5 SU3 · · · · · · · · · · · ·
2 SU7

. . .

3
...

. . .
...

...
. . .

M-1
...

. . .

M
...

. . .

favor of the highest channel gain. There may also be ties in the lowest total

transmission rate for different SUs, and this is broken in favor of the smallest

geometric mean gj = |A|
√∏

j∈A gij, where A is the set of remaining subchannels

(not already allocated to an SU).

During this iterative allocation process, when SU i has received enough re-

sources to satisfy its queue backlog, it is removed from the active SU list, and

thus not allocated any resource in later iterations. In other words, these SUs

are already satisfied and the queue backlog for these users are likely to be all

transmitted in the next frame, so to continue allocating more resources to these

users would be a waste, and would not further increase the target function which

is the minimum transmission rate among SUs.

The iteration will continue allocating subchannel-time slot pairs, until in any

iteration, the best subchannel cannot improve the total transmission rate of the

SU under consideration. If this situation is reached, we say the algorithm reaches

a saturation state, because the algorithm aims to maximize the minimum trans-

mission rate of all SU, but when this state is reached, the total transmission

rate of the SU under consideration (the one with lowest total transmission rate)

cannot be further improved. Once the saturation state is reached, all the remain-

ing available subchannel-time slot pairs are allocated to the SUs which are not

satisfied in a round robin fashion in preparation for the next step.

Figure 3.8 shows an example of total transmission rate of different SUs after
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Figure 3.8: Transmission Rate of SU after step 2
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Step 2. The fixed queue backlogs for SUs initialized at the beginning of each

simulated frame are listed in Table 3.4

Table 3.4: Initial Backlog [2]

SU1 - SU5 90
SU6 - SU10 180
SU11 - SU15 270
SU16 - SU20 360
SU21 - SU25 900

We can see from figure 3.8 that for SU1 to SU10, their allocated transmission

rate are clearly satisfied (enough for the transmission of remaining backlog for the

next transmission frame) and thus not allocated more resource. However from

SU11, all users are not satisfied. Comparing the rate of those unsatisfied users

with their distance from the SNBS, we can see that users that are closer to the

SNBS tend to get more resources than those far away from the SNBS. Here it is

not very significant, but in the continuous simulation experiment introduced in

later chapters, the effect of distance cumulate together through time and causes

significant differentiation.

After each RA iteration when a subchannel-time-slot pair is allocated to an

SU, the power allocated in step 1 is usually larger than the minimum transmission

power required, which is fij (z) = γzN0/gij. For example if subchannel j = 15 is

allocated to SU7, and the transmission mode in this pair for SU7 is z = 4, then

f7,15 (4) = γ4N0/g7,15 is likely to be larger than the power allocation scheme from

step 1 in channel 15: Pj∗ , j
∗ = 15. In this case, the remaining power P15−f7,15(4)

is allocated to the set of remaining subchannels in this time slot as evenly as

possible considering the power limits due to the power constraints.

A comparison of the subchannel power allocation before Step 2 and after Step

2 is shown in figure 3.9

It can be observed that the previous evenly distributed power along different

subchannels is now either decreased because the required transmission power is

lower than the original allocated power, or increased because they are not allo-

cated to any SUs and continuously receive residual power from other subchannels.
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Figure 3.9: Power allocation of sub-channels after step 2

Note that power constraints still apply for subchannels occupied by PUs.

3.3.5.3 Step 3 - Further Improvement of Max-Min rate

With the subchannel-time slot pair allocation map from step 2, there is still

potential Max-Min improvement by re-performing rate and power allocation. To

do this, the algorithm sequentially increments the transmission mode of the SU

with lowest transmission rate at the most power efficient subchannel-time slot pair

that would not violate the primary protection constraints vector Pj. The detailed

steps are: firstly find out the unsatisfied SU with the lowest total transmission

rate; then for all the subchannel-time slot pairs that are allocated to this user,

find the one with the highest power efficiency ∆Pij.

∆Pij =
[fij (zij + 1)− fij (zij)]

Rzij+1 −Rzij

(3.10)

This is the extra power required to upgrade the transmission mode from zij

to zij + 1 over the transmission rate difference from zij to zij + 1. In other words,

this is the power efficiency (power difference over rate difference) of updating the
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transmission mode by one.

In this updating process, whenever an SUs backlog is satisfied, this SU is re-

moved from the update list and not considered any more. After several iterations

of this updating process, it is likely that at some point all the resource pairs allo-

cated to the unsatisfied SU with lowest total transmission rate cannot be further

improved, and this is when step 3 terminates.

3.4 Experimental Results for Short Frame Time

Optimisation Problem

Previously described steps in section 3.3 complete a simulation of the optimisation

over one frame time.

In the simulation for short frame time optimisation problem, the RA map is

calculated once, and the final allocated transmission rate results for all SUs are

recorded. The randomness introduced to the experiments include position of PUs

and SUs, and the channels conditions. To get a precise result (reduce the random

effects of position distribution of users and channel conditions), for each of the

Pmax value, the simulation is repeated for 50 times and the minimum transmission

rate is averaged. The simulation is also repeated for different subframe length

F , with F = 1 and F = 3. The results of the averaged minimum transmission

rate for SUs are plotted against total transmission power, and compared with the

result from [2]. See Figure 3.10 and Figure 3.11.

Figure 3.10 is the simulation result of my simulation program and Figure

3.11 is the result from [2]. There are more results with Step 4 optimisation

in Figure 3.11. In Step 4 limited perturbation on the sub-channel allocation

is performed to improve the minimum rate among all SUs whose queue is not

satisfied. Specifically, for each bottleneck SU (i.e., an SU which among all those

whose queue is not satisfied, has a minimum rate), one subchannel-time slot pair

is taken from a non-bottleneck SU, and reallocated to the bottleneck SU. In the

research of this thesis, Step 4 is not implemented, because:

1. The extra benefit after Step 4 is not significant
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Figure 3.11: Simulation Result from [2] (unit in Packets)
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2. Step 4 introduces extra computation complexity

3. The purpose of the research of this thesis is to evaluate and improve user

experience rather than reaching optimal solution of RA for Max-Min rate

Comparing the two curves with the same parameter settings: Step 3, F = 1

and Step 3, F = 3, we can see that the results are very similar. This verifies that

the simulation platform correctly implements the algorithm described in [2], and

further extension and real time performance experiments can be done based on

the simulation platform.

3.5 Conclusions

In this chapter, a optimisation problem over a transmission frame in OFDM based

CR network is described. The scenario is adopted from the paper [2]. The reason

for adopting this scenario is because it proposes a queue aware RA algorithm

for short transmission frame time optimisation, and it can be extended to a

continuous time evolving simulation. A simulation platform is built according

to the scenario the described scenario in [2]. The numerical results obtained

are compared with the that from paper to verify correct implementation of the

scenario and the optimisation algorithm. This simulation platform provides a

good basis for further experiments in the research of this thesis. The following

chapters introduce extended model based on the short frame time optimisation

problem and continuous time QoS and QoE evaluation based on the extended

version of the simulation platform.
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Chapter 4

Time Evolving Dynamic

Simulation Platform for CR

4.1 Introduction

In most of the literature on RA for CR, the optimisation problems considered

are limited in a short transmission frame. Extensive research has been carried

out for such optimisation problems. In these scenarios, various algorithms and

techniques are proposed to optimise the network performance parameters, mostly

Physical/MAC layer metrics, such as system throughput, spectrum utilization,

fairness and power consumption. In most cases, the proposed algorithms are de-

signed to be executed repeatedly for different transmission frames to provide op-

timised network performance. However, optimisation at individual transmission

frames does not guarantee the overall continuous QoS of users, such as average

packet delay and loss. These packet layer metrics are not considered at all in

most of these proposed RAs, but they are actually very important performance

indicator of the network, and are vital to the success of the technique. Evaluation

of real time packet level QoS of CR networks is urgently needed.

Some other factors, which cannot be taken into account with model of optimi-

sation problem limited to a single transmission frame, may also have great impact

on system performance. Users in the CR networks are likely to be using different

types of service over CR, and this could result in very different traffic types being
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transmitted over the network, which may have great impact on RA and network

performance. CR networks share spectrum resources with PUs, whose activities

are usually dynamic and can introduce fluctuations to the available resource to

CR, impacting on user QoS. All these factors could not be taken into account

with short transmission frame optimisation scenarios. It is necessary to extend

the short transmission frame optimisation scenarios introduced in Chapter 3 to

a time evolving dynamic model, so that the dynamic factors can be taken into

account and their effect on user QoS and network performance can be evaluated.

In this chapter, the model for time evolving dynamic experiments and the

extended simulation platform are introduced. Long term evaluation results in-

cluding queue length, packet delay and loss are demonstrated.

4.2 Time Evolving Dynamic Model

Table 4.1 summarises a comparison between simulation of the traditional optimi-

sation problems in literature (such as the one introduced in Chapter 3) and the

time evolving dynamic simulation introduced in this chapter.

Table 4.1: Comparison of Simuations

Traditional Optimisation
Simulation

Time Evolving Dynamic
Simulation

Simulation Period Single Transmission Frame
Cascaded Transmission

Frames

SU Backlog
Fixed, using the same value

for every frame
Carried forward to next

frame

Traffic Model None. Saturated Backlog
Packet arrival process with

different characteristics

4.2.1 Cascading Frames

In the scenario introduced in Chapter 3, the short frame time experiments are

simply repeated with the same settings of parameters for an averaged result.
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In order to evaluate packet level system performance in a continuous manner

rather than just focusing on the optimisation in one frame time, the system model

needs to be modified to test the resource allocation algorithm in consecutive

frames. Instead of simply repeating experiments in one frame time, the frames

need to be cascaded, and the parameters such as user backlog and user activities

needs to be carried on to the next transmission frame. This would allow the

conditions to evolve through time, as happens in practical CR networks.

Below is a list of situation comparison and changes made to extend the orig-

inal short frame time simulation platform to adapt to time evolving dynamic

evaluation.

Queue Backlog of SU

In short frame time simulation, each of the secondary users is assigned a

fixed length of backlog at the beginning of the simulation. Different length

of backlog indicates different needs for downlink transmission resource. In

practical cases, the queue backlog evolves according to the traffic intensity

and the downlink transmission rate allocated to the user. So in the time

evolving dynamic simulation, instead of assigning fixed backlog, a packet

buffer is created for each of the SUs. And packets are inserted to and flushed

from the buffer in each time slot. The packets inside the buffer contains

information of the time when it arrives at the buffer, so that the waiting

time for a packet inside the buffer can be tracked. The queue backlog for

the next transmission frame for user i can be expressed as [2]

qi,t+1 = max {0, qi,t − xi,t}+ ai,t, (4.1)

where ai,t is the number of packets arriving in frame t for user i and xi,t is

the number of packets transmitted to user i.

User Positions

In short frame time simulation, the positions of PUs and SUs are re-

initialized at the beginning of each simulation iteration to eliminate effect of

user position. In real time cases, proper mobility pattern of users should be

considered. For simplicity, a set of positions for PUs and SUs are generated
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uniformly distributed in the cell for once at the beginning of the simulation,

and are fixed for the rest of the simulation. So all users stays at the same

position during the whole simulation process1.

Wireless Channel

The wireless channel conditions are still characterized by path loss and

Ricean fading with quasi-static assumption. The wireless gains are re-

initialized at the beginning of each simulation time frame, and remain un-

changed during the frame time.

Resource Allocation Heuristics The heuristic for fast calculation of RA map

is still based on one frame time. However, it now makes use of the inputs

which evolve from frame to frame, such as queue backlog, wireless channel

condition, and power constraints from PUs whose activities are also evolving

through time.

4.2.2 Secondary User Activity Modelling

To evaluate system performance for users with different service types, SUs within

a secondary network are classified into two types: Real-Time-Users SURT and

Non-Real-time-users SUNRT . In the time evolving dynamic simulation, packets

are assumed to arrive at the beginning of each time slot, and be completely

transmitted at the end of each time slot.

For SURT , traffic arrival pattern is characterized by a Poisson process with

intensity λRT . So on average λRT packets will arrive at the beginning of each

time slot to SNBS and buffered for SURT .

For SUNRT , the traffic arrival pattern is characterized by an On-Off model, so

that a bursty traffic pattern for non-real time users can be generated. To generate

bursty traffic, the transition probability between On and Off states needs to be

correctly set so that it stays in Off state for some time and jumps to On state for

a short while and jumps back to Off state. Denote the transition probability from

On state to Off state as POn−Off , and from Off state to On state as POff−On.

Figure 4.1.

1In here, a simple case with fixed position is considered to focus on the QoS evaluation
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Figure 4.1: NRT Secondary User Markov Chain

When SUNRT is in an On state, its packet arrival pattern is still characterized

by a Poisson process, with intensity λNRT . In this case, the overall average packet

arrival rate for SUNRT will be

λNRT =
λNRT × POff−On

POff−On + POn−Off
(4.2)

An example of traffic arrivals for SURT and SUNRT is illustrated in Figure 4.2

4.2.3 Primary User Activity Modelling

In most of the network optimisation scenarios proposed in literature, the mod-

elling of PUs is static. In some cases, the interaction of SUs and PUs are sim-

plified so that only one PU and one SU is considered. However, in real cases,

multiple SUs share spectrum resource with multiple PUs. And the activity of

multiple PUs combined together may have severe impact on resource available to

secondary network. In this thesis, I would like to explore how the PU activity

would affect the performance of secondary network, and thus the PU activities

can no longer be assumed to be static.

There are many proposals for activity modelling for PUs, as introduced in

the literature review section 2.4. The exact modelling of PU activities could be

itself. In later chapters, user mobility model is also taken into account
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Figure 4.2: Comparison of Traffic Pattern for NT and NRT SU

very complicated and also depends on which spectrum band that CR operates in.

The simplest model for PU activity is a two state Markov On Off model, with

exponentially distributed dwelling time for each of the states. Figure 4.3. A PU

still occupies one subchannel when it is in On state. But when it switches to the

Off state, it releases the subchannel it occupies and other users could transmit in

the subchannel without power constraints.

Figure 4.3: Primary User Markov Chain

The transition probability from active to inactive is Pprimary−I−A, and from
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inactive to active is Pprimary−A−I . An example of activity of one PU is illustrated

in Figure 4.4

Figure 4.4: Example Activity of one Primary User

Suppose there are totally Np PUs, then at a certain instance, the number of

active PU is a random value, Figure 4.5, and the expected value can be calculated

by

Np = Np ×
Pprimary−I−A

Pprimary−I−A + Pprimary−A−I
(4.3)

The calculation of expected number of PU is very important because this

decides the average resource available to the secondary network. And also, the

simulation should start with number of active PUs equals to Np, in order to

achieve steady state quicker.

The exponential distribution of dwelling time is the simplest, but probably

not the most accurate model, for the modelling of PU activities. Though for now

only exponential distribution is applied, the consideration of other heavy tailed

distribution of inter-event times is introduced in Chapter 5.
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Figure 4.5: Fluctuation of Total Primary User Activities

4.2.4 Time Evolving Dynamic Experiment Process

Table 4.2 shows the parameters used in the time evolving dynamic experiments.

Most of the parameters used are the same as those in the short frame time sim-

ulation, however, several new parameters are introduced to characterize evolving

activities.

Figure 4.6 shows a flowchart illustrating the time evolving dynamic simulation

process.

At the beginning of the simulation, the position of all users, including PUs

and SUs are randomly initialized, using the same distribution equation (3.1, 3.2).

The SUs are initialized with empty buffers. Then, channel conditions for both

SUs in each of the subchannels are initialized as described in section 3.3.4. At

one frame, the number of active PUs is a random value. The number of active

PUs should be initialized as the expected value, which is calculated by equation

4.3. In this case Np = 8.18, so 8 PUs are initialized as active, while the rest 22

PUs are initialized as inactive.

At the beginning of each frame, the activity states of PUs and NRT SUs are

decided according to the Markov chain transition probability. And the power

constraints are re-calculated according to the activity states of PUs.
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Table 4.2: Parameter summary for Time Evolving Dynamic Experiments

Parameter Value Unit Explanation
M 120 1 Total subchannel number
N 40 1 Total SU number
Np 30 1 Total PU number
K -10 dB K factor of Ricean distribution
η 3 1 Path loss exponent
d0 50 m Far-field crossover distance
r1 33 km Max distance from SU to BS
r2 60 km Max distance from PU to BS
N0 -100 dBW Gaussian noise Power
ω 0 dB Critical interference threshold
L 30 slot Frame length
F 1, 3 slot Sub-frame length
∆t 30 ms Time slot Length
Pmax 30 W Maximum transmission Power from BS

Pprimary−A−I 0.3 Transmission probability from active to inactive
Pprimary−I−A 0.8 Transmission probability from inactive to active
POn−Off 0.8 SU transition probability from on to off
POff−On 0.1 SU transition probability from off to on
λRT variable Packets Traffic Intensity of Real-Time SUs
λNRT variable Packets Traffic Intensity of Non-Real-Time SUs
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Figure 4.6: Flowchart of Time Evolving Dynamic Simulation Process
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The RA heuristic is executed once, taking into account the evolving param-

eters including the backlog length of each of the SUs, the channel conditions,

and the power constraints decided by PU activity situation. The RA map is

produced as the result of the heuristic. According to the RA map, the downlink

transmission rate (packet/slot) for each of the SUs can be calculated.

Next, the packets arrival and transmission process is simulated. For each of

the SU, new packets are inserted at the end of the buffer queue.

qi,t+1 = max {0, qi,t − xi,t}+ ai,t, (4.4)

,where ai,t is the number of newly arrived packets decided by the traffic in-

tensity λRT and λNRT .

ai,t =


µ(λRT ) when i is a RT user

µ(λNRT ) when i is an NRT user and is in On state

0 when i is an NRT user and is in Off state

(4.5)

where µ(λ) is a Poisson random variable with average value of λ. The trans-

mission rate for an SU is the sum of transmission rates on all subchannels for this

user.

xi,t =
M∑
j=1

rij (4.6)

In order to keep track of the average waiting time for packets inside the buffer,

when a packet n enters the buffer, the time instance tnin is recorded in the packet.

When the packet gets transmitted from the buffer, the time instance tnout is also

recorded. Suppose in total Nt packets are transmitted for a user, the expected

waiting time for a packet in the buffer can then be calculated by∑Nt
n=1 t

n
out − tnin
Nt

(4.7)

The buffer size is originally set to be infinity to observe the trend of waiting

time and queue length. In order to evaluate the loss probability of a packet due

to buffer saturation, the buffer size is limited to a finite value. And when new
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packets arrives while the buffer is full, these new packets are dropped and the

number of lost packets are counted.

By this point, the simulation of a frame time is finished. The backlog length

for all SUs are put into an array as the input for RA heuristic of the next frame.

Other parameters such as packet loss and user activities are also recorded into files

at this point for later analysis. The simulation of one frame time is then repeated

for a large number of times for averaged results. In order to obtain accurate

enough results, it is necessary to carry out experiments for enough number of

times. Appendix B introduces research on simulation run length planning.

4.3 Experimental Results for Time Evolving Dy-

namic Evaluation

In this section, several numerical results are presented.

4.3.1 Distance and Average Queue Backlog

4.3.1.1 Real Time Users

The first interesting fact that is discovered is that the distance from an SU to the

SNBS has a significant impact on QoS of SU in a cognitive radio network. The

experiments were done separately for RT and NRT SUs.

Firstly the effect of user distance from the SNBS on RT users is evaluated.

Considering one RT user, and let the distance of this RT user vary

D∗RT ∈ {3, 6, 9, · · · 33} km (4.8)

while the position of all other SUs remains unchanged. For each of these distance

points, the simulation is run for 3 hours, 12000 frames. The queue backlog length

of each of the SU is observed once per frame, and are recorded and then averaged

to obtain a final result.

The simulation is then repeated 3 times, each with different global traffic

intensity. The traffic intensity values tested for SURT are λRT = 8, λRT = 8.5,

λRT = 9, units are packets/time-slot.
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Figure 4.7: Average Queue length vs. Distance for RT SU

In figure 4.7, the queue backlog increases as distance from the SNBS increases.

However, the increase is not very significant. Comparing a user at 33 km distance

and a user at 15 km distance, the average backlog is increased by around 50

packets. The traffic intensity λRT also have impact on the queue backlog, and

at the interest point λRT = 8.5, the relationship between queue backlog and λRT

seems linear.

4.3.1.2 Non Real Time Users

The same simulation process is repeated for NRT users, with distance from SNBS,

D∗NRT ∈ {3, 6, 9, · · · 33} km (4.9)

The simulation is also repeated 3 times, each with different global traffic

intensity. The traffic intensity values tested for SUNRT are listed in table 4.3

comparing with that of SURT . The traffic intensities are set as such so that the

average traffic intensity for SURT and SUNRT are the same, and the results are
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comparable.

Table 4.3: Traffic Intensity

λ λRT λNRT
8 8 72

8.5 8.5 76.5
9 9 81

In Figure 4.8 we can see that for NRT users, the average queue backlog in-

creases significantly as distance from SNBS increases. The queue length difference

between users at 33km distance and users at 15km distance can be up to nearly

1000 packets, which is a huge difference for user experience. And also, the rela-

tionship between queue backlog and λ seems to be non-linear at around λ = 8.5.

The backlog increases much faster as λ becomes larger.
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Figure 4.8: Average Queue length vs. Distance for NRT SU
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4.3.1.3 Comparison of RT and NRT Users

Figure 4.9 shows a comparison between SURT and SUNRT . There is a very

significant discrimination between RT SUs and NRT SUs. Though queue backlogs

for those near to SNBS are almost of the same length, users far away from the

SNBS see a significant difference between RT users and NRT users. This would

result in SUs with bursty traffic pattern to experience much longer delay time,

and also a larger probability of packet loss.
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Figure 4.9: Average Queue length vs. Distance for NRT SU

4.3.2 Distance and Loss Probability

To evaluate the loss probability, the same parameters are used as for the queue

length versus distance experiments. The difference is that the buffer size of all SUs

are set at 5000 packets. So if the backlog length exceeds 5000, the SU buffer will

overflow and newly arrived packets will be lost. The same experimental process

is repeated as in evaluation of queue backlog, and the packet loss numbers are

recorded.
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For SURT , no packet loss is observed for the given traffic intensity, which

means that during the simulation time, the buffers for SURT never overflowed.

For SUNRT , queue backlog sometimes exceed buffer size and thus results in

packet loss. The results of packets loss are plotted in Figure 4.10. Again, we can

observe that the distance from SU to the SNBS has a great impact on packet

loss probability. Secondary users that are further away from the base station are

likely to experience very high packet loss and deteriorated QoS.
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Figure 4.10: Average Queue length vs. Distance for NRT SU

4.3.3 Traffic Intensity and Average Queue Backlog

Another experiment is performed to evaluate the effect of global traffic intensity

over average queue length. All SU’s positions are fixed, and average traffic in-

tensity λRT and λNRT varies from 7 to 11 packets per time slot. For each of the

traffic intensity value, simulation runs for 10,000 frames to obtain the average

result. Figure 4.11 shows the results of the simulation.
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Figure 4.11: Average Queue Length vs. Global Average Traffic Intensity

The average queue backlog increases dramatically at around λ = 10.5, indi-

cating that the global traffic intensity exceeds the SN system capacity.

4.4 Conclusions

The simulation platform is extended to be capable of real time evaluation of

secondary network performance parameters. Experiments are designed to exam-

ine the real-time queueing performance of an existing RA scheme for downlink

OFDM-Based CR network. Simulation results show that packet level QoS param-

eters for SUs in the system vary significantly with the distance from the SNBS.

These results demonstrate the very significant impact of both packet level traf-

fic arrival process, and user distance from the SNBS. The Max-Min RA scheme

tested in this chapter discriminates against users with bursty traffic profiles and

SUs at a large distance, meaning that the Max-Min RA scheme is ineffective in

providing uniformly good user QoS. And it is reasonable to believe that other

similar Physical/MAC layer focused RA schemes have similar problems. This
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clearly shows that any future work on CR system design should also consider

packet level network performances and packet level user QoS.
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Chapter 5

Primary User Effect on

Secondary User QoS

5.1 Introduction

In a CR network, SUs share spectrum resource with licensed users, and make use

of the resource as long as no interference is caused to licensed users. This would

require CR base stations and users to have the ability to sense the activities of

the licensed users. There is extensive research on spectrum sensing techniques,

and there is still research going on trying to find more efficient and accurate

methods. In this research, perfect spectrum sensing is assumed for SNBS and

SUs, so the SN always have knowledge of activities of all PUs within the same

spectrum band.

One important characteristic of CR networks to distinct from other tradi-

tional networks is that the available resource to the users is not constant. Since

SNs share spectrum resource with licensed users, and licensed users always have

priority in spectrum accessing, the resource available to SN is likely to be highly

fluctuating due to the spectrum usage of PUs. The characteristic of available

spectrum resource to SN depends on the activity pattern of the PUs, with whom

SUs share the spectrum. The available resource to SN may have great influence

on both the system capacity, and the network performance. Consequently, the

activity pattern of PUs is very likely to be a main contribution factor to the SN
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performance and users’ QoS and QoE.

The activity patterns of PUs are dependent on the characteristics of the pri-

mary network, and there is research on activity patterns on different spectrum

bands [34, 35, 37, 38]. Designing and implementing CR network sharing spectrum

with different types of primary network with different PU activity patterns can

be difficult and time consuming. In this thesis, I want to focus on general char-

acteristics of PU activity such as overall user activity intensity and user activity

patterns, and also evaluate the difference when different PU activity models are

employed. These factors can be related to specific practical primary networks,

so that the evaluation results obtained in this research can be a reference for

designing of CR networks in the future.

In this chapter, the evaluation of the effect of different PU activity, patterns

and modelling on the performance of SN is introduced. Specifically, QoS metrics

including packet level delay and loss for SUs are still the main concern.

5.2 PU Activity Pattern Modelling

The target of this chapter is to explore how the pattern and modelling of PU

activity can affect SN performance and SU QoS. It is clear that the intensity of

PU activity decides the average level of available resource to the SN, and there

isn’t much need to study the effect of average PU activity intensity because it

can be treated equivalently as available bandwidth. On the other hand, the effect

of PU activity pattern, specifically PU activity burstiness, on SN performance

remains unknown, and yet is important to study.

The PU activity state model used in these experiments is the same as in

section 4.2.3. The Markov On-Off model with exponentially distributed dwelling

time for each of the states is the most basic way to model PU activity.

Both the PU activity intensity and the burstiness of activity can be decided

by the transition probability. The activity intensity is decided by the average

number of PUs in the active state. The average number of PU can be calculated

by equation 4.3. The higher the value of average number of PU Np, the higher is

the activity intensity.

The parameter of interest is the burstiness of PU activity. And one easy
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way to approach different levels of burstiness is using different values for the

transition probability between On-Off states. If the value of Pprimary−I−A and

Pprimary−A−I are higher, then the frequency of transition between state is higher,

resulting in more regular transitions and lower burstiness. And lower values of

the transition probability will result in longer sojourn times in each state and

thus higher burstiness.

To ensure that the activities with different burstiness are comparable, the

activity intensity must be kept the same, but the activity intensity depends on

both the transition probability values, so the two values are dependent. The

relationship between the transition probability Pprimary−A−I and the probability

of a PU being in On state Pon is shown in equation 5.1.

Pprimary−A−I =
(1− Pon)

Pon
· Pprimary−I−A (5.1)

Where Pon is the probability of a PU being in the On state.

Using equation 5.1, a set of transition probability value pairs can be calculated;

each pair of probability values represents a different level of burstiness. Using this

method, exponentially distributed Off state dwelling times for each of the PUs

can be generated.

A recent paper suggests that exponentially distribution of inter-activity times

may not be an accurate enough model for activities driven by humans[12]. Such

activities are better approached by heavy tailed distributions, such as Power law

distributions. Figure 5.1 shows an example comparison between Exponential

distribution and Pareto distribution. The two distributions shown in the figure

has the same mean value, but the Pareto distribution is much more heavy tailed

(larger variance) compared to the exponential distribution. If the Off event time

of a PU follows a Pareto distribution instead of an exponential distribution (even

though with the same mean value), this change in the modelling of PU activity

can affect SN performance1. The numerical evaluation of the effect of employing

different PU activity model will be shown in section 5.3.5.

1There is study on the Power law characterized traffic patterns and queue patterns such as
[62, 63], which has a similar concept, but is different from the scope here.
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Figure 5.1: Comparison of Exponential and Pareto Distribution

5.3 Numerical Experiments

5.3.1 Experiment setup

Firstly, a set of transition probability pair values are calculated. Suppose the

probability for a PU to be on Pon = 0.7, and a set of values are given for transition

probability from Inactive state to Active state is Pprimary−I−A, then the transition

probability from Active state to Inactive state can be calculated by equation 5.1.

A set of values used in the simulation are listed in Table 5.1.

Other parameters used in the simulation are listed in table 5.2.

5.3.2 Effect on total throughput

Different levels of burstiness of individual PU activities will result in different

overall activity patterns, and consequently, the resource available to the CR net-

work will have different characteristics. Figure 5.2 shows an example of the overall
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Table 5.1: State Transition Probability Pairs

Pprimary−I−A Pprimary−A−I
0.1 0.043
0.2 0.086
0.3 0.127
0.4 0.171
0.5 0.214
0.6 0.257
0.7 0.300
0.8 0.343
0.9 0.386

Table 5.2: Parameter summary for PU Activity Effect

Parameter Value Unit Explanation
M 30 1 Total subchannel number
N 12 1 Total SU number
Np 30 1 Total PU number
K -10 dB K factor of Ricean distribution
η 3 1 Path loss exponent
d0 50 m Far-field crossover distance
r1 33 km Max distance from SU to BS
r2 60 km Max distance from PU to BS
N0 -100 dBW Gaussian noise Power
ω 0 dB Critical interference threshold
L 30 slot Frame length
F 1 slot Sub-frame length
∆t 30 ms Time slot Length
Pmax 30 W Maximum transmission Power from BS

Pprimary−A−I variable Transmission probability from active to inactive
Pprimary−I−A variable Transmission probability from inactive to active

λRT variable Bytes Traffic Intensity of Real-Time SUs
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system throughput variation (through time) under different PU activity level of

burstiness.
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Figure 5.2: Burstiness Effect on Total Throughput

Pprimary−I−A has a value of 0.1, 0.5 and 0.9 for plots in Figure 5.2 from top

to bottom. It can be observed that a higher burstiness in PU activity (top case

with Pprimary−I−A = 0.1) results in a slower fluctuation of SN throughput, while

a lower burstiness in PU activity (lower case with Pprimary−I−A = 0.9) results in

a faster fluctuation of the SN throughput. Though the frequency of fluctuation

of the total throughput is different, the average throughput is the same, since the

average resource available to the CR network is the same.
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5.3.3 Effect on queue backlog

The simulation is repeated for each of the state transition probability pairs, and

the queue backlog length at each frame is recorded. The distribution for the queue

length of an SU sharing spectrum with PUs with different levels of burstiness is

illustrated in Figure 5.3. The figure shows the queue backlog distribution in the

buffer for the same target SU, at distance from SNBS of 15 km (half the radius

of the cell), and the only variable for different curves is the level of burstiness

of the PUs. At Pprimary−I−A = 0.1, the level of burstiness of PU activities is at

maximum, and the average queue backlog length is the highest. As Pprimary−I−A

increase, level of burstiness of PU activities decreases gradually, the average queue

backlog length also becomes lower. The results indicate that level of burstiness

of PUs do have a significant impact on the packet level performance of SUs in the

CR network. Under the same resource availability, the QoS of SUs will deteriorate

if the behaviour of the PUs in primary network is more bursty.

10
6

10
7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

Queue Backlog q

P
r(

X
>

q
)

 

 

P
primary−I−A

 = 0.1

P
primary−I−A

 = 0.5

P
primary−I−A

 = 0.9

Figure 5.3: Burstiness Effect on Queue Distribution

Figure 5.4 illustrates the effect of PU activity burstiness on SUs at different
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distances from the SNBS. For each of the SU, queue distribution under maximum

burstiness and minimum burstiness are plotted for clear contrast. The user that

is nearest to the SNBS is plotted as the blue curve. No significant effect of PU

burstiness can be observed. But as the user gets further away from the SNBS, the

effect of PU activity burstiness becomes more obvious. We can see that the users

that are further away from the SNBS, and thus have worse channel conditions

resulting in higher average queue backlog, are influenced more significantly by the

burstiness effect of PUs. On the contrary, those nearer to the SNBS are almost

not influenced by the activity burstiness effect of PU at all.
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Figure 5.4: Burstiness Effect on Queue Distribution at Different Distances

5.3.4 Effect On Packet Delay

The effect of PU activity burstiness is more clearly shown in its effect on packet

delay. Because the time a packet enters the buffer and leaves the buffer are

recorded in the packet during the simulation, the delay time in buffer for each of

the packet can be calculated and recorded in the simulation experiments.

The averaged delay for all SUs is plotted against different levels of burstiness

of PU activities. Results are also compared for users at different distances from

the SNBS. Figure 5.5.
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Figure 5.5: Average Delay vs PU Activity Level of Burstiness

Different PU activity patterns do have a significant impact on the QoS of

secondary network though the activity intensities are the same. As the PU ac-

tivity becomes more bursty, the performance of the secondary network tends to

deteriorate. Under the current resource allocation algorithm used by the SNBS,

the SUs that are further away from the base station experience more serious QoS

deterioration because of PU activity burstiness, while those nearer to the base

station barely have any significant change in QoS.

5.3.5 Heavy-Tailed PU Activity Modelling

The above experimental results all assumed an exponential distribution of Off

state time for PU. In this section, another set of experiments are introduced to

evaluate the effect of changing the modelling of the Off period from an exponential

distribution to the Pareto distribution. The reason of this change of modelling is

because recent research [12] suggests that inter-activity time of events driven by

human activity is more accurately characterised by heavy tailed processes such
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as power law distributions.

Power law distribution is a distribution whose density function has the form

p(x) ∝ L(x)x−α, where α > 1 and L(x) is a slow varying function. An example

of power law distribution is the Pareto distribution. For a Pareto distribution,

its probability density function is:

f(x) =


αxmα
xα+1 if x ≥ xm

0 if x < xm
(5.2)

To generate example On-Off events with two different distributions, firstly a

set of Pareto distributed random numbers are generated to serve as the Off event

time for PU activity. Since heavy tailed distributions such as Pareto distribution

have a very high variance and thus require a very large number of samples to

converge to the mean value, it is more feasible to generate the random number

series for Pareto distribution first, and then calculate the mean value of the gen-

erated series. Then generate the exponential distributed random number series

as a control sample, according to the calculated mean value for the Pareto dis-

tributed random numbers. These two generated random series are then used to

control the Off event sojourn time in the simulation.

Figure 5.6 shows a comparison of SU queue length distribution under these

two different models. It can be observed that although these two different models

should result in the same average available resource to the SUs, the resulting

queue backlog distributions for these two cases are quite different. A Pareto

distributed OFF time of PU can significantly deteriorate SU QoS because of its

greater probability of creating larger queue lengths.

5.4 Conclusions

Current results reveal a complicated relationship between secondary network QoS

and several contributing factors, including PU activity level of burstiness and dis-

tance from base station. The results show the general trend of how these factors

affect QoS, and can be used as an indicator of how much each of these factors

affects the performance of secondary networks. This could be used as an impor-
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Figure 5.6: Queue Backlog Distribution Under Different PU Modelling
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tant reference to design CR networks. The significant performance deterioration

caused by PU activity pattern burstiness suggest that evaluation of PU activity

pattern is very important before designing and deploying a CR network.
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Chapter 6

Video Quality over Cognitive

Radio Network

6.1 Introduction

The requirement for wireless transmission capacity has seen a dramatic increase

in recent years. A report from Cisco [17] stated that mobile traffic has more than

doubled each year over 2009-2011, and is predicted to double again in 2012. Part

of the reason is that the wireless mobile devices are becoming more powerful and

many of the mobile applications rely heavily on high speed wireless transmission.

Among the mobile data traffic, video traffic contributes to more than half at

the beginning of 2012, and is predicted to generate over 69 percent of mobile

data traffic by 2018 [64]. Cognitive radio technique have the potential to provide

very high speed wireless links for mobile devices, and thus may be a very good

candidate for mobile video data carrier.

In this chapter, the process of evaluating QoS of video data transmission over

CR network is introduced. IPTV is defined as ”multimedia services such as televi-

sion/video/ audio/text/graphics/data delivered over IP based networks managed

to provide the required level of QoS/QoE, security, interactivity and reliability”

[65]. And there is growing research interest in mobile IPTV implementation

[66, 67, 68]. IPTV requires relatively high wireless transmission speed, especially

for high quality video streams. It is interesting to see how different factors within
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a CR network could affect the QoS of video service, whereas previous chapters

considered voice and widely used Non-Real-Time data model.

6.2 System Modelling

6.2.1 IPTV over CR System Overview

In order to evaluate the QoS and QoE of IPTV over CR networks, it is necessary

to model not only the CR network, but also all other elements in between the end

to end transmission link, because video traffic has its own distinct characteristic,

and there is no simplified model (like voice traffic) to evaluate video QoS and

QoE. In previous experiments, only the transmission link section is modelled and

simulated. In this section, additionally, the video sender (IPTV source) and the

video receiver (secondary users) also need to be modelled.

Figure 6.1 illustrates an overview of the whole end to end system.

The key components included in the system are:

Sender

The sender is where video source are converted to consecutive packets con-

taining the video information.

SNBS

The SNBS receives packets from the sender and put them into buffer of

the SU. The SNBS allocate downlink resource to the SU according to the

requirements, and transmit the video packets to the SU requiring IPTV

service.

Primary Network

The primary network operates at the same spectrum band with the sec-

ondary network. The activity of PUs are sensed by the SNBS and may

interrupt transmission of SUs when the activity intensity of PUs are high.

Secondary User

The secondary user which requires IPTV service receives the packets from

the SNBS, process the packets and play the video for the user.
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Figure 6.1: System Overview of IPTV over CR Networks
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The SNBS and primary network part are modelled the same as introduced in

previous chapters, and only slight modifications are made.

6.2.2 Sender

The modelling of the sender is a very important part in the video quality eval-

uation simulation experiment, because video traffic has its own distinct charac-

teristics. In order to evaluate the network performance, the simulation usually

requires long enough run time to obtain accurate results. Especially for CR

network, the random effects and the analysis of heavy-tailed PU activity effects

requires even longer simulation for accurate results.

However, common video sources are not long enough to satisfy the long time

simulation. Long movies usually have a length of 2 to 3 hours, and still cannot

satisfy the time requirement. In addition, current VBR (variable bit rate) video

frame lengths see significant long range dependance (LRD) characteristic, and can

be modelled by self similar processes [69]. So simply concatenating different video

clips for a longer simulation time is not appropriate. On the other hand, using

existing video sources (movie, TV channel) for research may lead to copyright

problems. So I need to find a proper way to generate long video traffic source,

while keeping the LRD characteristic of the video traffic.

Most recent researches [70, 71, 72] on video traffic generation suggest traffic

modelling using Wavelets produces video traffic with the highest LRD precision,

and it is also easy to implement. The detailed theory of generating video traffic

pattern using Wavelet is introduced in section 6.3.

The variable bit rate video frames have different lengths, and the lengths of

the frame depends on many factors, such as the characteristic of the pictures,

motions and the coding method used. For most of the time, especially for high

quality video, the size of the frame is too large to be transmitted in one packet, so

the frame data needs to be fragmented and packetized. After the fragmentation

and the packetizing, packets may have different lengths.

Though originally the CR network simulation tool can only process number

of packets assuming all packets have the same packet length, the tool can be

modified to be able to deal with packets with different sizes as described below.
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The original transmission rate unit is packet/time-slot, and modified model’s

transmission unit is Byte/time-slot according to the SINR requirement listed in

Table 6.1.

Table 6.1: Transmission Rate and SINR Requirement in Bytes

Mode R(Bytes) γ (dB)
1 3750 10
2 7500 14.77
3 11250 18.45
4 15000 21.76
5 18750 24.91

A list of packet trace file serve as the output of the sender. The information

contained inside the list includes the packet index, packet length, which frame it

belongs to, fragmentation index and scheduled transmission time.

6.2.3 Secondary User

The SU which requires IPTV service needs to be modelled properly so that video

performance parameters can be measured. Firstly, the user needs to have a packet

buffer to store the video packets received from the SNBS. After all the packets

belonging to one video frame are received, the packets in the buffer can be de-

packetized and de-fragmented. Then the frame data can be decoded and put into

the playback buffer. A pointer in the playback buffer will be continuously moving

forward indicating the current playing frame for the user. The physical and MAC

modelling of the SU remains the same as in previous experiments.

6.3 Video Traffic using Wavelet Model

6.3.1 Wavelet Transform

The Wavelet Transform (WT) is very similar to the Fourier Transform. However,

it overcomes some shortcomings of the Fourier Transform. A Wavelet Trans-

form takes a signal in time domain as the input, and transforms the signal into
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the Wavelet Domain. Instead of just only one series of frequency signals in the

Fourier Transform, Wavelet Transforms results are a collection of time-frequency

representations of the signal, all with different resolutions, and thus so called mul-

tiresolution analysis. Multiresolution analysis is the heart of Wavelet Analysis. It

is the decomposition of a signal into subsignals of different size resolution levels.

Wavelets are complete orthonormal bases, which can be used to represent a

signal as function of time. Discrete wavelets can be represented as

φmj (t) = 2−j/2φ
(
2−jt−m

)
(6.1)

Where j is the scale factor, or dilation index and m is the translation in time.

φ (t) is called the mother wavelet. The simplest mother wavelet is called Haar

wavelet, where

φ (t) =


1 if 0 ≤ t < 1/2

−1 if 1/2 ≤ t < 1

0 otherwise

(6.2)

Consider a discrete-time process x(t), 0 ≤ t ≤ 2K−1 , the Wavelet Transform

of x(t) is given by:

dmj =
2K−1∑
t=0

x(t)φmj (t) (6.3)

where dmj is the mth Wavelet coefficient at time scale j.

And x(t) can be represented through its Inverse Wavelet Transform (IWT):

x(t) =
K∑
j=1

2K−1∑
m=0

dmj φ
m
j (t) + φ0 (6.4)

Equation 6.3 and 6.4 defines the Wavelet Transform and the Inverse Wavelet

Transform respectively.
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6.3.2 Video Traffic Synthesis using Wavelets

One very significant characteristic of Video Traffic is that its both SRD and LRD,

which makes it very hard to generate using traditional random variable generation

methods [72].

Consider frame length x(t) of a video clip. If we perform wavelet transform

on x(t), we will get a set of wavelet coefficients dmj .

Taking wavelet coefficient dmj at a specific scale j, e.g. . d1j , d
2
j , d

3
j · dmj . Sur-

prisingly, these coefficients are no longer LRD over m. Instead, they are i.i.d.

Gaussian random variables with zero mean.

Inspired by this characteristic of traffic in wavelet domain, a method to gen-

erate complex (SRD+LRD) traffic using a simple model in wavelet domain is

developed in [72].

• Perform wavelet transform on empirical video trace x̂(t) and obtain its

wavelet coefficient d̂mj .

• Analyze d̂mj at each time scale j. Obtain their mean, variance and cumula-

tive distribution function.

• For each of the time scale j , generate zero mean Gaussian variables with

variance evaluated from empirical traffic analysis. Then for all the random

variables generated, transform the data according to the cumulative dis-

tribution functions of empirical data, so that the newly generated random

variables fits into the empirical distribution. The resulting random variables

are dmj .

• Perform an inverse wavelet transform on dmj to obtain the synthesized video

traffic.

6.3.3 Efficient Method for Wavelet Transform

The purpose of generating arbitrarily long movie traces is because we need to

provide long enough movie traffic for the simulation to obtain more accurate

results. The Wavelet Transform and Inverse Wavelet Transform are required for

video traffic generation method introduced in the last section. However, they
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could require very high computational complexity, especially when the level of

detail j has a higher value, or when a complex mother wavelet is chosen. To

simplify the calculation, the simplest mother wavelet ’Haar Wavelet’ is chosen

as it is common in the literature [70, 73]. The Haar mother wavelet is shown in

equation 6.2.

Suppose the Haar Wavelet is used for the Wavelet Transform, then the support

(non-zero values) for the translated and dilated wavelets φmj (t) defined in equation

6.1 can be represented by[
m2j,

(
m+

1

2

)
2j − 1

]⋃[(
m+

1

2

)
2j, (m+ 1) 2j − 1

]
(6.5)

So the Wavelet Transform in equation 6.3 can be simplified as:

dmj = 2
−j
2

(m+0.5)2j−1∑
t=m2j

x(t)−
(m+1)2j−1∑
t=(m+0.5)2j

x(t)

 (6.6)

This form makes the wavelet coefficients very easy to calculate since it only

involves summation of the time series x(t).

The inverse Wavelet Transform is also easy to calculate for the Haar Wavelet.

It is just a superposition of reconstructed signal at different time scales.

x(t) = (d11,−d11, d21,−d21, · · · dm1 ,−dm1 )

+ (d12, d
1
2,−d12,−d12, · · · ) (6.7)

...

By equations 6.6 and 6.7, both the WT and IWT can be calculated with

minimum computational complexity.
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6.4 Simulation Results and Analysis

6.4.1 Examining Empirical Traces

Video trace example files are available at an online video trace library [74]. Video

traces are downloaded from the library and I wrote a MATLAB program to decode

the data from the hex files downloaded.

The autocorrelation function is analyzed to show the LRD characteristic of

the video traffic, and buffer loss probability are also analyzed for each of these

empirical traces.
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Figure 6.2: Autocorrelation of Empirical Traces

Figure 6.2 and 6.3 shows the autocorrelation and the buffer loss probability

for the 3 movie traces downloaded from the library (Lord of The Rings, Home

Alone II and Beauty and Beast).

For each of the video trace traffic, an infinite buffer is used to store the arrival

data. At the beginning of each frame, the traffic is fed into the buffer, while the

77
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server drains data from the buffer at a constant rate. We store the queue length

variation B̂(t), 0 ≤ t < 2K . The loss probability is defined as P (x) = Pr(B̂(t) >

x).

Obviously, the frame size of the empirical traces of these three movies are

different because they are completely different movies, resulting in different traffic

intensity overall, where we define the average traffic intensity for an empirical

trace as λ. So the buffer loss results are only comparable for these 3 movies if the

load (defined as ρ) is kept the same for the 3 movies. This is done by applying

different service capacities (service rate defined as C) to each of the movie traces.

On the other hand, the size of the buffer (defined as B) that is used to evaluate

the loss probability also needs to be different for each of the 3 movies due to

different traffic intensity, so that the packet loss probability results comparable.

A normalized buffer size (defined as B̄) is used and is defined as:

B̄ =
B

C
(6.8)

Equation 6.9 and 6.10 is used to calculate the actual buffer size B and ser-

vice capacity C with observed traffic intensity λ, and a predefined load ρ and

normalised buffer size B̄.

C =
λ

ρ
(6.9)

B = B̄ × C (6.10)

The diagrams for loss rate against load in Figure 6.3 are plotted using different

Normalised-Buffer-Size (0.1, 1, 10, 30, 100 from top down).

6.4.2 Wavelet Transform and Inverse Wavelet Transform

on A Target Video Trace

A simulation tool was built to convert a discrete time series from time domain to

wavelet domain using the simplified WT and IWT introduced in section 6.3.3. In

order to test the correctness of the simulation tool, a simple way is to convert a
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video trace file from the time domain to the Wavelet domain first, and obtain a

set of wavelet coefficients dmj . And then, convert these coefficients in the Wavelet

domain directly back to the time domain, and compare the results with the

original time domain traffic. The two time domain traffic signal should be exactly

the same if the simulation tool correctly implements the WT and the IWT.

We take one of the example video traces, which is ”Home Alone II”, and try

to apply WT and IWT on the trace to test the correctness of the implemented

algorithm. Figure 6.4 shows a comparison of the empirical trace and the traffic

trace after WT and IWT. The comparison is plotted in time domain, and it

can be observed that the traces are identical, indicating that the WT and IWT

conversion tool works fine.
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Figure 6.4: Comparison of Empirical Trace and Trace after WT and IWT (Home
Alone II)

6.4.3 Generating New Traces From Empirical Traces

Using the algorithm introduced in section 6.3.2, I wrote a simulation tool to

generate new traces according to the characteristics of the empirical video trace.
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The example movie trace used in this section is the ”Home Alone II” movie trace

from the online movie trace library [74].

Firstly, Wavelet Transform is performed on the empirical video trace x̂(t) and

the wavelet coefficients d̂mj are obtained.

The wavelet coefficients are analyzed at each time scale j for the mean and

variance and cumulative distribution function of the coefficients.

Table 6.2 shows the mean and standard deviations of wavelet coefficients of

the first 5 levels j for the example empirical video trace.

Table 6.2: Characteristic of Wavelet Coefficients of Empirical Video Trace

j 1 2 3 4 5
MEAN -2.957146972 -0.688583374 0.034688542 0.11214447 -0.099043071

STD DEV 192.8995395 228.0501034 319.658761 426.0183178 603.3703875

Then a new set of random variables with the same length as the array of

empirical wavelet coefficients are generated for each of the wavelet coefficients

level j, denoted as dmj . These random variables should have the same marginal

distribution as the empirical wavelet coefficients d̂mj .

The Inverse Wavelet Transform is performed on the generated wavelet coeffi-

cients dmj to obtain the synthesized video trace in the time domain.

Figure 6.5 shows a comparison of the empirical trace and the synthesized video

traffic in the time domain. And the two traces are also examined and compared

with autocorrelation functions (Figure 6.6) and buffer loss probability (Figure

6.7).

We can see that both the autocorrelation and the buffer loss probability are

very similar to the empirical video trace. It can be observed from Figure 6.7 that

for the buffer loss probability curves of the empirical trace, as the loss probability

decreases below 10−2, it starts to show significant deviation from the original

trend of the curve. However, for the probability curves of the synthesized traffic,

they still keep a good ”accuracy” because the sample size of the traffic is much

larger. The ability to generate video traffic trace with arbitrary lengths enables

the simulations to last for a long enough period for accurate result. Details about
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Figure 6.5: Comparison of Empirical Trace and Synthesized Video Traffic (Home
Alone II)

simulation convergence can be found in Appendix C.

6.4.4 Video Traffic Transmission over CR Networks

Using the Wavelet method, we are already capable of generating arbitrarily long

video trace traffic. Although the result may not be exactly the same as the

original trace (as can be observed in Figure 6.6, there is still small deviations in

the autocorrelation), the rough SRD and LRD characteristics of the traffic can

still be generated. So now we can try to push the video traces traffic into the CR

network and see how the network responds to it.

The experiment is designed as below:

There are 40 secondary users, sharing sub-channel resources with 80 primary

users. For now the activity of Primary users are set to static. In the 40 SUs,

36 of them are RT users (arrival packets are Poisson distributed). 3 of them are

NRT users (Markov On-Off model, with bursty ON-traffic) 1 of them uses the

video trace traffic. We specifically set 1 of each type of users to an equal distance
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from the base station, so that the results are comparable. These 3 users are the

experimental subjects.

The experiments were repeated using synthesized traffic from the 3 example

video traces(Beauty and Beast, Home Alone II, Lord of The Rings). These video

traffic traces are scaled so that the average traffic intensities are the same as that

of the other RT and NRT users, and experiments are conducted with a number

of frames = 50000.

Figure 6.8 shows a comparison of the autocorrelation functions for the three

movie traces used.
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Figure 6.8: Comparison of the autocorrelation functions of three synthesized
video traces

Lord of The Rings (green) is a synthesized trace from MPEG-4 empirical

trace. Home Alone II (red) and Beauty and Beast (blue) are synthesized traces

from M-JPEG frame level empirical traces. They exhibit significantly more LRD

compared with the traffic of the Lord of The Rings.

The backlog decay function of the SU buffers are plotted in Figure 6.9.
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Figure 6.9: Queue Decay Characteristic After CR Transmission

It can be observed that the three Secondary Users receiving movie traffic

have backlog decay function in between the RT users (Blue, e.g, VoIP users) and

NRT users (Red, e.g, Web Browsing Users). This indicates that burstiness of the

NRT traffic contributes to long backlog more than the LRD property of the video

traffic. It also suggests that by correctly setting the parameter of SRD bursty

traffic, it is possible for it to yield similar results to that of LRD video traffic.

6.5 Conclusions

Evaluating video quality over networks transmission is a very challenging prob-

lem. One of the challenges is to generate long movie traffic for simulation evalua-

tion. In this chapter, a video traffic pattern generation method using Wavelet is

introduced for network performance evaluation. The method is able to generate

very long video traces for simulations that requires long time to reach steady

state. The characteristic of the synthesized video trace traffic is very close to

that of the empirical traces. When analyzing the video traces characteristics,

it is noticed that even using the same coding method, different movie sources

will have very different self-similar patterns. Thus the resulting traffic and buffer

behaviours are vary significantly from one to another.
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The significant LRD characteristic of movie traffic results in larger queue

backlog than a SRD traffic. However, it is shown that the burstiness in traffic

contributes to a even larger queue backlog than the LRD of the video traffic.

Thus by adjusting the bustiness of a SRD traffic, it is possible to approximate

the queue backlog of a LRD traffic.
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Chapter 7

QoE Aided Performance

Compensation for Cognitive

Radio Networks

7.1 Introduction

The method of evaluating user QoS in a continuous time evolving manner was

introduced in the previous chapters. In this chapter, we take a step forward from

packet level QoS metric evaluation, to the evaluation of QoE for SUs. This would

ultimately allow improvement of user QoE for CR networks by incorporating the

QoE evaluating results into the RA schemes. In this chapter, we propose a novel

QoE compensation scheme that increase the spectrum access priority for users

with poor QoE, in order to achieve a uniformly good QoE among all users.

Similarly to most of the multiple access radio networks, CR also requires

radio resource management in order to coordinate spectrum usage between users

within the system, and to achieve better network performance (usually focusing

on network throughput). Radio resource management for CR becomes even more

challenging than that of the traditional radio networks because the radio resource

available to a CR system is often highly dynamic. It is very likely that existing

radio resource management methods and schemes for traditional radio networks

will fail to yield consistently good performance for CR networks.
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There are many papers proposing new radio resource management schemes

for CR. Examples of these include [2, 6, 8, 9, 10, 11, 32, 33]. In [8], the author

proposed a heuristic to approach suboptimal total throughput of the secondary

network, at the same time ensuring fairness among users in the sense that they

try to allocate bits to users who have not received their fair share of service.

In [9], the spectral efficiency of the frequency band occupied by a CR network is

used as an optimisation target function. In [6], the authors try to further increase

the total transmission capacity of all secondary users by loosening the primary

user protection threshold. In [32], a Markov chain queueing model is proposed to

analyze the queue length variation in SU network. The author applies a Discrete

Time Markov Chain analysis for the queue model, and then uses a numerical

simulation to evaluate the scenario. [33] considers the QoS of heterogeneous

secondary users. The author defines a priority factor to ensure that real-time

user’s QoS requirements are met. The average delay and total throughput of the

secondary network are optimized using the algorithm proposed by the author. In

[11], the authors proposed an algorithm with reduced complexity in the expense

of total network throughput. In [10], the RA problem is solved using particle

swarm optimisation, so that the the complexity of the algorithm is eased while

maintaining a satisfactory throughput.

Most of these papers suffer from a few weakness which may render them

inefficient when deployed in practical CR network scenarios. Firstly, almost all

of these proposals consider the resource allocation problem within a short period

of time, i.e. optimization of certain QoS parameters over a time slot1. The

optimization of QoS over a time slot does not necessarily result in good user

perceived quality, especially when the available resources to the system varies a

lot over time. Secondly, licensed user (Primary User, PU) activities are usually

not considered, or when considered, are modelled as static. However, dynamic

resource availability is a key difference between CR and the traditional radio

network, and thus must be properly modelled and integrated into the study in

order to obtain more accurate results, and to test the effectiveness of resource

1The usual approach on RA for CR is to form an optimization problem over a short time
slot for a MAC parameters such as user throughput, spectrum efficiency and power efficiency,
while assuming everything within this short time slot remains constant, including saturated
backlog, channel condition, etc.

89



allocation schemes. Last but not least, these papers do not consider the case

that users may employe the CR network for different types of services, and their

perceived experience can be very different.

In order to deal with the first two problems, it is necessary to consider the

resource allocation problem in a continuously evolving manner. This work was

introduced in Chapter 4 and 5. In this chapter we try to address the last problem,

which is even more important, because the service quality that users perceive is

crucial to the success of CR.

Little work has been done on analyzing packet level SN performance and SU

QoE, partially due to the complex nature of the problem. In parallel, user QoE

provisioning is gaining interest. In terms of the packet level QoS research publi-

cations and standards, QoS is usually used to refer to network parameters such as

packet delay, packet loss and jitter. These provide a quantitative metric for the

network operators and they are generally satisfied with them. However, the end

users of the network don’t necessarily benefit from the QoS that a network can

provide. In other words, although QoS will to some extent determine the degree

of satisfaction of the end user, good network QoS for a network operator does

not guarantee satisfactory services for end users. QoE, on the other hand, can

provide a more accurate evaluation in terms of user satisfaction. Another benefit

of using QoE as a measurement method is that it unifies the network performance

as a single metric, regardless of the types of service users’ require, because users

have a different definition of satisfaction for different types of service, and the

QoS requirement on the network can be very different.

The main aim of this chapter is to show how user QoE in CR can be improved

by informing the resource allocation algorithm with a continuously evaluated QoE

index. The work is based on the packet level QoS evaluation results introduced

in Chapter 4 and 5. These results are converted and unified as QoE, and the rela-

tionship between user QoE and the previously mentioned typical non-configurable

factors are demonstrated. These factors include user distance from the base sta-

tion, PU activity burstiness, and user service types. Based on the QoE evaluation

results, we design a QoE feedback mechanism to inform the resource allocation

algorithm with continuously monitored user QoE, so that the overall user expe-

rience can be improved.
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7.2 Introduction to QoE

7.2.1 QoE Definition

User Quality of Experience is defined by the ITU in [39] as The overall acceptabil-

ity of an application or service, as perceived subjectively by the end-user. And an

important note for the definition is Quality of Experience includes the complete

end-to-end system effects (client, terminal, network, services infrastructure). The

most important characteristic of QoE is that it focuses on the end users’ subjec-

tive opinion of a service.

In terms of the IP related QoS research publications and standards, QoS is

usually used to refer to packet level network performance parameters such as

delay, loss and jitter. These QoS parameters provide good measurements for the

network operators to monitor their network speed, availability and reliability.

However, the end users of the network don’t necessarily benefit from the QoS

that a network can provide. In other words, although QoS will to some extent

determine the degree of satisfaction of the end user, satisfiable network QoS

for a network operator does not guarantee satisfiable services for an end users.

Thus there has been increasing research interest in QoE provisioning for users,

aiming at providing better user satisfaction rather than looking at the network

performance alone.

The evaluation of QoE is based on different services, because users have a

different definition of satisfaction for different services. Take the VoIP service and

the file downloading service as examples: users are satisfied when VoIP service

could provide continuous and high quality voice signals; while users that are

downloading files are satisfied when the data are loaded and in a shorter time.

One of the most important advantage of using QoE as the unified metric of user

experience is because it provides a single network performance quality metric that

combines QoS metrics, and allows comparison of different user even when they

are using different types of services.
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7.2.2 QoS to QoE Mapping Techniques

According to the definition of QoE [39], it is a subjective measurement of a

customer’s experiences with a service. However, they are usually very time con-

suming, and require human activity, which is very expensive. Furthermore, the

measurement cannot be carried out online, meaning that the resulting QoE can-

not serve as real time feedback to the network, so the network configuration

cannot be dynamically adjusted according to the QoE by a subjective method.

Recently, methods have been proposed to allow conversion from measurable

QoS parameters to QoE [13, 43]. These use packet delay and loss, and by applying

the mapping techniques, relate them to user QoE represented as a Mean Opinion

Score (MOS).

The packet level evaluation results introduced in the previous chapters can be

converted to QoE using a couple of QoS to QoE mapping techniques.

The ITU E-model [42] for monitoring end-to-end voice quality takes into ac-

count a wide range of possible impairments and represents the voice quality using

an R-factor, which can then be transformed to MOS. In [43], the authors try to

simplify the E-model for VoIP service and find a relationship between trans-

port layer factors and the R-factor. Several transport layer QoS factors including

packet delay, packet loss and jitter are identified as relevant factors, and an expres-

sion of R-factor value by these factors are described in the paper. The R-factor

expression proposed in this paper can be directly used to transform packet level

QoS to the user perceived QoE.

In this research we assume the RT users employ a VoIP service through the

CR, and the corresponding packet delay and loss can be used to objectively

measure user experience according to the mapping equation from [43]:

R ∼ 94.2− 0.024d− 0.11(d− 177.3)H(d− 177.3)− 11− 40ln(1 + 10e) (7.1)

,where d is packet delay in ms, e is the packet loss probability and H is the step

function.

R can then be converted to user MOS by:

MOS = 1 + 0.035 ·R + 7 · 10−6 ·R · (R− 60) · (100−R) (7.2)
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[13] presents the exponential relationship between several packet layer QoS

parameters and the perceived QoE represented by MOS. It is shown that the

proposed IQX hypothesis, which is a natural and generic exponential relation-

ship between user-perceived QoE and network-caused QoS, can provide a better

approximation than the former logarithmic relationships. One result from [13]

provides a delay to MOS mapping relationship for NRT services such as web page

download. In this research we assume that the NRT users use CR to browse a

web page, and that the web page loading time can be approximated by the packet

delay time. The mapping equation for NRT users is

MOS(x) = 4.298 · exp(−0.347 · x) + 1.390 (7.3)

, where x is the response delay in seconds. These mappings are applied to QoS

results for RT and NRT users respectively.

Some more details about ITU-T E-Model, and QoS to QoE mapping methods

in [43] and [13] can be found in Appendix B.

7.3 System Model and Simulation Platform

The system model used in this chapter for QoE evaluation of SUs in a CR network

is the same as described in Chapter 4 and 5. However, the simulation platform

is modified to implement QoS to QoE mapping to allow real time evaluation of

QoE of individual users. Figure 7.1 shows the block diagram of the modified

simulation platform. Note that the ”QoE Evaluation by Mapping” block receives

information from both the ”SU Traffic Modelling” block and the ”Packet Delay

& Loss Evaluation” block in order obtain measured QoE of SUs.

7.4 QoE Evaluation for CR

The ultimate purpose of this chapter is to demonstrate a method to improve the

overall long term experience of SUs in CR networks. However, the first step of

improving it, is to be able to evaluate it. So in this section, we demonstrate experi-

ments that focus on evaluating the effect of several parameters on SUs experience.
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Figure 7.1: Packet Level Performance Evaluation Platform for CR

The parameters include typical non-configurable metrics that cannot be changed

in practical scenarios. Using the simulation platform introduced in section 7.3,

we have the capability to examine long term SU QoE. Firstly, the effect of user

service types and distances from the SNBS is evaluated. Then we introduce the

mapping method to convert the evaluated QoS metrics to QoE, so that the effects

of service types and distance can be represented in the form of MOS. Finally we

show the evaluation of PU activity effect on user QoE. These evaluation results

demonstrate the significant impact of several contributing factors on user QoE,

when the traditional throughput focused RA scheme is employed. In later sec-

tions, the QoE evaluation method introduced in this section is used provide input

to the QoE based performance compensation scheme for RA. And the QoE re-

sults with QoE performance compensation are compared with the evaluated QoE

results shown in this section to illustrate its effectiveness.

7.4.1 Service Type and Distance Effect

7.4.1.1 Modelling of SU Traffic

Here we model SUs as two types, real-time (RT) users and non-real-time (NRT)

users. Each represents different service types, with different traffic characteristics.

For RT users, packet arrivals are modelled as a Poisson process, with ar-

rival intensity of λRT . So on average λRT packets will arrive at the SU buffer in

each time slot. The traffic arrival process for NRT users is characterized by an

ON/OFF model to simulate bursty NRT traffic patterns. The transition prob-
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Table 7.1: Parameters Setup

Variable Explanation Value

M Total Subchannel Number 120

N Total SU Number 40

Np Total PU number 30

K Ricean Fading Factor −10db

η Path Loss Exponent 3

d0 far-field crossover distance 50m

r1 SUs Radius 33km

r2 PUs Radius 60km

N0 Gaussian Noise Power −100db

ω Critical Interference Threshold 0db

L Number of Time Slot 30

δt Time Slot Length 30ms

Pmax Total Transmission Power 30W

POn−Off NRT SU Transition Probability 0.8

POff−On NRT SU Transition Probability 0.1

ability between the ON/OFF states, and the traffic intensity for NRT users in

the On state, RNRT , is set so that the overall average traffic intensity λ for RT

and NRT users have the same value, i.e. λ = λRT = PrON ×RNRT . PrON is the

probability that an NRT user is in the On state.

7.4.1.2 Experimental Setup

The parameters used in the experiments are shown in Table 7.1. Each PU occu-

pies one subchannel, and since the main concern in this set of experiments is on

SU related parameters, PU activities are set to be static, though later, in the case

where the PU activity patterns are considered, these are modelled dynamically.

(We later show that PU activity pattern has a strong effect on the long term

queue behaviour of the SUs) The SNBS will allocate the available subchannels

to the SUs in order to maximize the minimum transmission rate among the SUs.
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The experiment is repeated 3 times, each with different packet arrival intensity.

For each of the experimental iteration set, one SU of each service type being ob-

served is placed at a different location with different distances from the SBNS, so

that the effect of user distance from the SBNS can be evaluated. We monitored

the average packet delay and loss probability for the SUs.

7.4.1.3 Results and Analysis for Effect of Service Type and Distance

A comparison of the QoE of RT and NRT users for different traffic intensity λ is

shown in Figure 7.2. Note that the solid lines for NRT user results are obtained

by curve fitting. Figure 7.2 shows an NRT user’s QoE degrades dramatically

as its distance from the SNBS increases. This means that the users that are

further away from the SNBS have a much worse experience when using NRT

services than those nearer to the SNBS. For RT users, results for the same three

λ values almost overlaps, indicating the limited effect of packet rate on QoE.

Comparing the MOS of RT and NRT users, although both service types require

similar capacity for mean packet rate, the difference in QoE for users at a large

distance is significant.

These results demonstrate the very significant impact of both packet level

traffic arrival process, and user distance from the SNBS. The Max-Min RA scheme

discriminates against users with bursty traffic profiles and SUs at a large distance,

meaning that the Max-Min RA scheme is ineffective in providing uniformly good

user QoE.

7.4.2 Primary User Activity Pattern Effects

7.4.2.1 Modelling of PU Activity Patterns

As introduced in chapter 5, PU activity pattern has a significant effect on packet

level SU QoS. In this section we try to research on the relationship between the

PU activity pattern and user QoE.

It is obvious that the activity of PUs occupying the resource will directly affect

the SN performance. In previous papers, PU activity is usually assumed to be

static and the PU only affects an SN through the mean level of activity (mean
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Figure 7.2: RT and NRT Mean Opinion Score over CR

number of active PUs). However, in reality, an SN could share spectrum with

various types of primary networks. Even with the same type of primary network,

the activity pattern of any PU could be different [34]. In our work, PU activities

are dynamically modelled, and each PU is characterized by a Markov On/Off

model. For a PU in an On state, an SU could still share the same sub-channel

with the PU if the transmission power of the SNBS in this sub-channel does not

reach the interference threshold, while for a PU in an Off state, the SNBS can

transmit data without power limitation. We model PU activities with different

transition probabilities, while keeping the average resource available to an SN

constant, so that the effects of the PU activity pattern are evaluated.

For any PU, PI−A indicates transition probability from inactive state to active

state, while PA−I indicates that from active state to inactive state. In our exper-

iment, PI−A takes a value from the set 0.1 to 0.9 with a 0.1 interval, while PA−I

is calculated correspondingly to ensure the average PU traffic intensities are kept

constant so that the resource available to SNs is the same. We define PU activity

burstiness using the Index of Dispersion of PU ON state periods DON = σ2/µ.

Where σ2 is the variance of PU ON state periods and µ the average value. A

higher value of DON indicates a higher value of burstiness. As the value of PI−A

increases, the dwelling periods mean and variance will decrease, resulting in less
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burstiness, i.e. more rapid fluctuations and shorter mean dwelling times.

7.4.2.2 Results and Analysis

The effect of PU activity burstiness on performance quality measured as QoE

is shown in Figure 7.3. We can see that different PU activity patterns have a

significant impact even though the PU activity intensities are kept constant. QoE

deteriorates linearly to DON as PU activity burstiness increases. Results are also

compared for users at different distances from the SNBS. Under the Max-Min

RA scheme, the deterioration slope increases significantly as SUs move further

away from the SNBS, while those nearer to the base station barely experience

any significant change in QoE. This results in very poor QoE under bursty PU

activity for users at large distances. The linear relationship between MOS and

DON can be expressed as: MOS = 5− 4.5 · 10−4 · exp(0.16 ·d)×DON − 0.0186 ·d.

The results may seem conter-intuitive: intuitively a rapid fluctuation on available

resource means bad channel quality and would lead to low transmission quality;

however, the results here show that more rapid fluctuations of PU activity leads

to better SU quality. This is due to the combination of individual activity of all

PUs affecting the overall resource availability being more stable when individual

activity fluctuation is more rapid, while slow varying of individual PU activity

results in higher variation in resources availability to SUs, which is known to be

bad in queueing theory.

With these results, we can draw very important conclusions. When deploying

CR networks, it is preferable to choose an environment or frequency bands in

which the PU activities are less bursty. More importantly, the Max-Min RA

scheme is ineffective in providing good user QoE in a highly dynamic spectrum

environment, and the lack of equality among users in terms of QoE is very obvious,

especially for users far away from the SNBS.

7.5 QoE Aided Performance Compensation

As illustrated in Section 7.4, the classical Max-Min resource allocation scheme(details

introduced in Chapter 3) for CR results in poor user experience in certain sce-
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narios. One of the reasons that classical radio resource management schemes

fail to provide overall good user experience is because they are designed to opti-

mize MAC/Physical layer parameters (e.g. user throughput, spectral efficiency,

power efficiency, etc) under the assumption of saturated queue backlog, rather

than looking at the user experience over a longer time scale. With the help of

the simulation platform introduced in Section 7.3 and the QoE evaluation results

illustrated in Section 7.4, it is now possible to provide the resource allocation

algorithm with additional information on user QoE to aid resource allocation. In

this way, our results show that it is possible to compensate those users with poor

experience and significantly improve user QoE at low cost. The block diagram of

the QoE compensation scheme is illustrated in Figure 7.4.

7.5.1 QoE Aided Performance Compensation Algorithm

Here we evaluate the effect of incorporating the compensation algorithm into the

radio resource scheme for performance improvement. The algorithm is still based

on the Max-Min scheme introduced in [2], but is modified to incorporate QoE

compensation. In fact we expect that this compensation scheme can be gener-

alised to any radio resource management scheme as long as it employs priority

based scheduling.
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Algorithm 1: The Max-Min Algorithm

initialization;
while there is still active SU do

if saturation = false then
find SU with minimum allocated Tx rate;

else
find next unsatisfied SU;

end
find the subchannel with highest Tx rate;
if target Tx rate > 0 then

issue the subchannel to the SU;
SU allocated Tx rate +=;
if SU backlog satisfied then

remove SU from active list;
end

else
saturation = true;
remove SU from active list;

end

end

Firstly we introduce some details on the Max-Min algorithm proposed in [2].

The Pseudocode for the Max-Min algorithm is presented in Algorithm 1.

After initialisation, SUs are put into a list indicating that their requirement
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for radio resources have not yet been satisfied. A flag variable named saturation

is used to determine whether the SU with the minimum allocated transmission

rate can be allocated more resources. In other words, saturation is used to de-

termine whether the minimum transmission rate can be further improved or not.

If saturation is false, the SU with minimum allocated Tx rate will be prioritised.

Otherwise the rest of the resource will be allocated to the remaining SUs in a

round robin fashion. Once an SU is selected, the next step is to find a subchannel

that supports the highest Tx rate for the target SU. If this subchannel can be

used to transmit data to the SU, then we allocate this subchannel to the target

SU, and the SU allocated Tx rate is updated accordingly. Otherwise, if there is

no available channel that can support data transmission for the target SU, the

flag saturation is updated as true. During the allocation process, if a target SU

receives enough radio resource to support transmission of its remaining backlog,

it will be removed from the active list. On the other hand, if no more radio

resource can be allocated to the target SU, it will also be removed from the list.

The resource allocation iteration continues until the active SU list is empty. As

we can see here, Algorithm 1 always prioritises the SU with lowest allocated Tx

rate in order to maximize the minimum transmission rate among all SUs.

The fundamental idea of the QoE aided performance compensation algorithm

is, instead of allocating subchannels to users with lowest transmission rate, the

SNBS prioritises the user with the lowest evaluated QoE in previous transmission

frames. The pseudocode for the proposed QoE aided compensation algorithm is

presented in Algorithm 2. A combined index

φ = RTX + αIQoE (7.4)

is used to determine the priority of allocating resource, where RTX is the current

allocated transmission rate, IQoE is the MOS index evaluated using a sliding

window of previous frames, and α is the weight coefficient to adjust the degree

of QoE compensation. At the beginning of each transmission frame where the

RA algorithm is required, IQoE of individual users are calculated using a sliding

window buffer containing the queue backlog condition of all users for the previous

frames. In the original Max-Min RA scheme, priority will always be given to the
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user with minimum RTX . With QoE compensation, a user with lower QoE in

previous frames will likely be allocated more resources. α is required because

there is no defined mapping between transmission rate allocated to a user and

its QoE, so we cannot formally optimise QoE. A too large value of α will cause

an overall degradation of QoE for users with originally good experience, while a

too small value of α will limit the improvement of the compensation algorithm.

A sensitivity study on the parameter α is provided in a later section.

A new flag variable QoE-saturation is used here to indicate whether there

is possible performance improvement for the SU with lowest φ value. If QoE-

saturation is true, the RA won’t stop immediately. It will downgrade to continue

functioning as the original Max-Min algorithm. Since there is no defined relation-

ship between RTX and user QoE, the RA cannot be formed as an optimization

problem. IQoE here is a compensation index rather than an optimization func-

tion. Also note that IQoE is calculated using different QoE functions for users

with different service types, so compensation can be performed fairly regardless

of there being different types of services.

7.5.2 Compensation for User Distance

Here we show how user experience can be compensated with the proposed algo-

rithm using a set of compensation experiments. Informed by a set preliminary

tests (See Appendix A), we set α = 6 and a sliding window size of 100 frames.

The experiment is repeated 50 times and the results are averaged, and the 95%

confidence intervals are plotted. As shown in Figure 7.5, for users at a large

distance from the SNBS, classical Max-Min optimization results in very low user

QoE. With QoE incoporated in RA, the deterioration in QoE with distance is

significantly compensated. Note that a slight QoE loss can also be observed

where it was originally good, which is caused by part of the resource reallocated

to compensate other users with low QoE, but compared with the significant gain,

the loss is very small, and a loss in QoE at range > 4 would hardly make a user

react at all.
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Algorithm 2: The QoE Aided Compensation Algorithm

initialization;
while there is still active SU do

if QoE-saturation = false then
find SU with minimum φ = RTX + αIQoE;

else
if saturation = false then

find SU with minimum allocated Tx rate;
else

find next unsatisfied SU;
end

end
find the subchannel with highest Tx rate;
if target Tx rate > 0 then

issue the subchannel to the SU;
SU allocated Tx rate +=;
if SU backlog satisfied then

remove SU from active list;
end

else
if QoE-saturation = false then

QoE-saturation = true;
else

saturation = true;
remove SU from active list;

end

end

end

7.5.3 Compensation for User Mobility

Here we demonstrate the proposed algorithm’s ability to compensate user QoE

as the user moves within the cell. The user trajectory within the CR cell is pre-

defined so that the SU under observation can move along the same trajectory for

different experimental settings. When generating the trajectory [75], the velocity

is predefined as 30 km/hour and the direction of movement is randomly decided;

it turns back to a random direction as it reaches the boundary of the considered

area. The example predefined trajectory used for the following experiments is
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Figure 7.5: QoE Aided Compensation of MOS over Distance from SNBS

shown in Figure 7.6. User mobility is implemented by changing user location

at the beginning of each frame, so that the channel link condition can be re-

calculated accordingly. The rest of the SUs which are not observed remain still

during the experiments. The experiments are repeated 2 times, and the only dif-

ference is the RA scheme being used by the SNBS, that is, one implementing the

original Max-Min scheme, the other implementing the QoE aided compensation

scheme. Figure 7.7 shows the QoE variation of one user moving inside the cell

along the same trajectory for the two different cases. A significant QoE increase

can be observed for periods with originally low QoE using the Max-Min scheme.

With the Max-Min scheme, user MOS can degrade below 2 when the user moves

to the edge of the cell; a MOS value less than 2 is considered poor for most users.

On the other hand, the proposed QoE compensation scheme is able to maintain

user MOS above 3 even in the worst cases, which is generally fair for most users

[76]. Also notice the slight quality degradation when the user moves closer to the

SNBS. This is caused by part of the radio resources diverted to other users which,

at that period, have comparatively lower experience. Overall, the improvement

is very significant, while the cost is very limited.

As can be observed from the results in Figure 7.5, distance of a user from

the SNBS significantly affect its QoE. This is also related to the user mobility
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Figure 7.6: Sample Trajectory within CR Cell

model, because if a user moves faster within the cell, the distance from the user

to the SNBS changes more rapidly, and would lead to more rapid changes in user

QoE. Intuitively, in the case where user’s QoE changes more rapidly, a smaller

window size for QoE evaluation should be applied so that the changes can be

captured more accurately, and the QoE compensation scheme can respond faster.

The analysis of the sliding window size for QoE evaluation is not provided here,

and can be a future work of this research.

7.5.4 Compensation for PU Activity Pattern

In Section 7.4.2 we show that patterns of PU activity have a strong effect on SU

user experience. The degradation in user experience is especially strong when

PU activities exhibit heavy burstiness characteristics, and when SUs are further

away from the SNBS. Here we design experiments to show how the proposed

algorithm outperforms the original Max-Min scheme under the influence of PU

activity. The experiment setup is exactly the same as the evaluation experiment

introduced in Section 7.4.2, with the exception that the RA scheme used here is

the proposed QoE aided performance compensation algorithm. The results are
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Figure 7.7: QoE Aided Compensation of MOS with Mobility
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Figure 7.8: QoE Aided Compensation of MOS with PU Activity

shown in Figure 7.8.

7.5.5 Sensitivity Analysis for α

α is an important parameter in the proposed QoE compensation scheme. It is

used in the proposed combined priority index for RA: φ = RTX +αIQoE. α works

as a coefficient to adjust the weight of the evaluated IQoE, so that the degree of

106



IQoE affecting the priority index φ can be adjusted. The reason that α is required

in the QoE compensation scheme is that there is no defined relationship between

the allocated resources (transmission rate) to a user and its expected QoE. Of

course with a much simpler model, e.g. a simple FIFO queue model, it is possible

to predict packet delay and loss with the expected capacity (transmission rate),

and then map these to QoE. However, the case we are looking here is a much more

complicated case where finding a defined relationship between allocated resources

(transmission rate) and the expected QoE is very difficult.

Although an RA’s prioritising policy is affected by QoE in the compensation

scheme, the fundamental purpose of an RA is still to allocate the transmission rate

to users through subchannel allocation. And since we cannot directly translate

RTX to QoE, we cannot define an optimisation problem on IQoE itself; instead,

αIQoE is employed as a compensation factor. In such a case, the value of α can

affect the effect of the QoE compensation scheme. A too large value of α will

make the users with poor perceived QoE always very ”hungry” and always asking

for more resource, and this may cause an overall degradation of QoE for users

with originally good perceived QoE. On the other hand, a small value of α is

likely to limit the improvement on QoE of the compensation algorithm.

Thus in this section we present a sensitivity analysis on the parameter α.

The QoE of all the SUs within the CR network is evaluated while the values

of α changes in the range [1, 30]. All the other parameters remain the same

for the simulation. The results in Figure 7.9 illustrate the average QoE of each

individual SU as α value varies. The solid lines represent the QoE of NRT users

while the dotted lines are that of the RT users. As the value of α increases, the

QoE of those users with originally poor perceived quality increases as a result of

more resources being allocated to them to compensate for their QoE. However,

the degradation in QoE for the users with originally good perceived quality can

also be observed as α increases. The minimum value of QoE among all users

is plotted separately as the value of α varies and the result is shown in Figure

7.10. As shown in the Figure 7.10, the compensation effect increases significantly

as α increases from a smaller value. At a value over 15, the effect on QoE by α

increment start to flat out. In both cases, α > 25 results in an overall degradation

of QoE; this is caused by the ”saturation flag” being set too early because the
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worst case SU is too hard to satisfy. By looking at Figure 7.10, we can see that

the maximum value of minimum QoE can be achieved at around α = 15, and

further increasing the value of α will not increase the minimum QoE. However,

by looking at Figure 7.9, at the range of α = [10, 15], the degradation of the QoE

of other users are very significant. This is likely to cause a degradation of overall

QoE. So, overall, a value of α in between 5 to 10 is recommended, so that QoE

can be significantly compensated for SU with originally poor perceived quality,

while causing a limited impact on the other users.
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Figure 7.11: Throughput Comparison

7.6 Conclusions

Classical MAC/Physical parameter focused RA schemes are able to reach optimal

or near optimal results for the targeted parameter (throughput, spectral efficiency

etc). However, these parameters do not directly matter to the end users. What

the end users are really concerned about is how good the experience is when they

use the network. Here we provide comparisons in terms of throughput and QoE

to emphasise this point. Figure 7.11 shows the minimum throughput among all

users that can be achieved using different RA schemes. Comparatively, Figure

7.12 shows the minimum QoE that can be achieved with the same three schemes.

Note that there is a slight dip in the result at the range of Pmax = [10, 20]. This is

caused by the unstable condition resulted from low Pmax, thus the simulation run

length is not long enough to obtain an accurate result (experiment time is already

very long, typically more than a week, under current simulation configuration).

It is clear in Figure 7.11 that the Max-Min scheme achieves highest minimum

throughput, while the QoE compensation scheme even results in lower minimum

throughput compared with a simple round-robin scheme. However, if we look at

the MOS under the same condition, a significant gain is achieved with the QoE

compensation scheme, even though it does not result in a higher throughput.

Previous CR research has been limited to physical or MAC layer optimization
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Figure 7.12: QoE Comparison

and lacks consideration of user satisfaction. Our results demonstrate that bursty

activity patterns of PUs cause the MOS of users in CR networks to deteriorate far

more than less bursty activity patterns. These effects are related to several other

parameters such as SU traffic patterns and SU distances from the SNBS. These

results expose limitations in existing RA schemes in terms of providing satisfiable

QoE in CR. A classical RA algorithm is shown to result in poor performance in

certain cases. Based on these results, we have proposed a new cross layer RA

scheme, which was the QoE aided performance compensation algorithm. The

newly proposed algorithm is tested and is shown to be effective in several scenar-

ios. The user experience is significantly improved in cases where the classical RA

scheme was unable to provide acceptable user experience.
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Chapter 8

Conclusions and Future Work

In the first part of this chapter, the main contributions and conclusions introduced

in this thesis is summarised. Then possible future future work related to my

research is addressed in the second part of the chapter.

8.1 Contributions and Conclusions

The CR technique is recognized as a key technology for improving overall spec-

trum utilization, and providing high rate transmission links for mobile users.

Although extensive research has covered different topics for CR networks, many

fundamental problems remain unsolved. Especially, existing research on CR RA

schemes lacks consideration of real time QoS provisioning for the SUs. The pos-

sible effect of activity patterns of the PUs on the coexisting SUs is also neglected

in existing research. Most importantly, QoE evaluation and provisioning for SUs

are also key factors to the success of the technology, and existing research wasn’t

able to take them into account. In this thesis, I have introduced my approach to

address these problems.

Research on RA schemes in the literature is usually limited to optimisation

problems within a short transmission frame time. A system level simulation plat-

form is built in my research, which enables continuous time evaluation of packet

level CR transmission parameters. The simulation platform allows continuous

time evolution of queue backlog of individual SUs. Other parameters such as the
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activity states of SUs and PUs are also allowed to evolve through time to simulate

a more accurate practical scenario.

Using this simulator, the impact is evaluated for different SU traffic arrival

patterns on the QoS parameters for the SUs. The results demonstrates a signif-

icant influence of the traffic arrival process on the queue length, delay and loss

of users. The results suggests that packet level traffic arrival pattern needs to be

taken into account when designing CR systems. Results also show that packet

level QoS parameters for SUs in the system vary significantly with the distance

from the SNBS. These results demonstrate the very significant impact of both

packet level traffic arrival process, and user distance from the SNBS. The example

RA scheme (Max-Min) under study discriminates against users with bursty traf-

fic profiles and SUs at a large distance, meaning that the Max-Min RA scheme

is ineffective in providing uniformly good user QoS.

With the help of the continuous time evolving CR Platform I built, I am able

to model PU activity patterns dynamically, breaking the limitation in literature

where PU activities are usually modelled as static or simplified as abstract prob-

ability. The impact of the PU activity patterns on the QoS parameters of the

SUs is evaluated in my research. Results show that bursty activity patterns of

PUs significantly deteriorate the performance of the CR networks. The bustiness

effects are also related to several other parameters such as SU traffic patterns

and SU distances from the SNBS. The results show a complicated relationship

between all these parameters: SUs that are further away from the base station ex-

perience more serious QoS deterioration because of PU activity burstiness, while

those nearer to the base station barely have any significant change in QoS. The

effect of applying a different PU activity model on SU QoS is also evaluated.

Results show that heavy-tail distributed Off period of PU activities results in a

much larger SU queue backlogs, indicating that SUs may experience QoS degra-

dation if PU Off activities are heavy-tail distributed, such as the case when PU

activities are driven by human actions.

The CR system level simulation platform is then modified to enable simulation

of video traffic transmission over the CR network. The method for generating

arbitrary long video traffic source using wavelet is introduced, and the generated

long video traffic is used to test video transmission over CR networks. Numerical
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results show that the significant LRD characteristic of movie traffic results in

larger queue backlog than a SRD traffic. However the burstiness in the generic

data traffic model contributes to an even larger queue backlog than does the LRD

of the video traffic. By adjusting the bustiness of a SRD traffic, it is possible to

approximate the queue backlog of a LRD traffic.

I then take a step forward to map the QoS evaluation results obtained in my

research to QoE, using existing QoS to QoE mapping techniques. MOS is used

to represent user QoE, so that the user perceived quality can be compared for

different types of services. The QoE evaluation results reveal limitation of existing

RA schemes for CR in providing satisfiable QoE. Users that are further away from

the SNBS experience much worse QoE than those close to the SNBS. It is also

shown that QoE deteriorates linearly to PU activity burstiness (represented using

Index of Dispersion DON).

Taking QoE into consideration, a novel QoE aided performance compensation

RA scheme is proposed in this thesis. The compensation RA scheme prioritise

users with poor QoE by increasing the probability of allocating radio resource to

these users. A set of experiments were performed to test the effectiveness of the

QoE compensation algorithm in different scenarios, including compensation for

user distance, user mobility and PU activity patterns. Numerical results show a

significant improvement, with limited cost, of QoE in cases where the classical

RA scheme was unable to provide acceptable user experience.

8.2 Future Work

The main method used in this research is evaluation of parameters by simulation.

The scenario my research focuses on includes so many different factors within a

complex system that it is very difficult to formulate an analytical queue model

to approximate the simulation results. Finding an analytical model is difficult,

yet it is still possible, possibly with careful modelling and abstraction. So one

possible future work is to find an analytical queue model for CR that can take

into account different factors including traffic pattern and those affecting channel

capacity.

The proposed QoE aided performance compensation scheme aims to increase
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the probability of users with poor QoE to access radio resource. It is a com-

pensation RA scheme instead of an optimisation RA scheme because the target

function is a combined index of user QoE and allocated radio resource, instead

of QoE itself. In order to formulate an optimisation problem, it is necessary to

find a mapping relationship between allocated radio resource to a user and its

perceived QoE. I anticipate that such a QoE optimisation RA scheme can further

increase user QoE within a CR network.

The RA scheme for CR in this thesis is based on the Max-Min RA scheme,

which is one of the typical classical RA schemes in the literature. However,

there are many other existing RA schemes for CR trying to optimise different

Physical/MAC layer metrics. I anticipate that the RA compensation scheme

proposed in this thesis can be generalised to improve user QoE with any of these

RA schemes, as long as they are priority based. In fact, any priority based scheme

for wireless radio resource allocation, regardless of whether they are for CR or

not, can benefit from the QoE compensation scheme. Future work can include

generalisation of the QoE compensation scheme to other cases.

The RA compensation scheme introduced in my thesis has two configurable

parameters: the sliding widow size for QoE evaluation, and the compensation

coefficient α. A sensitivity analysis for α is already provided in the previous

chapter. However, it is possible that changes in the model parameters (different

user composition, change in traffic intensity etc.) can affect the optimal value

of α. The choosing of value of α can be further analysed. On the other hand,

the sliding window size for QoE evaluation is related to user mobility pattern.

In the case where user’s QoE changes more rapidly, a smaller window size for

QoE evaluation should be applied so that the changes can be captured more

accurately, and the QoE compensation scheme can respond faster. The analysis

of the sliding window size for QoE evaluation is not provided in this thesis, and

can also be future work.

8.3 Final Remarks

The cross layer RA scheme proposed in my research demonstrates the significant

benefits of using QoE evaluation results to inform the MAC layer RA decision
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making process. This opens up a whole new perspective for designing RA scheme

in wireless communication systems: optimising MAC layer parameters can be

ineffective in terms of satisfying users; taking into account the QoE of users,

though not necessarily reaching optimised value for MAC layer parameter, can

result in better user satisfaction. This type of cross-layer design for better QoE

should be payed more attention to, because, it is the end user experience that

matters most.
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Appendix A - Preliminary Tests

for α

Due to the lack of direct mapping between the resource allocated to an SU and

the expected QoE of the user, we are unable to construct an optimisation problem

using QoE as a target function. Instead, we take the approach to compensate for

the QoE using the combined index:

φ = RTX + αIQoE (1)

.

The compensation coefficient α is used to adjust the degree of effect of QoE

compensation on the RA algorithm. A too large value of α will cause an overall

degradation of QoE for users with originally good experience, while a too small

value of α will limit the improvement of the compensation algorithm.

In order to choose an appropriate value of α for testing the effect of the

compensation scheme, a set of preliminary tests are performed and are introduced

in here. The tests are designed so that the only factors that varies between

different tests is the value of α. The observed outcome of the tests is the minimum

observed QoE among all the SUs in the CR network.

The minimum QoE among SUs is plotted against α to illustrate the effect of

α. The results are shown in Figure 1.
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Figure 1: Minimum MOS against α
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Appendix B - QoS to QoE

Mapping Techniques

.1 Voice over IP Performance Monitoring

ITU-T Recommendation G.107 [42] describes a computational model, known as

the E-model, that has proven useful as a transmission planning tool, for assessing

the combined effects of variations in several transmission parameters that affect

conversational quality of 3.1 kHz handset telephony. This computational model

can be used, for example, by transmission planners to help ensure that users

will be satisfied with end-to-end transmission performance whilst avoiding over-

engineering of networks. The primary output from the model is the ”Rating

Factor” R but this can be transformed to give estimates of customer opinion. R

is a scalar quality rating value and varies directly with the overall conversational

quality.

[43] describes a method for monitoring Voice over IP (VolP) applications based

upon a reduction of the ITU-T’s E-Model to transport level, measurable quanti-

ties.

It focuses on the transport layer parameters including delay and packet loss,

and rely upon the default values from the E-Model for the rest of the impairment

factors. This simplifies the R-Factor from the E-Model as:

R = 94.2− Id − Ief (2)

, where Id is the delay component and Ief is the equipment impairment com-

ponent, which includes the packet loss.
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Each of these two components are given an analytical expression by estimates

extracted from subjective measurements.

Figure 2: Id as function of delay

Figure 3: Ief as function of loss

And finally the R factor can be expressed as an analytical function of packet

delay and loss:

R ∼ 94.2− 0.24d− 0.11(d− 177.3)H(d− 177.3)− 11− 40ln(1 + 10e) (3)
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,where d is the packet delay in ms and e is the packet loss probability.

.2 Mapping of Weighted Session Time to Per-

ceived Web Browsing Quality

[77] applies perceptual models to gauge user satisfaction (i.e., QoE) with the end-

to-end performance (i.e., QoS) in terms of response and download times, measured

in the network or calculated from the HTTP transaction times. Response and

download times in a web session were manipulated, and users were asked to

evaluate the perceived quality according to the five-point MOS scale In total, 49

experiments were conducted for each of the three network contexts with varied

response and download times. Figure 4 shows the measurement results from [77].

Each point in the graph represents a single experiment with the weighted session

time on the x-axis and the MOS on the y-axis.

Figure 4: QoE of Web Browsing as Function of Weighted Session Time

[13] proposes the exponential approximation formula for the measurement
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results, and is shown to fit quite accurately with the observations.

MOS(x) = 4.298 · exp(−0.347 · x) + 1.390 (4)
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Appendix C - Planning

Simulation Time

The CR system model used in this research is very complex and consists interac-

tions of many random variables, which results in a long time for the simulation

results to reach their steady states. On the other hand, it is difficult to predict

how long the simulations should last in order to obtain accurate enough results.

However, there are works that attempt to address the simulation length planning

problem. This appendix introduces work from Dr Ling Xu [78], who worked at

the same research group with me in her PhD studying.

In [78], Ling claims that simulating large-scale networks can be very time

and resource consuming. It can take several days to run one long replication of

simulation experiment, which may be unaffordable. Large-scale network often

have complex topology, combine various traffic pattern, multiple protocols, and

applications, etc. Also, dimensioning and of large-scale network can be difficult,

particularly in the presence of disparate traffic mixes. Under this circumstance,

traffic partitioning is of great importance, since this will improve corresponding

network performance and QoS. Also, the new age of 4G technology is coming,

which provides greater bandwidth, higher data rates, efficient spectrum use, etc.

Dimensioning 4G mobile will be even more challenging.

The packet multiplexing model that Ling uses in her research is already more

complex than the ones in existing literature. Figure 5 illustrates the packet

multiplex model in Ling’s work. N homogenous ON/OFF VoIP packet sources

are multiplexed into a FIFO queue, with service rate C (in pps). Each ON/OFF

packet source generates packets with rate h (in pps) when active (the ON state),

and sends no packets when it is idle (the OFF state).
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Figure 5: Packet Multiplexing Model

The required simulation run length is provided in Ling’s work as:

Nr(WT ) = 4 ·
z21−β/2
ε2r

· c2(WT ) (5)

, where εr is predefined relative width and z21−β/2 describing the confidence inter-

val. And the required simulation time δT can be calculated using Nr(WT ) and

sample interval.

Figure 6 shows the predicted required simulation time using Ling’s formula.

Ling’s simulation time prediction formula is shown to work fine with the sim-

plified model using a FIFO queue and constant service rate. However, it is not

directly applicable to the CR scenario introduced in this thesis, because the ran-

domness introduced by wireless channel and interruptions from the PUs makes

the model much more complex. Thus the strategy used in our research is to allow

simulation to run as long as possible.
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Figure 6: Simulation Time Prediction
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