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Abstract

The sky-rocketing growth of multimedia infotainment applications and broadband-hungry

mobile devices exacerbate the stringent demand for ultra high data rate and more spec-

trum resources. Along with it, the unbalanced temporal and geographical variations

of spectrum usage further inspires those spectral-efficient networks, namely, cognitive

radio and heterogeneous cellular networks (HCNs). This thesis focuses on the system

design and performance enhancement of cognitive radio (CR) and HCNs. Three different

aspects of performance improvement are considered, including link reliability of cognitive

radio networks (CNs), security enhancement of CNs, and energy efficiency improvement

of CNs and HCNs.

First, generalized selection combining (GSC) is proposed as an effective receiver design

for interference reduction and reliability improvement of CNs with outdated CSI. A uni-

fied way for deriving the distribution of received signal-to-noise ratio (SNR) is developed

in underlay spectrum sharing networks subject to interference from the primary trans-

mitter (PU-Tx) to the secondary receiver (SU-Rx), maximum transmit power constraint

at the secondary transmitter (SU-Tx), and peak interference power constraint at the

PU receiver (PU-Rx), is developed. Second, transmit antenna selection with receive

generalized selection combining (TAS/GSC) in multi-antenna relay-aided communica-

tion is introduced in CNs under Rayleigh fading and Nakagami-m fading. Based on

newly derived complex statistical properties of channel power gain of TAS/GSC, exact

ergodic capacity and high SNR ergodic capacity are derived over Nakagami-m fading.

Third, beamforming and artificial noise generation (BF&AN) is introduced as a robust

scheme to enhance the secure transmission of large-scale spectrum sharing networks

with multiple randomly located eavesdroppers (Eves) modeled as homogeneous Poisson

Point Process (PPP). Stochastic geometry is applied to model and analyze the impact of
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BF&AN on this complex network. Optimal power allocation factor for BF&AN which

maximizes the average secrecy rate is further studied under the outage probability con-

straint of primary network. Fourth, a new wireless energy harvesting protocol is proposed

for underlay cognitive relay networks with the energy-constrained SU-Txs. Exact and

asymptotic outage probability, delay-sensitive throughput, and delay-tolerant through-

put are derived to explore the tradeoff between the energy harvested from the PU-Txs

and the interference caused by the PU-Txs. Fifth, a harvest-then-transmit protocol is

proposed in K-tier HCNs with randomly located multiple-antenna base stations (BSs)

and single antenna mobile terminals (MTs) modeled as homogeneous PPP. The average

received power at MT, the uplink (UL) outage probability, and the UL average ergodic

rate are derived to demonstrate the intrinsic relationship between the energy harvested

from BSs in the downlink (DL) and the MT performance in the UL. Throughout the

thesis, it is shown that link reliability, secrecy performance, and energy efficiency of

CNs and HCNs can be significantly leveraged by taking advantage of multiple antennas,

relays, and wireless energy harvesting.
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Chapter 1

Introduction

1.1 Background

Driven by the fast proliferation of data-hungry applications, such as symmetric video call,

multimedia download, and High Definition Television (HDTV), there exists an urgent

requirement for high data rate and ubiquitous mobile broadband [10]. According to the

target of Qualcomm’s “1000x data challenge”, it is estimated that the requirement over

a decade are approximately 1000x increase in capacity, and 10x in spectral efficiency

and energy efficiency [11, 12]. This trend will further accelerate in the future. It is

expected that the number of devices will increase exponentially and reach the tens or

even hundreds of billions when the fifth-generation (5G) comes to reality [13, 14]. “How

to achieve 1000x increase in capacity, and 10x increase in spectral efficiency and energy

efficiency?” is the big challenge faced by both academia and industry.

Situation: Spectrum shortage due to inefficient utilization and demand

Conventional spectrum allocation policy regulates that the frequency spectrum is

allocated for a specific service usage (cellular, TV broadcast, etc.) in advance. For

example, cellular providers are only allowed to access to the carrier frequency spectrum

between 700 MHz and 2.6 GHz for video and multimedia service delivering [15]. This

allocation policy is simple, easy to manage, and can avoid possible interference from

1
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other transmitters. However, according to the Federal Communications Commission

(FCC) report [16], only certain portions of licensed frequency bands are heavily used,

and other unlicensed spectrums remain unoccupied for 90% of the time. On one hand,

the average utilization of licensed band is reported as low as 5%, according to Ofcom in

United Kingdom [17]. On the other hand, the spectrum resources are becoming extremely

precious and scarce. The US frequency allocation reported that the most frequently used

bands (< 3 GHz) in wireless communication are crowded with little spectrum resource

available for emerging wireless products and services [18].

Millimeter wave & WiFi’s unlicensed spectrum

Except for the frequently used spectrum between 700 MHz and 2.6 GHz, the abun-

dant non-congested millimeter wave spectrum in 3-300 GHz and the WiFi’s unlicensed

spectrum in the 5 GHz band open up new possibilities for cellular users [19]. However,

the propagation characteristic of millimeter wave spectrum is different from conventional

cellular spectrum, and the channel modeling and hardware design suitable for millimeter

wave are still in its infant age [15]. Time and continuous efforts are needed to make it

work for cellular transmission.

Cognitive radio

The unbalanced temporal and geographical variations in spectrum usage and scarce

spectrum resources have inspired FCC to “remove regulatory barriers and facilitate the

development of secondary markets in spectrum usage rights among Wireless Radio Ser-

vices” [20]. Herein, cognitive radio, first coined by Mitola [21], is proposed as a promising

technology to solve the inefficient spectrum usage and alleviate the pressure due to scarce

spectrum resources [22]. Cognitive radio, built on a software-defined radio, is defined as

an intelligent wireless communication system that is aware of its environment and uses

the methodology of understanding-by-building to learn from the environment and adapt

to statistical variations in the input stimuli, with two primary objectives in mind: 1)

highly reliable communication whenever and wherever needed; and 2) efficient utilization
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Figure 1.1: The interweave paradigm [1].

of the radio spectrum [23].

The basic idea of cognitive radio networks (CNs) is to allow the unlicensed user to

access to the licensed spectrum intelligently at a certain time or geographic region. In this

case, the unlicensed user, which is also called secondary user (SU), can share the same

spectrum resources with the licensed user, namely primary user (PU). The PU has the

privilege to access the licensed spectrum with priority, and the Quality of Service (QoS)

constraint of primary network needs to be satisfied anytime. The SU has “cognitive”

ability to sense and adjust its parameters to ensure the interference at the PU below

a certain level. Cognitive radio (CR) can be categorized into three main paradigms in

terms of the ways the SU accessing the PU’s spectrum, namely interweave, overlay, and

underlay CR [24].

Interweave paradigm (Interference avoiding)

The original motivation of CR is the interweave paradigm, where the SU is capable

of sensing and accessing the PU’s temporary space-time-frequency voids, which are not

in constant occupation. The space-time-frequency voids are also called spectrum holes.

The spectrum holes change over time and space, the SU needs to adaptively change

its parameters corresponding to the available spectral resources of licensed band. Note

that no concurrent transmission of the PU and the SU is allowed in this paradigm,
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Figure 1.2: The classification of CR [2].

thus, in some cases, the SU’s transmission may be cut off due to the appearance of PU

transmission, as shown in Fig. 1.1. Therefore, the throughput of SU is dependent on the

forced termination probability and the blocking probability.

Overlay paradigm (Interference mitigating)

In the overlay paradigm, the SU is allowed to transmit on the same spectrum allocated

to the PU, and the knowledge of PU’s message and codebooks are known by the SU

initially, as shown in Fig. 1.2. With these key knowledge from the PU, the SU can

cancel the interference from the PU using some techniques, such as dirty paper coding.

Meanwhile, the SU can help as a relay to transmit the PU’s message to the PU-Rx using

part of its transmit power, and the rest of the power can be used to transmit the SU’s

message. By doing so, the detrimental effect on the PU-Rx due to the interference from

the SU can be compensated by the assistant relay transmission via the SU-Tx. This

“cooperative” behavior of the SU can improve both the PU and the SU transmissions,

whereas the implementation is sophisticated.

Underlay paradigm (Interference controlling)
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The underlay paradigm has received increasing interests due to its simplicity com-

pared with the overlay and interweave paradigms, and its capability of operating in the

dense-user area with small amount of spectrum holes. In underlay paradigm [25, 26], the

unlicensed SU is permitted to concurrently access to the same spectrum as the licensed

PU under the premise that the interference inflicted by the SU on the PU does not violate

the QoS of primary network. The QoS requirement of primary network can be guaran-

teed by either the peak interference power constraint at the PU or the outage probability

requirement of primary network [26, 27]. For the quasi-static channel, such as TV unit,

the peak interference power constraint is effective, while for the random channel, the

outage probability requirement of primary network might be a better choice to protect

the PU’s QoS. These constraints can be fulfilled by steering the SU’s signal away from

the PU-Rx using multiple antennas, or spread the SU’s signal over wide bandwidth to

reduce its resulted interference below noise. Alternatively, the SU needs to obtain the

knowledge of the PU’s location and the interference channel gain between the SU-Tx

and the PU-Rx or the channel between the PU-Tx and the PU-Rx, in order to strictly

control its transmit power that can satisfy the QoS requirement of primary network.

Heterogeneous Cellular Networks

To achieve the 10x increase in spectral efficiency and the approximately 1000x increase

in capacity requirement of 5G, several other approaches have been taken into consider-

ation, such as using Massive multiple-input multiple-output (MIMO) to improve the

spectral efficiency of transmission link or adding more spectrum. However, the point-to-

point link capacity has been largely improved till the theoretic limit. Massive MIMO,

where the BS with hundreds or thousands of antennas provides service for tens of users

concurrently is an alternative to provide huge spatial multiplexing gains. Besides, adding

more spectrum is expensive and is not a promising solution for the problem of long-term

spectrum shortage [28]. One practical and promising approach is the so called hetero-

geneous cellular networks (HCNs) where the traditional macrocells are overlaid with

low-power small cells, such as picocells, femtocells, and relays as shown in Fig. 1.3.
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Figure 1.3: An example of HCNs architecture [3].

The small cells with relatively low network overhead and energy consumption, are

deployed to offload the macrocells, compensate the user performance in deadzones or cell-

edge, and increase the spectral efficiency per unit area via spatial reuse [29]. In HCNs,

the transmit power of BSs, the density of BSs, the signal-to-interference-plus-noise ratio

(SINR) targets, and the path loss exponent vary among different types of cells. As such,

HCNs offer a fast, flexible and cost-efficient extension for traditional macro cellular

networks, that can coordinate the areas with uneven traffic distribution. However, the

users in HCNs suffer from increased interference due to the universal spectrum use of

different cells.

Due to coverage footprints largely changed by the deployment of small cells, the

modeling of multi-tier HCNs does not follow the traditional hexagonal grid model as in

the single-tier cellular network [30]. The difference between the topology of the hexagonal

grid model, the actual 4G deployment, and the two-tier HCNs is shown in Fig. 1.4.

A new modeling approach using random spatial models in stochastic geometry has

now been widely applied to capture the topological randomness of HCNs, and it leads to

tractable analytical evaluations [31]. Here, random spatial model means the locations of

BSs in each tier follow a specific probability distribution. In [32], the locations of BSs are

modeled as homogeneous Poisson Point Process (PPP) with density λ, and the users are
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Figure 1.4: Cellular Network Topology [4].

modeled as homogeneous PPP. Here, homogeneous PPP implies that the density of the

points is constant. The results in [32] showed that the coverage probability using PPP

model provides a lower bound for that with actual 4G deployment, while the coverage

probability using the conventional grid model provides an upper bound for that with

actual 4G deployment. This result along with others in [30, 32–34] prove the accuracy

and feasibility of the PPP model in evaluating HCNs.

1.2 Research Motivation

In this section, research motivations for link reliability and security enhancement of CNs,

and energy efficiency improvement of CNs and HCNs are described.



Chapter 1. Introduction 8

1.2.1 Link reliability of CNs

The challenge of underlay spectrum sharing network is to effectively coordinate the

transmit power at the secondary network and the interference power constraint at the

primary network. Enhancing the link reliability of the secondary network, and fulfilling

the interference requirements of the primary network are often contradictory [35]. The

constrained transmit power at the SU typically results in unstable transmission and

restricted coverage. This drives the demand for robust transmission techniques suitable

for networks with transmit power and interference power constraints.

The first promising technique is MIMO [36, 37], where both the transmitter and

receiver are equipped with multiple antennas. At the transmitter, the same signal is

sent on each antenna, and propagates through different fading channels. The receiver

collects the different copies of the signal, and thus achieves diversity gain. By equipping

the SU-Tx and the SU-Rx with multiple antennas, the same performance of secondary

network as the CNs equipped with single antenna, can be realized with less transmit

power at the SU, thus imposes less interference on the PU-Rx.

To meet the goal of low cost radio deployment, the concept of cooperative CR is

an exciting emerging technology that has the potential of dealing with the stringent

requirement and scarcity of the radio resources. Cooperative CR has been recognized as

one of the key technologies to solve the spectrum scarcity issue in next generation multi-

tier large-scale networks. Specifically, emerging wireless applications such as wireless

sensor and mesh networks have an increasing demand for small and low cost devices

that are densely deployed over large areas. These small size devices may be hard to

be installed with multiple antennas, whereas the cooperative relaying can act as an

alternative technique to achieve spatial diversity. The main idea behind the cooperative

diversity is to exploit independent paths between transmitter and receiver via relays,

which forms a virtual antenna array. As such, this allows nodes with diverse radio

resources (power, bandwidth, and channel qualities) to cooperate and relay each other’s
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messages to the destination.

Herein, MIMO transmission and cooperative diversity are well suited for coverage

extension, performance enhancement, and interference reduction of underlay spectrum

sharing networks. While single-antenna relays are able to boost the coverage and enhance

the performance of the secondary network, MIMO enables multi-fold capacity and diver-

sity enhancement without additional spectrum resources [38–40].

Transmit antenna selection with receive generalized selection combining (TAS/GSC)

is regarded as a promising candidate for the performance enhancement of cognitive relay

networks. At the transmitter, TAS substantially reduces implementation complexity

and feedback overhead due to the reduced number of RF chains requirement and simple

feedback requirement–the index of the selected transmit antenna. As such, the transmit-

ter does not require channel state information (CSI) of all the antennas compared with

alternative MIMO techniques such as precoding and BF [41]. Indeed, the advantages of

antenna selection have been recognized in many IEEE standards including IEEE 802.11n

for WLAN [42], IEEE 802.16 for WiMAX [43], and LTE-Advanced [44]. At the receiver,

GSC offers a performance/implementation trade-off between maximal ratio combining

(MRC) and selection combining (SC)[45, 46]. Compared to other diversity combining

techniques, GSC is also capable to combat channel estimation errors by eliminating those

weak signal-to-interference ratios (SIRs) [47]. In light of these motivations, part of my

research is based on the network design and performance evaluation of cognitive MIMO

relay network, which is given in Chapters 3, 4, and 5.

1.2.2 Security Enhancement of CNs

Due to the open and dynamic characteristics of cognitive wireless channels (opportunis-

tic utilization of licensed channels), new classes of security threats and challenges are

introduced into CNs [48]. Amongst the six major types of attacks on CR from the physi-

cal layer aspect, commonly known as primary user emulation, objective function attack,
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learning attack, spectrum sensing data falsification, jamming attack, and eavesdropping

[49, 50], this thesis focuses on the eavesdropping attacks targeted at the SUs. In this

case, the Eves attempt to intercept the transmissions of the secondary transceivers [50].

Note that the Eves always keep silent without transmitting any signals, and can hardly

be detected by the SUs.

Traditional security, which is achieved through higher layer cryptographic authenti-

cation and identification, becomes expensive and vulnerable to attacks [51]. Especially

for sensor and ad hoc networks where the terminals are power-limited and centralized

hardware for security does not exist, the implementation and management of higher-layer

key distribution face challenges in practice [52]. More importantly, for the large-scale

decentralized spectrum sharing networks, the security becomes more expensive and dif-

ficult to achieve with the cryptographic authentication and identification using secret

keys.

To cope with these, physical layer security has been proposed as an alternative secu-

rity method to protect the confidential information from eavesdropping [53]. Compared

with conventional networks, there exists several major specialties in the security of CR:

1) the QoS requirement of the primary network needs to be satisfied while taking into

account the co-channel interference from the SU-Tx; 2) the SU-Rx is subject to the

aggregate interference from the PU-Txs; and 3) the secondary network is more suscep-

tible to security threats since CNs has the ability to sense a high dynamic range of

frequency. Motivated by these, the security enhancement and performance evaluation

of large-scale spectrum sharing networks are studied in Chapter 6 in terms of secrecy

outage probability and average secrecy rate.

1.2.3 Energy Efficiency of CNs and HCNs

The goal of green telecommunications is to design new architectures that tackle the

energy efficiency and carbon footprint of wireless networks. Spurred by the exponential
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growth of data traffic, network operators are increasingly aware of the need to mitigate

the associated rise in energy consumption and CO2 emissions. It is estimated that

energy costs alone account for as much as half of the annual operating expenditure. This

has prompted concerted efforts by major operators such as Orange and Vodafone to

drastically reduce CO2 emissions by up to 50 % over the next 10 years [54].

The high depletion of energy evokes the arising of various energy harvesting tech-

nologies, which is capable of improving the energy efficiency of wireless networks and

reducing the detrimental effects on the environment at the same time. Traditional energy

harvesting sources, such as solar, wind, hydroelectric, thermoelectric may not always be

accessible in some location or environments. Alternatively, radio frequency (RF) wire-

less power transfer can be a cost-effective energy harvesting technique to harvest energy

from ambient RF signals radiated by the energy transmitters in such environments [55].

Additionally, in wireless energy constrained networks, the battery powered mobile devices

easily suffer from battery power shortage, and the replacement of battery can be difficult

in some cases [56]. The RF wireless power transfer can be a good solution to prolong

the lifetime of mobile devices and provide continuous and stable microwave energy for

wireless energy constrained networks.

CNs

In the spectrum sharing networks, the SU-Rx inevitably suffers from the interference

from the PU-Tx, the interference can be strong when the PU-Tx is located near the

SU-Rx, or the number of PU-Txs are large. In this case, this ambient interference due

to the RF signals radiated by the PU-Tx can be utilized for powering the SU. Another

reason, which makes the RF wireless power transfer well suited for underlay spectrum

sharing networks, is that the transmit power at the SU-Txs are typically quite low, even

small amount of energy harvested from the PU-Tx can satisfy the low transmit power

requirement of the SU. Motivated by this, a new RF wireless power transfer protocol

is proposed in Chapter 7 to enhance the energy efficiency of underlay spectrum sharing

networks.
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HCNs

The advent of HCNs marks a new era for the viability of RF wireless power transfer

in multi-tier cellular networks. In downlink (DL) HCNs, each MT is associated with the

BS which provides the maximum received power. As such, the associated typical BS

acts as the dedicated RF energy source, similar as the function of “power beacons” in

[57], which provides reliable and sustainable energy for energy-constrained typical MT.

Meanwhile, due to the universal frequency reuse, the typical MT also endure high level

of interferences from other densely deployed interfering BSs, which are usually located

close to the typical MT [58]. Those ambient interference from the interfering BSs are

collected and transferred to DC power. By doing so, the interfering BS becomes another

energy source for energy-constrained typical MT. Therefore, RF wireless power transfer

is a low-cost solution for sustainable operations of HCNs without modifying the hardware

at the BS side.

1.3 Related Works

In this section, the related works of my thesis surrounding cognitive relay networks,

MIMO in cognitive relay networks, security in cognitive relay networks, and RF wireless

power transfer are discussed, respectively.

1.3.1 Cognitive Relay Networks

Relaying is regarded as a cost-effective approach for supporting high speed and long dis-

tance networks [59, 60]. Due to its dramatic enhancement in transmission reliability and

coverage expansion, cognitive relay networks have attracted increasing research interests.

Majority of existing studies on cognitive relay networks have focused on single-antenna

protocols.

In [61] and [62], a two-phase protocol based on cooperative relaying was considered,
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where the SU-Tx is acted as the decode-and-forward (DF) relay to decode the primary

signal in the first phase, and the SU-Tx forwards the primary signal and the secondary

signal simultaneously in the second phase. In [63], the conventional cooperative relaying

technique was proposed in spectrum sharing network, where the average symbol error

rates of secondary network with single DF relay case and multiple DF relays case were

both examined. In [64], the outage probability of the secondary network with the best

DF relay selection under the maximum transmit power constraint at the SU and the peak

interference power constraint at the PU was examined. In [65], the outage probability of

DF cognitive dual-hop systems under peak interference power constraint over Nakagami-

m fading channels was evaluated.

In [66], the outage probability and the ergodic capacity of DF relay aided secondary

network were studied under the peak interference constraints at the multiple PU-Rxs.

In [67], the outage probability of a cyclic prefixed single-carrier relay network under the

peak interference power constraint at the PU-Rx and the interference from the PU-Tx

was analyzed. In [68], the exact and asymptotic outage probability, average symbol error

rate, and ergodic capacity of cognitive relay network with best relay selection over non-

identical Rayleigh fading were derived. In [69], the average bit error rate of secondary

network with amplify-and-forward (AF) partial relay selection was addressed subject to

peak and average interference power constraint at the PU-Rx, while in [70], the outage

probability of secondary network with AF best relay selection under co-channel interfer-

ence from the PU-Tx was addressed subject to average interference power constraint at

the PU-Rx. In [71], the relay which maximizes the minimum signal-to-noise ratio (SNR)

between the source-to-relay link and the relay-to-destination link was selected to assist

the secondary transmission, the outage probability of secondary network with the pro-

posed relay selection scheme was derived. The outage probability of secondary network

with best relay based on different relay selection criterion was examined in [72–75]. In

[76], the outage probability of a dual-hop cognitive relay network with multiple PU-Rxs

and multiple secondary destinations (SDs) was derived. In [77], the impact of multiple
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primary transceivers on the outage probability of dual hop single relay aided secondary

network was examined.

1.3.2 MIMO in CNs

MIMO techniques, well-known for their benefits including enhanced reliability [78], spec-

tral efficiency [79], and co-channel interference suppression [80], open up new dimensions

for CR. For example, as shown in [81], with convex optimization techniques, spatial

multiplexing and substantial capacity gains can be achieved by employing MIMO tech-

niques.

To maximize the link reliability of the secondary network and minimize the interfer-

ence at the primary network, receive diversity at the SU has been applied in interference-

limited spectrum sharing networks. In [82, 83], MRC was applied at the SU. In [83], the

impact of peak interference power constraint and maximum transmit power constraint

on the ergodic capacity and the average symbol error rate of secondary network were

characterized. In [82], it was shown that the estimation error due to imperfect chan-

nel information between the SU-Tx and the PU-Rx could be compensated by deploying

MRC at the SU-Rx. In [84], without perfect channel state information, the effective

capacity of spectrum sharing networks with GSC at the SU was examined over Rayleigh

fading.

Different from [82–84], multiple antennas at the SU and the PU was considered

in [85, 86]. In [85], the ergodic and outage capacity of secondary network with transmit

antenna selection and receive MRC were analyzed. In [86], the ergodic capacity of

secondary network with MRC at both PU and SU was examined under peak or average

interference power constraints. Apart from capacity, the outage probability is another

important metric to comprehend the fundamental limits of CR [87, 88]. In [89], the

DF relay is able to help both the primary transmission and secondary transmission, it

was shown that the outage probability at the PU-Rxs and the SU-Rxs with multiple
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antennas and cognitive relaying outperform that without cognitive relaying. However,

works in [82–84, 87–89] all assumed that the SU has full CSI between the SU-Tx and the

PU-Rxs, and the impact of GSC in the presence of multiple primary transceivers under

imperfect CSI in spectrum sharing network is less well understood.

The transmit diversity technique was studied in [90, 91]. In [90], the effect of

TAS/MRC on the the ergodic capacity of secondary network under peak interference

power constraint was analyzed. In [91], the exact and asymptotic outage probability

of relay aided secondary network with TAS/MRC and TAS/SC were examined over

Nakagami-m fading channel. However, the impact of TAS/GSC on spectrum sharing

networks has not been well studied over Rayleigh fading channel and Nakagami-m fad-

ing channel.

1.3.3 Security in CNs

Recently, the research on enhancing the security at the physical layer of CNs has attracted

continuously growing attention. In [92], multiple Eves try to intercept the secondary

transmission under QoS constraint of primary network, multiuser scheduling was pro-

posed to improve the security level of secondary transmission.

In [93], it was proved that beamforming (BF) is the optimal transmission strategy to

secure multiple input single output (MISO) secondary network with perfect CSI of all

channels. The authors then extended their work to the networks with imperfect CSI of

the secondary channel, the interfering channel between the SU-Tx and the PU-Rx, and

the eavesdropping channel in [94]. Note that [92–94] only considered stationary nodes.

Nowadays, physical layer security has been introduced into large-scale wireless networks,

such as cellular networks, ad hoc and sensor networks, where stochastic geometry and

random geometric graphs are used for the modeling of these networks [95, 96]. This

modeling approach captures the topological randomness of these networks, and provides

a simple and tractable model to characterize the performance [30]. In [50], the secrecy
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capacity of the primary network was discussed in CNs with the PUs, the SUs, and the

Eves following the mutually independent homogeneous PPP, however, detailed analytical

results and expressions have not been derived.

Various advanced techniques have been developed to steer up the security by enhanc-

ing the quality of the main link, whereas degrading the eavesdropper’s link, such as

the BF and AN-based technique [97–99]. In the AN-based method, the power alloca-

tion between the information-bearing signal and the AN at the transmitter is especially

important, which reflects the tradeoff between enhancing the main channel by increasing

the power allocated to information-bearing signal and degrading the eavesdropper’s chan-

nel by allocating more power to the AN. In [100] and [101], an optimal power allocation

strategy to enhance the security was investigated in the conventional wireless networks

with fixed nodes, and wireless ad hoc network with mobile nodes, respectively. However,

all these works [97–101] only considered physical layer security in non-spectrum sharing

networks.

1.3.4 RF wireless power transfer

Simultaneous wireless information and power transfer (SWIPT) technique is proposed

to realize the dual purpose of transporting the energy and information in the same

waveform [102–104]. An upsurge of interest has piqued on applying SWIPT in orthogonal

frequency division multiplexing (OFDM) systems [105], interference channels [106], two

way channels [107], and relay channels [108].

Recently, RF wireless power transfer has been introduced into CNs in [109–116]. In

[109], the energy harvesting was introduced in hybrid underlay-overlay CNs, in which

the SU was chosen to sense the primary channel or harvest energy from primary channel

when the primary channel is busy, and the SU only transmits the signal when primary

channel is free. It was shown that the proposed hybrid underlay-overlay CNs can achieve

higher throughput by harvesting energy from both ambient sources and primary chan-
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nel than harvesting energy only from ambient sources. In [111], the SU-Tx harvested

energy from the ambient signals, and opportunistically access the PU’s spectrum. An

optimal spectrum sensing policy which aims to maximize the throughput subject to an

energy constraint and a collision constraint was investigated. In [110], an optimal mode

selection policy that the SU switches between energy harvesting mode and access mode

was proposed to maximize the total throughput of CR sensor networks. In [112], the

throughput of overlay spectrum sharing network with SWIPT at AF secondary relay

(SR) was maximized via joint optimization of power splitter factor and relay energy

allocation. In [116], the transmission probability of the SU-Txs and the throughput of

secondary network were examined in a CNs with harvesting zone around the PU-Tx, and

guard zone around the PU-Rx. The SU-Tx is permitted to harvest energy from ambient

RF signal when it is inside the harvesting zone, and is allowed to transmit signal when it

is outside the guard zone. In [114], the outage probability was analyzed for the primary

network and the secondary network where the SU can harvest energy from the PU-Tx

while assisting the primary transmission. Note that the aforementioned studies have not

considered underlay CNs.

In [113, 115], the RF wireless power transfer was studied in underlay CNs. In [113],

the sum of harvested power at the multiple SU-Rxs in a MIMO underlay CNs with

SWIPT was maximized subject to two constraints (i.e., a target minimum-square-error at

multiple CR information receivers and the peak interference power constraint at the PU-

Rxs). In [115], multiuser scheduling SWIPT for the DL secondary network was studied

in underlay spectrum sharing network, where the SU-Rx can choose either information

decoding mode or energy harvesting mode.

One practical application of RF wirelss power transfer is the wireless powered commu-

nication network (WPCN), in which the mobile users perform UL information transmis-

sion using the energy harvested from the DL wireless power transmission [117]. In [117],

the harvest-then-transmit protocol was proposed where the distributed users with no

other energy sources harvest energy from the hybrid access point (H-AP) with constant
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energy supply via the DL, and then utilize the stored energy to power the operating

circuits and transmit information to the H-AP through time division multiple access

(TDMA) in the UL. The work in [117] has been extended to WPCNs in [118] where all

users transmit to multi-antenna H-AP via space-division-multiple-access (SDMA) using

the energy harvested from the DL energy beamfoming. It was shown that the double-

near-far problem that the geographically remote users harvest less energy but with high

energy demand for UL information transmission, can be alleviated by controlling user

transmit power in the UL and designing the energy BF. Various techniques such as the

user cooperation [119], full-duplex transmission [120], and massive MIMO [121] were

proposed to enhance the performance of WPCNs.

Different from the above single-cell WPCNs [117–121], multi-cell WPCNs were stud-

ied in [57, 122]. In [57], the energy sources, namely, power beacons, were implemented in

the existing cellular network to power the UL information transmission of mobile devices.

Using the stochastic geometry modeling, the tradeoff between the network parameters

was studied for isotropic and directed microwave power transfer cellular networks with

small/large energy storage mobile devices. In [122], a cognitive underlay device-to-device

(D2D) communication in multi-channel cellular networks was considered, where the D2D

transmitters harvest energy from the DL and the UL information transmission of macro

base stations (BSs) and cellular users. It was shown that RF wireless power transfer is

an efficient way to provide sufficient energy without jeopardizing the performance of the

cognitive D2D communication. Note that the RF wireless power transfer has never been

explored in HCNs.

1.4 Research Contents and Contributions

Spectrum Sharing Networks with GSC: In Chapter 3, GSC is proposed for underlay

spectrum sharing networks in the presence of multiple primary transceivers with outdated

channel information. The main motivation is to determine the impact of GSC and
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outdated channel information on the outage probability of CNs subject to two practical

power constraints: 1) the maximum transmit power constraint at the SU-Tx, and 2)

the peak interference power constraint at the PU-Rx. The new closed-form expressions

for the exact and asymptotic outage probability are derived in Rayleigh fading. Those

expressions provide concise representations of the diversity order and the array gain.

It is revealed that the diversity order of GSC is entirely dependent on the secondary

network and is equal to the available number of receive antennas at the SU. This result

is consistent with those of MRC and SC. More importantly, it is shown that the outage

probability decreases with increasing the correlation coefficient of the outdated channel.

Spectrum Sharing Networks with TAS/GSC: In Chapters 4 and 5, TAS/GSC

is proposed in dual-hop cognitive DF relay networks for reliability enhancement and

interference relaxation. In this setting, a single antenna which maximizes the receive

SNR is selected at the SU-Tx and a subset of receive antennas with the highest SNRs

are combined at the SU-Rx.

To demonstrate the advantages of the proposed framework over Rayleigh fading, the

new exact closed-form expressions for the outage probability and the symbol error rate

of the secondary network are derived. Easy-to-evaluate asymptotic expressions are also

derived in the high SNR regime to gain practical insights. Several important design

insights are reached. Under the proportional interference power constraint, the full

diversity gain is achieved and is entirely determined by the total number of antennas

available in the secondary network. The positive impact of the number of receive anten-

nas combined and the negative impact of the number of primary users on the secondary

network are showcased by the SNR gain. Under the fixed interference power constraint,

the error floors are displayed and the diversity gain is lost.

In an effort to assess the performance improvement brought by TAS/GSC over

Nakagami-m fading channels, the new exact closed-form expressions for the outage prob-

ability, the symbol error rate, and the ergodic capacity are derived. More importantly, by

deriving the asymptotic expressions for the outage probability and the symbol error rate,
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as well as the high SNR approximations of the ergodic capacity, new design insights are

established under the two distinct constraint scenarios: 1) the proportional interference

power constraint, and 2) the fixed interference power constraint. For the first scenario,

the high SNR slope of the ergodic capacity is 1/2. For the second scenario, the high

SNR slope of the ergodic capacity is zero with capacity ceiling.

Physical Layer Security in Large-Scale Spectrum Sharing Networks: Chap-

ter 6 introduces BF&AN at the SU-Txs to establish secure transmission in large-scale

spectrum sharing networks, where multiple non-colluding Eves attempt to intercept the

secondary transmission. A comprehensive analytical framework to accurately assess the

secrecy performance under the QoS constraint of primary network is developed. The

aim is to characterize the impact of BF&AN on this complex large-scale network. The

exact expressions for the average secrecy rate and the secrecy outage probability are

first derived. Then, easy-to-evaluate asymptotic average secrecy rate and asymptotic

secrecy outage probability when the number of antennas at the SU-Tx goes to infinity

are derived. The results show that there exists an average secrecy rate wall beyond which

the QoS of primary network is violated. Interestingly, it is revealed that different from

the conventional network with fixed nodes, where equal power allocation achieves near

optimal average secrecy rate, the equal power allocation may not bring optimal average

secrecy rate for large-scale spectrum sharing networks.

RF Wireless Power Transfer in Cognitive Relay Networks: In Chapter 7,

a new energy harvesting protocol is proposed for an underlay cognitive relay network

with the PU transceivers. In this protocol, the secondary nodes can harvest energy from

the primary network while sharing the licensed spectrum belongs to the PU. In order

to assess the impact of different system parameters on the proposed network, the exact

expressions for the outage probability, the throughput for both the delay-sensitive and

the delay-tolerant transmission modes are derived. To obtain practical design insights,

the asymptotic closed-form expressions for the outage probability and the delay-sensitive

throughput and the delay-tolerant throughput as the number of PU transceivers goes to



Chapter 1. Introduction 21

infinity are also derived. The results show that the outage probability improves when

PU-Txs are located near secondary source (SS) and sufficiently far from SR and SD.

The results show that when the number of PU-Txs is large, the detrimental effect of

interference from the PU-Txs outweighs the benefits of energy harvested from the PU-

Txs.

RF Wireless Power Transfer in HCNs: In Chapter 8, the DL wireless power

transfer and UL information transmission of K-tier HCNs with randomly located BSs

and MTs are modeled and analyzed. In the DL and UL, each energy-constrained MT

pairs up with its corresponding BSs, which provides the maximum received power at

the MT. Due to the densely located BSs and universal frequency reuse between all tiers

in HCNs, the typical MT is allowed to harvest energy from typical BS by direct BF

and from other interfering BSs via interference signals. Equipped with a large storage

battery, the typical MT utilizes the harvested energy to provide constant transmit power

for the UL transmission. Stochastic geometry is used to model the proposed networks

and evaluate the intrinsic relationship between the energy harvested from BS in the DL

and the UL transmission performance. The expressions for the average received power

at MT, the UL outage probability, and the UL average ergodic rate are first derived.

The asymptotic expressions for the average received power, the UL outage probability,

and the UL average ergodic rate, as the number of BS antennas goes to infinity, are then

derived. The results show that, on one hand, the overall outage probability and overall

average ergodic rate are not significantly improved by increasing the time allocation

factor and improving the energy conversion efficiency, but on the other hand the UL

performance can be largely enhanced by using massive antenna arrays at the BSs.
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1.6 Thesis Organization

The reminder of this thesis is organized as follows. Chapter 2 introduces the background

knowledge of this thesis. The technical contributions of this thesis are covered from

Chapters 3 through 8. Chapter 3 proposes GSC as a low-power design in interference-

limited spectrum sharing networks under outdated CSI between the SU-Tx and the

PU-Rxs. Chapters 4 and 5 propose TAS/GSC in dual-hop cognitive relay networks for

reliability enhancement and interference relaxation over Rayleigh fading and Nakagami-

m fading, respectively. Chapter 6 proposes the BF&AN as an effective way to enhance

the secure transmission of large-scale spectrum sharing networks. Chapter 7 presents a

new energy harvesting protocol for dual-hop cognitive relay networks as an energy supply

for the energy-constrained secondary network. Chapter 8 studies the UL performance

of K-tier HCNs with RF wireless power transfer. Chapter 9 concludes the thesis and

discusses the future research directions.



Chapter 2

Fundamental Concepts

This chapter provides the background knowledge for the technical works presented in

the rest of the Chapters. The basic fading channel characterization, MIMO techniques,

and cooperative relaying are first presented. Stochastic geometry modeling of large-scale

wireless networks is then introduced for a complete understanding of the technical works

in Chapter 6 and 8. The concept of physical layer security and RF wireless power transfer

are described in the last two sections of this Chapter, which lays a solid foundation for

the technical works in Chapters 6, 7, and 8.

2.1 Fading Channel Characterization

Fading is an important characteristic for the wireless communication channel, which is

a deviation affecting a signal over certain propagation media. It is a complicated phe-

nomenon which results from multipath and shadowing, as shown in Fig. 2.1. Regardless

of its complexity, many research works have formulated the statistical model for fading

channels. The fading effects can be categorized into large scale and small scale fading.

25
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Figure 2.1: The fading effect [5].

2.1.1 Large Scale Fading

The large scale fading are mostly due to the path loss and the shadowing by large obsta-

cles. In this thesis, the effect of shadowing is not considered, since it is highly dependent

on the practical environment, such as the surrounded tall buildings and mountains. In

the path loss model, the power degrades relative to the distance. In order to capture the

main characteristics of ray tracing, the following simplified model is used

Pr = PtK

[
d0
d

]α
, (2.1)

where K is a constant factor, d0 is a reference distance, and α is the path loss exponent.

The simplified path loss model is used in Chapters 6, 7, and 8.

2.1.2 Small Scale Fading

The small scale fading is due to the multipath effect that the transmitted signals experi-

ence rapid fluctuation over short period of time. According to the relationship between

the signal parameters (bandwidth, symbol period) and the channel parameters (coher-

ence time, coherence bandwidth), different types of transmitted signals experience dif-
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ferent types of fading. Based on the multipath time delay spread, the small scale fading

can be classified into slow fading and fast fading [123]. If the symbol time duration is

smaller than the the coherence time, then we regard it as the slow fading. Conversely,

we regard it as the fast fading. Throughout my thesis, the slow fading is considered

where the amplitude and phase change through the propagation channel can be viewed

as constant.

Another type of classification is flat fading and frequency-selective fading based on

doppler spread, which depends on the frequency selectivity characteristic of fading chan-

nels [123]. In flat fading, the bandwidth of transmitted signal is much smaller than the

coherence bandwidth, and the magnitude of fading will be the same for different fre-

quency. While the bandwidth of transmitted signal is bigger than the coherence band-

width in frequency-selective fading, and different frequency experience different degree

of fading. We will further explore the flat fading in Chapters 3 - 8.

In the following, several typical channel models describing the statistical behavior of

multipath effect used in this thesis are presented.

2.1.2.1 Rayleigh Fading

Rayleigh fading is a widely used multipath model, which assumes that the magnitude of a

signal changes randomly through the propagation according to the Rayleigh distribution

[124]. This model is highly applicable to model the effect of urban area with heavily

loaded buildings when there is no direct line-of-sight (LOS) path. The probability density

function (PDF) of the channel power gain |h|2 is given by

f|h|2 (γ) =
1

γ̄
exp

(
−γ
γ̄

)
, (2.2)

where γ̄ = E
[
|h|2
]
.
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2.1.2.2 Nakagami-m Fading

Nakagami-m fading is a more general fading model which includes Rayleigh fading and

Rician fading as special cases. More importantly, the Nakagami-m fading environment

has the versatility in providing a good match to various empirically obtained measure-

ment data [125]. The channel power gain are Gamma distributed with fading severity

parameters m. The PDF of the channel power gains |h|2 is given by

f|h|2 (γ) =
mmγm−1

Γ (m) γ̄m
e
−mγ

γ̄ , (2.3)

where γ̄ = E
[
|h|2
]
and Γ () is the Gamma function.

2.2 Multiple Antennas systems

Multiple antennas equipped at the transmitter/receiver can exploit the space dimension

to improve wireless systems capacity, range, and reliability, by taking advantage of the

multipath effect. Introducing multiple antennas into the wireless communication system,

the diversity and SNR gains are achieved compared with single antenna system [126, 127].

Diversity gain is the enhancement of reliability obtained by combining multiple received

copies of transmitted signal. It measures how fast the probability level of outage can be

reduced by increasing SNR. The SNR gain quantifies the increase in average received

SNR obtained by coherently combining the incoming/outgoing signals. In the following,

several multiple antenna techniques used in this thesis are listed.

2.2.1 TAS

TAS technology has been acknowledged as a core component for UL 4G long term evo-

lution (LTE) and LTE Advanced systems due to its low feedback requirement com-

pared with closed-loop transmit diversity [128]. In TAS, the signal is multiplied by a
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branch weight associated with a specific antenna before transmission. Then, the trans-

mit antenna which achieves the largest receive SNR at the receiver is selected for data

transmission. Note that only the index of the selected transmit antenna needs to be fed

back to the transmitter. This technique is used in Chapters 4 and 5.

2.2.2 GSC

With the merits of low power requirement and RF cost, GSC offers a performance/implementation

tradeoff between MRC and SC for the secondary network [45, 46], and it is well applied

to commercial wireless networks where the receiver is subject to resource constraints,

such as limited RF chains due to size and complexity limitations [26]. In Fig. 2.2 , the

GSC receiver estimates the SNR of each receive antenna, and then ranks those SNRs

in decreasing order. Among all the SNRs of receive antenna, the first Lc branches with

larger SNRs are selected as receiving antennas, and the SNRs of those selected Lc anten-

nas are combined to be the total SNR. We also see that, by excluding the antenna chains

with weak channel powers, GSC can be more robust to channel estimation errors than

MRC [129]. This technique is used in Chapters 3, 4, and 5.
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Figure 2.2: The GSC receiver [6].
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2.2.3 BF

BF has become a promising candidate for the DL transmission between access point

and user in the 802.11ac standard [130, 131]. Instead of omnidirectional antennas where

energy is sent in all directions, BF technique can focus energy toward a receiver by con-

trolling the amplitude and phase of each antenna. For a MISO channel with N transmit

antenna and single receive antenna, the signal before transmission will be multiplied by

a BF vector as

x =
hH

∥h∥
x̃. (2.4)

Then the transmitted signal propagates through the channel can be expressed as

y = hx+ n = ∥h∥x̃+ n, (2.5)

where h = [h1, . . . , hN ], and n ∼ CN (0, σ2) is the additive Gaussian noise. The resulting

SNR is given by γ = P∥h∥2
σ2 . Here, P is the power constraint. Chapter 8 is based on this

technique.

2.2.4 MRC

As in Fig. 2.3, with MRC, the output received signal is a weighted sum of all antennas

[132]. For a SIMO channel with single transmit antenna and N receive antenna, the

transmitted signal propagates through the channel can be expressed as

y = hx+ n, (2.6)
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where h = [h1, . . . , hN ], and n ∼ CN (0, σ2IN ) is the additive Gaussian noise. The

detected received signal after MRC is

ỹ =
hH

∥h∥
y = ∥h∥x+

hH

∥h∥
n. (2.7)

The resulted SNR is given by γ = P∥h∥2
σ2 , which is the largest achievable received SNR.

It will be further discussed in Chapter 8.
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2.3 Cooperative Communication

The benefits brought by MIMO systems are well known, however, for some scenarios, such

as nodes in wireless sensor networks or handsets, size, hardware, and cost have limitations

that render the multiple antennas deployment. Herein, the cooperative communication

arises as a technology which makes the benefits of MIMO systems becomes accessible for

single antenna nodes. In detail, cooperative communication allows single-antenna nodes

in a multi-node scenario to share their antennas to create a virtual MIMO network. As

such, this allows nodes with diverse radio resources (power, bandwidth, and channel
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qualities) to cooperate and relay each other’s messages to the destination. It is further

known that cooperative communications has been included in 3GPP LTE-Advanced

(LTE-A) [133].

Relay can operate in full-duplex mode and half-duplex mode. In full-duplex mode,

the reception and transmission of signal at the relay can be operated simultaneously,

which means that the source-to-relay link and relay-to-destination share a common time-

frequency signal-space. In half-duplex mode, the orthogonality exists between transmit-

ted and received signals at the relay in time or frequency domain. From the theoretical

point of view, the full-duplex relaying outperforms the half-duplex relaying in terms

of spectral efficiency. From the implementation point of view, the full-duplex relay-

ing loses its superiority due to the self-interference between the transmit antenna and

receive antenna. More details and investigations of half-duplex relaying are presented in

Chapters 4, 5, and 7.

Depending on how the information processed at the relay, the relaying protocol can

be categorized into AF relaying protocol and DF relaying protocol [132].

2.3.1 AF Relaying Protocol

As shown in Fig. 2.4, once the relay receives the noisy version of signal from source,

it amplifies and retransmits the received signal to the destination. As can be seen that

the noise is also amplified during this AF process, however, the destination can receive

and combine two copies of signal with MRC, one from source, and the other one from

relay. Thus, this protocol achieves the diversity order of two. In this protocol, the

instantaneous mutual information is given by

IAF =
1

2
log

(
1 + γsd +

γsrγrd
γsr + γrd + 1

)
, (2.8)
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where γs,d, γs,r, γr,d are the instantaneous SNR of source-to-destination link, source-to-

relay link, and relay-to-destination link.

Figure 2.4: The AF relaying [7].

2.3.2 DF Relaying Protocol

As shown in Fig. 2.5, the relay decodes the received signal from source, and re-encodes

it to transmit to the destination. In this case, the decoding process for the received

signal at the relay may exists error, which degrades the end-to-end performance. Thus,

the mutual information between the source and destination is determined by the mutual

information of the weaker link between the source-to-relay link and the combined source-

to-destination link and relay-to-destination link. The mutual information between the

source and destination can be expressed as

IDF =
1

2
min {log (1 + γsd) , log (1 + γsd + γrd)} . (2.9)

The DF relay is investigated in Chapters 4, 5, and 7.
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Figure 2.5: The DF relaying [7].

2.4 Stochastic Geometry Methods for Large-Scale Wire-

less Network

Recently, large-scale networks, where a large number of nodes randomly deployed in

a vast spatial area, is becoming popular in modeling the emerging wireless networks,

such as ad hoc, sensor networks and single-tier/multi-tier cellular networks. In large-

scale networks, there exists high uncertainty on the locations and channels of wireless

terminals. In this case, the stochastic geometry is proposed as a simple and tractable

approach to study the average behavior over many spatial realizations of network with

its location following a specific probability distribution [134].

2.4.1 Point Process

To analyze the large-scale wireless networks, point process is the basic spatial model,

which can represent a random accumulation of points that are located in a large geo-

graphical area. The point process is defined as a measurable mapping Φ from some

probability space to the space of point measures on area A, which is given by a discrete
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sum of Dirac measures on A as [135]

Φ =
∑
i

δXi , (2.10)

where {Xi} are the points of Φ.

The intensity measure Λ is given as

Λ (B) = EΦ(B) , (2.11)

where Φ (B) denotes the number of points in Φ ∩B.

2.4.2 Poisson Point Process

The general point process becomes PPP only when 1) All the disjoint subsets satisfy

S1, · · · , Sn ⊂ A; 2) Any random variable Φ (Si) , i ∈ [1, · · · , n] is Poisson [134]. Depend-

ing on the relationship between the density and the node’s location, the PPP can be

categorized as homogeneous PPP and inhomogeneous PPP. The density of homogeneous

PPP is independent of location, while the density of inhomogeneous PPP is a function

of location. In Chapters 6 and 8, the homogeneous PPP is considered.

In order to model the aggregate interference from the interfering transmitters, which

are distributed following homogeneous PPP, our focus is on the decaying power law shot

noise process. Let us first define a shot noise process I (t) =
∑
j
f (hj , t− tj), where

the arrival time {tj} are Poisson with arrival rate µ, and {hj} are i.i.d random variables

following some distribution. By taking hj from a discrete set H1,H2, · · · with probability

p1, p2, · · · , the shot noise process can be represented as I (t) =
∑
i
Fi (t), where Fi (t) =∑

j
f (Hi, t− tj) is the sum of deterministic impulse response with Poisson arrival and
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constant Hi [136]. The moment generating function of F (t) can be expressed as

Φ (s) = E

[
e
−s

∑
i
Fi(t)

]
=
∏
i

Φi (s). (2.12)

According to the deterministic impulse response in [137], Φ (s) is derived as

Φ (s) = exp

{
−µ
∫ ∞

−∞
Eh (1− exp {−sf (h, t)}) dt

}
. (2.13)

For decaying power law shot noise process, it is known that f (h, t) = ht−α, t ∈

(0,∞), thus

Φ (s) = exp
{
−µEh

[
h1/α

]
Γ (1− 1/α) s1/α

}
. (2.14)

To calculate the mean of a sum over a point process, the Campbell’s theorem is

presented in the following theorem.

Theorem 1. Let Φ be a point process on Rd and f, the random sum S =
∑
x∈Φ

f (x), the

mean of the random sum is [31]

ES =

∫
Rd

f (x)λdx, (2.15)

where λ is the intensity of Φ.

2.5 Physical Layer Security

One inherent characteristic of wireless communication is broadcasting, which allows the

transmitted signal received by other unintended receivers, and makes the intended trans-

mission vulnerable to security threats, such as eavesdropping, jamming, and network

injection. The burst growth of wide range of wireless networks and applications, such as
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D2D and HCNs, coexists with each other, further imposes challenges for secure trans-

mission. The security and privacy has been of long-standing importance for wireless

networks, especially for military networks.

Traditional security is always addressed above the physical layer. For example, the

widely applied key-based cryptographic technique is operated at the higher layer, while

the error-free link is assumed to be established in the physical layer. Two main cryp-

tographic protocols to combat eavesdropping are public-key and private-key protocol.

In public-key protocol, it is assumed that the Eves are unable to decrypt the secure

information, due to its limited computational power and lack of capability to decrypt

the encryption keys [138, 139]. In private-key protocol, the random encryption keys are

only shared between the legitimate transmitter and receiver, thus brings difficulty for

the Eves to capture the knowledge of the encryption keys [140]. These protocols both

assume that it is computationally infeasible for the Eves to decipher the key, but this

is still mathematically questionable. With the improvement of Eves’ capability in com-

puting and deciphering, the security measure implementation in physical layer may be

a cost-effective complement for the key-based cryptographic techniques [141].

The physical layer security is based on Wyner’s wire-tap channel theory, in which

the secret bits transmission can be achieved using the superiority of main channel over

eavesdropping channel. By exploiting the randomness of fading channel with noise, the

secret information can be securely transmitted through the main channel, and be kept

confidential from the Eves. In [142], it is shown that the positive maximum transmission

rate can be achieved when the eavesdropping channel is more“noisier” than the main

channel. With proper channel coding (wiretap code), the secret message can be safely

received by the legitimate receiver without information leakage to the Eves.
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Figure 2.6: The physical layer security model [8].

Fig. 2.6 plots the Wyner’s wiretap channel model with noisy channel, where Alice

transmits confidential information to Bob, while Eve overhears their transmission. In

this general wiretap channel, the secrecy capacity is defined as

Cs = max
X

I (X;Y )− I (X;Z) , (2.16)

where I (X;Z) is the confusion rate. Based on the information theory, it is known that

as long as the code rate is no larger than Cs, Bob can successfully decode the confidential

message and the confusion message. However, those messages are viewed very similar for

Eve, due to its channel decoding ability limited by I (X;Z). In this case, the difference

between the main channel and eavesdropper channel gives possibility for the confidential

message transmission [8]. Physical layer security is further discussed in Chapter 6.
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2.6 RF Wireless Power Transfer
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Figure 2.7: Information receiver [9].

With the recent advances in hardware and antenna design, RF wireless power transfer

has become a promising technique to improve the energy efficiency of wireless networks,

especially for those energy-constrained wireless networks with limited device battery life.

Traditional energy harvesting sources, such as solar, wind, hydroelectric, thermoelectric

may not always be accessible in some locations or environments. Alternatively, RF

wireless power transfer can be a cost-effective energy harvesting technique that enables

energy harvested from ambient RF signals, that are radiated by the RF signal trans-

mitters [143]. This technique is usually operated on the electromagnetic wave signals

with frequency from 3 kHz to 300 GHz. The applications of RF wireless power transfer

include wireless sensor networks [144], wireless charging system [55], wireless body sensor

networks [145], as well as cellular networks [57].
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Figure 2.8: Energy receiver [9].
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SWIPT was first advocated in [104], where the RF signals are utilized as energy and

information carrier at the same time. As such, the energy-constrained wireless network

becomes self-sustainable without the need to update the hardware at the transmitter.

The authors in [104] propose two receiver designs for co-located receiver, namely time

switching and power splitting. Here, co-located receiver is a bifunctional receiver which

enable information decoding and energy harvesting at the same antennas. In the time

switching receiver, the receive antenna switches between the energy harvesting block

and the information decoding block periodically. In the power splitting receiver, the

received signal is divided into two stream, one for energy harvesting, and the other one

for information decoding.
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Figure 2.9: Time switching receiver [9].

In [9], a practical receiver design was studied for the information and energy receivers.

Fig. 2.7 shows the information receiver design that the RF band signal is first converted

to the baseband signal with coherent demodulation, then the analog-to-digital converter

(ADC) is used to sample and digitalize the complex baseband signal, after that the

decoding process is operated. The energy receiver design is considered in Fig. 2.8 using

the rectenna architecture. The RF band received signal first goes through the rectifier

with a Schottky diode and a passive low-pass filter (LPF) to be converted to direct
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current (DC) signal. The DC signal is then stored by charging the battery. More details

concerning the signal processing is found in [9]. With information and energy receiver

design, the time switching receiver and power splitting receiver are presented in Fig. 2.9

and Fig. 2.10, respectively, where T is the block transmission time, α is the fraction

of the block time for energy harvesting, and ρ is the the fraction of power allocated for

energy harvesting.
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Chapter 3

Impact of primary network on
secondary network with
generalized selection combining
over Rayleigh Fading

3.1 Introduction

In this chapter, CR is viewed from the viewpoint of GSC as a low power design in

interference-limited spectrum sharing networks under outdated CSI between the SU-Tx

and the PU-Rxs. A general scenario where the SU transmits in the presence of M PU-

Txs and M PU-Rxs is considered. The main objective is to lower the interference power

at the PU while guaranteeing transmission reliability at the SU, which can be achieved

by determining varied numbers of combining antennas at the SU-Rx using GSC. Note

that GSC compromises the merits of robust performance of maximal ratio combining

and simplicity of selection combining. Different from previous works, the SU are allowed

to select a subset of their receive antennas so as to balance the SU transmit power and

the PU interference power. By doing so, less transmit power at the SU-Tx is required

to achieve the same outage performance, which in turn reduces the interference at the

PU-Rxs.

To answer some of the pressing questions that face spectrum sharing networks, the

42
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maximum transmit power at the SU is related with the peak interference power at

the PU. Outcomes are presented in the form of new expressions for the exact and the

asymptotic outage probability of secondary network. The results bridge the gap between

MRC and SC by allowing the SU to combine the Lc strongest out of its L available receive

antennas. It is shown that the full diversity order is achieved, and is entirely determined

by the secondary network and equal to L. The performance gaps between GSC, MRC,

and SC are presented as a simple ratio of their respective SNR gains. An interesting

conclusion is reached that M imposes a negative impact on the outage probability, while

Lc has a positive impact on the outage probability. Furthermore, the outage probability

decreases with increasing correlation coefficient of the outdated CSI channel.

3.2 Network and Channel Description

A realistic underlay spectrum sharing network with one pair of SU transceiver and M

pairs of PU transceivers is considered. In the secondary network, the receiver diversity is

assumed where the SU-Rx is equipped with L receive antennas. The Lc receive antennas

are selected based on the channel from the SU-Tx to the SU-Rx. All other terminals

are equipped with only one antenna. Only partial channel knowledge of the interference

channel from the SU-Tx to the PU-Rxs is available at the SU-Tx. The CSI of h1m

provided to the SU-Tx is outdated due to the time-varying nature of the wireless link

[146]. The outdated CSI of the SU-Tx to the mth PU-Rx channel is described using the

correlation model [147, 148] as

h1m = ρĥ1m +
√

1− ρ2ε, (3.1)

where m ∈ {1, ...,M}, ĥ1m is the outdated channel information available at the SU-

Tx, ε is a complex Gaussian random variable with zero mean and unit variance, and

uncorrelated with h1m. The correlation coefficient ρ is a constant, which is used to

evaluate the impact of channel estimation error, mobility, and feedback delay on the CSI
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[148]. Note that it is assumed that both the outdated channel information ĥ1m and the

correlation coefficient ρ are available at the SU-Tx.

It is assumed that both the secondary channel and the primary channel are subject

to quasi-static fading where the channel coefficients are constant for each transmission

block but vary independently between different blocks. The primary and secondary

networks are subject to independent and identically distributed (i.i.d.) Rayleigh fading.

The estimated channel power gain from the SU-Tx to the mth PU-Rx channel is an

exponentially distributed RV with parameter 1
α̂1
. The instantaneous channel power

gains from the SU-Tx to the mth PU-Rx channel, from the mth PU-Tx to the lth

transmit antenna at SU-Rx, and from the SU-Tx to the lth receive antenna at the SU-

Rx are exponentially distributed RVs with parameters 1
α1
, 1
α2
, and 1

α3
, respectively, where

l ∈ {1, ..., L} and α1 = ρ2α̂1 +
(
1− ρ2

)
. Note that here the main focus is the outdated

channel effect and the impact of GSC, thus, the different path-loss and shadowing effect

between the SU-Tx and the PU-Rxs links resulting from the geometry are not taken into

consideration in this work. This assumption is also applicable to the scenario where the

PU-Rxs are located in a compact and small area.

3.2.1 Interference Outage Probability

According to underlay spectrum sharing, the interference from the secondary network

impinged on the primary network should remain below a pre-defined peak interference

temperature Q [149]. When only the outdated interference channel information is avail-

able at the SU-Tx, this strict interference requirement can not be satisfied at all times.

Therefore, the PU-Rxs should tolerate outages occuring for a certain percentage of time,

which is named as the interference outage. In [148], it has been proved that the inter-

ference outage probability is always 0.5 as long as the maximum transmission power is

ignored. Therefore, instead of the strict peak interference constraint, a more flexible

constraint known as the power margin, which is based on the interference outage proba-

bility is considered to prevent the primary transmission from degradation. The transmit
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power and the interference outage probability are denoted as

P
(
ρ,
∣∣ĥ1m∗

∣∣2) = min
(
PT , kI

Q∣∣ĥ1m∗
∣∣2 ), (3.2)

and

Po = 1− Pr

{
min

(
PT , kI

Q∣∣ĥ1m∗
∣∣2 )∣∣h1m∗

∣∣2 ≤ Q

}
, (3.3)

respectively, where PT is the maximum available transmit power at the SU-Tx, and∣∣ĥ1m∗
∣∣2 is the largest estimated channel power gain from the SU-Tx to the M PU-Rxs

available at the SU-Tx. The power margin factor is assumed to be kI = 1 for the perfect

CSI between the SU-Tx and the PU-Rx link. Since the closed-form expression for the

power margin factor kI is intractable [147], therein, kI is numerically evaluated based on

(3.3).

3.3 Signal-to-Interference Ratio

In the secondary network, GSC is applied to combine the Lc (1 ≤ Lc ≤ L) antennas

with the strongest received signals from L available receive antennas at the SU-Rx. The

channel coefficients from the SU-Tx to the lth receive antenna at the SU-Rx are denoted

as gl (1 ≤ l ≤ L). Let |g1|2 ≥ |g2|2 ≥ · · · |gL|2 ≥ 0 be the order statistics obtained by

sorting {gl}Ll=1 in decreasing order of magnitude [84]. After performing GSC [150], the

received signal at the SU-Rx is given by

y =
GH

∥G∥
GxT +

M∑
m=1

GH

∥G∥
H 2mxm︸ ︷︷ ︸

Interferences from PU - Txs

+
GH

∥G∥
n (3.4)

where xT is the transmit signal at the SU-Tx, G = [g1, g2, . . . , gLc ]
T is the selected

channel vector at the SU-Rx, xm is the transmit signal at the mth PU-Tx, H 2m is the

Lc×1 channel vector from the mth PU-Tx to Lc antennas with strongest receive signals
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at the SU-Rx, and n ∼ CN (0, σ2ILc) is the Lc × 1 AWGN vector. Similar to some

practical applications such as cellular CDMA networks and dense ad hoc networks [151],

the interference-limited scenario of cognitive networks with multiple primary transceivers

is considered where the noise is typically negligible compared to the sum of interferences

from the multiple PU-Txs. As such, the SIR can be used interchangeably with SINR

without much appreciable loss of accuracy [152–154]. Based on (3.4), the instantaneous

received SIR is given by

γ̃ = min

(
PT,

kIQ

Y

)
X

V
, (3.5)

where X = ∥G∥2, Y =
∣∣ĥ1m∗

∣∣2, V =
M∑

m=1
PI

∣∣GHH 2m
∥G∥

∣∣2 is the interference power from the

PU-Txs to the SU-Rx, and PI is the transmit power of PU-Txs.

3.4 Outage Probability

3.4.1 Exact Analysis

Outage probability is an important metric to characterize the performance of cognitive

radio networks in practice. In cognitive radio networks, an outage occurs if the instan-

taneous received SIR at the SU drops below a given threshold γth. Based on this, the

outage probability is formulated as

Pout = Pr {γ̃ ≤ γth} = Fγ̃ (γth) , (3.6)

where Pr {·} denotes the probability and Fγ̃ (γth) denotes the CDF of γ̃. To derive

Fγ̃ (γth), the statistics of the channel power gain ∥G∥2 are presented as follows.

The CDF of ∥G∥2 is obtained using [150, eq. (4)] and the multinomial expansion
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[155] which results in

F∥G∥2 (x) =
∑

Sk∈SK

αkx
βke

−δk
x
α3 , (3.7)

where SK =
{
Sk|
∑L

l=0mk,l = 1
}

with {mk,l} ∈ Z+. It is noted that SK refers to

all possible combinations of {mk,l, l = 0, 1, . . . , L}, which satisfy
∑L

l=0mk,l = 1. The

parameters in (3.7) are defined as

αk = (ε0)
mh,0

Lc∏
l=1

(
εl

Γ (l)

)mh,l L∏
l=Lc+1

εl
mh,l , (3.8)

βk =

Lc∑
l=1

(l − 1)mk,l, (3.9)

and

δk =

Lc∑
l=1

mk,l +
L∑

l=Lc+1

l

Lc
mk,l, (3.10)

where εl is given by

εl =



1 l = 0

α1−l
3

[
−1 +

L∑
k=Lc+1

(−1)k−l (
L

L−k)(
k−1

k−Lc−1)(
k
Lc

−1
)Lc−l+1

]
1 ≤ l < Lc

−α1−Lc
3

(
L

L−Lc

)
l = Lc

(−1)l( L
L−l)(

l−1
l−Lc−1)(

l
Lc

−1
)Lc

Lc < l ≤ L.

(3.11)

The CDF of
∣∣∣ĥ1m∗

∣∣∣2 is given by

F∣∣ĥ1m∗
∣∣2(x) = (1− e

− x
α̂1

)M
. (3.12)
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Recall that V =
M∑

m=1
PI

∣∣∣GHH2m
∥G∥

∣∣∣2 is defined. According to [156], GHH2m
∥G∥ is a zero-

mean complex Gaussian vector, which is independent of GH and ∥G∥, and
∣∣∣GHH2m

∥G∥

∣∣∣2
follows the chi-square distribution with 2 degrees of freedom. As such, the probability

distribution function (PDF) of V is given by

fV
(
x
)
=
( 1

PIα2

)M xM−1e
− x

PIα2

Γ
(
M
) . (3.13)

Based on the CDF and PDF of X, Y , and V , the closed-form expression for the

outage probability is presented in the following theorem.

Theorem 1. The closed-form expression for the outage probability of spectrum sharing

networks with GSC and outdated CSI between the SU-Tx and the PU-Rxs is derived as

Pout (γth) =
Γ (βk +M)

Γ (M)

∑
Sk∈SK

αkγth
βkΞ (γth) , (3.14)

where

Ξ (γth) =

(
1− e

− kIQ

α̂1PT

)M( 1

PIα2

)M( 1

PT

)βk

1(
δkγth
PTα3

+ 1
PIα2

)βk+M
+

M∑
m=1

(
M

m

)
(−1)m+1

(
α3

α̂1δkγth

)βk+M

(
kIQ

PIα2

)M

βk!e
−mkIQ

α̂1PT

βk∑
i=0

(
kIQ
PT

)i
i!

(
m

α̂1

)i+M

Φ

(
βk +M,M + i;

(
1

PIα2
+
δkγth
α3PT

)
α3mkIQ

α̂1δkγth

)
, (3.15)

where Γ (·) is the gamma function [157, Eq. (8.310.1)], and Φ(·, ·; ·) is the confluent

hypergeometric function [157, Eq. (9.211.4)].

Proof. See Appendix A.1.

Lemma 1. The outage probability of spectrum sharing networks with perfect CSI, and

only one pair of primary transceiver and secondary transceiver with single antenna is
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derived as

Pout (γth) =1−

(
1− e

− Q
α̂1PT

)
(
PIα2γth
PTα3

+ 1
) − α3Q

PIα2α̂1γth
e

α3Q
PIα2α̂1γth Γ

(
0,

(
1

PIα2
+

γth
α3PT

)
α3Q

α̂1γth

)
,

(3.16)

which is equivalent to [158, Eq. (15)] with σ = 0, and this also demonstrates the gener-

ality of our result.

Note that the closed-form expression for the outage probability with perfect CSI can

be obtained by substituting kI = 1 into (3.14).

3.4.2 Asymptotic Analysis

In this subsection, the asymptotic behavior of the outage probability in the operating

region of high transmit power constraint PT is characterized. Throughout this subsection,

the SU-Tx power is considered to be proportional to the PU-Rx interference. This

indicates that the diversity order exists when the PU-Rx is able to tolerate a high amount

of interference from the SU-Tx. This will benefit the secondary network without violating

the transmission at the primary network. With this in mind, A deeper understanding

of the effect of power scaling on the outage probability is gathered. Similar to [87],

Q = µPT is considered, where µ is positive constant.

In the high-SIR regime with PT → ∞, [157, Eq. (3.354.1)] and [157, Eq. (1.211.1)]

are applied to derive the first order expansion of F∥G∥2 (x) as

F∞
∥G∥2 (x) ≈

1

Lc
L−LcLc!

xL. (3.17)

Substituting (3.17) into (A.1.1), the asymptotic outage probability with proportional

interference power constraint is presented in the following theorem.

Theorem 2. When Q = µPT, the asymptotic outage probability of spectrum sharing
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networks with GSC and multiple PU transceivers as PT → ∞ is derived as

P∞
out ≈ (GcPT)

−Gd , (3.18)

where the diversity order is Gd = L and the array gain is

Gc =
[ Θ

Lc
L−LcLc!

Γ
(
M + L

)
Γ
(
M
) ]− 1

L 1

α2PIγth
, (3.19)

with Θ =
(
1− e

− kIµ

α̂1

)M
+

M∑
m=1

(
M
m

)
(−1)m+1 Γ

(
L+1,

kIµm

α̂1

)
(α3kIµm/α̂1)

L .

Similarly, the asymptotic outage probability with perfect CSI can be obtained by

substituting kI = 1 into (3.18). Based on (3.18), it is confirmed that the diversity order

is entirely determined by the available number of receive antennas at the SU-Rx L, but

independent of the number of combined antennas at the SU-Rx Lc and the correlation

coefficient ρ.

The outage tradeoff between GSC, MRC, and SC is then examined. Given that GSC,

MRC, and SC maintain the same diversity order, the tradeoff between them is entirely

determined by their respective array gains. Based on our results in (3.19), the following

remarks are presented.

Remark 1: It is assumed that Lc = L in (3.19) to obtain the array gain of MRC as

GMRC
c =

[
ΘΓ (M + L)

L!Γ (M)

]− 1
L 1

α2PIγth
. (3.20)

Using (3.19) and (3.20), the SNR gap between GSC and MRC is expressed as

∆1 = 10 log

(
Gc

GMRC
c

)
=

(
10

L

)
log

(
LL−Lc
c Lc!

L!

)
dB. (3.21)
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Remark 2: Setting Lc = 1 in (3.19), the array gain of SC is obtained as

GSC
c =

[
ΘΓ (M + L)

Γ (M)

]− 1
L 1

α2PIγth
. (3.22)

Using (3.19) and (3.22), the SIR gap between GSC and SC is expressed as

∆2 = 10 log

(
Gc

GSC
c

)
=

(
10

L

)
log
(
LL−Lc
c Lc!

)
dB. (3.23)

Remark 3: Using (3.20) and (3.22), the SIR gap between MRC and SC is expressed

as

∆3 = 10 log

(
GMRC

c

GSC
c

)
=

(
10

L

)
log (L!) dB. (3.24)

Based on Remarks 1, 2, and 3, it is confirmed that the SIR gaps ∆1, ∆2, and ∆3

are fully described by two parameters: the number of available receive antennas at the

SU-Rx L and the number of combined antennas at the SU-Rx Lc.

3.5 Numerical Results

Numerical examples are provided to highlight the impact of GSC on the performance of

underlay spectrum sharing networks with imperfect CSI. In all figures, it is assumed that

the threshold SIR is γth = 1 dB and the interference power from the PU-Tx is PI = 3 dB,

α̂1 = 2, α2 = 3, and α3 = 1. A perfect match between the simulations and the exact

analytical curves (plotted from (3.14)) can be seen. It is also seen that the asymptotic

analytical lines (plotted from (3.18)) are in precise agreement with the exact analytical

curves in the medium-to-high regime of PT.

Fig. 3.1 plots the outage probability versus PT for various M . Here, it is assumed

L = 3, Lc = 2, P0 = 10%, and ρ = 0.9. It is observed that the diversity order is
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Figure 3.1: Outage probability with Lc = 2, L = 3, P0 = 10%, and ρ = 0.9.

independent of M as indicated by the parallel slopes of the asymptotes. The diversity

order is entirely determined by the number of antennas at the SU-Rx as Gd = L. As

expected, the outage probability decreases with decreasing M . This is due to the fact

that the array gain in (3.19) increases with decreasing M . This result is not surprising,

since the interference from the PU-Tx to the SU-Rx increases with increasing M , as

shown in (3.5), which negatively impacts the secondary network. It also observed that

setting Q = 2PT achieves a lower outage probability compared to Q = 0.5PT. This is due

to the fact that the array gain in (3.19) increases with increasing µ. In other words, the

higher peak interference power constraint at the PUs enables more reliable transmission

of the secondary network.

Fig. 3.2 plots the outage probability versus PT as we vary Lc. Here, it is assumed

M = 6, Q = 2PT, P0 = 10%, and ρ = 0.9. It is observed that the diversity order is

Gd = L regardless of Lc. Setting Lc = L and Lc = 1, it is easy to obtain the special

cases of MRC and SC, respectively. It is also observed that the SIR gap between MRC

and SC are accurately predicted according to (3.24). As expected, it is observed that the

outage probability decreases with increasing Lc. This is due to the fact that the array
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Figure 3.2: Outage probability withM = 6, Q = 2PT, P0 = 10%, and ρ = 0.9.

gain increases with increasing Lc, as shown in (3.19). Moreover, it is noticed that the

lower outage probability can be achieved by employing more antennas L, which can be

explained by the fact that the array gain increases with increasing L.

Fig. 3.3 plots the outage probability versus PT for various ρ and P0. Here, it is

assumed M = 5, L = 5, Lc = 3, and Q = 1.5PT. The same parallel slopes for different

coefficients ρ indicates that the diversity order is independent of ρ and P0. Interestingly,

for the case of P0 = 0.1, the outage probability decreases as ρ increases; for the case of

ρ = 0.9, the outage probability decreases with increasing P0. This can be explained by

the fact that increasing ρ and P0 ensure the higher transmit power of the SU-Tx, and

thus brings about better outage performance. As expected, for ρ = 1, which refers to

perfect CSI, the lowest outage probability is achieved.

Fig. 3.4 plots the outage probability versus Q for various Lc. Here, it is assumed

M = 5, PT = 25 dB, P0 = 10%, and ρ = 0.9. As expected, the outage probability

decreases with increasing Q when PT is not a linear function of Q. Furthermore, the

outage probability decreases with increasing Lc.
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Figure 3.3: Outage probability with Lc = 3, L = 5, and M = 5.
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Figure 3.4: Outage probability with M = 5, PT = 25 dB, P0 = 10%, and
ρ = 0.9.

3.6 Summary

GSC is proposed in interference-limited spectrum sharing networks with outdated CSI

and multiple PU transceivers. The aim is to examine the impact of GSC and outdated
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channel on the outage probability. To facilitate this, the new closed-form expressions for

the exact and the asymptotic outage probability are derived. The SU-Rx is allowed to

combine the Lc strongest antennas out of L antennas. With this in mind, fundamental

question of how Lc, M , and ρ affect the transmit power at the SU-Tx, the interference

from the SU-Tx to the PU-Rx, and the interference from the PU-Tx to the SU-Rx is

answered. The valuable insights are reached that the interference power at the SU-Rx

increases as M increases, and the outage probability is improved with more accurate

CSI.



Chapter 4

Cognitive MIMO Relay Networks
with Generalized Selection
Combining over Rayleigh Fading

4.1 Introduction

In Chapter 4 and 5, TAS/GSC is introduced in cognitive relay networks. In this setting,

a dual-hop secondary network is considered where TAS/GSC is applied in the source-to-

relay link and relay-to-destination link. A DF relay is utilized to assist the transmission

and compensate the restricted coverage resulting from the peak interference power con-

straint [159]. In detail, a single transmit antenna that maximizes the SNR at secondary

source (SS) and secondary relay (SR) is selected, while a subset of receiver antennas with

the highest SNRs are combined at SR and secondary destination (SD).

Note that selecting the strongest transmit antenna for the SU corresponds to a ran-

dom transmit antenna for the PU, which reduces the interference at the PU. In addition,

GSC is a promising compromise between the more complex MRC and the less complex

SC in terms of complexity and performance. Therefore, the competing demands on the

transmit power to maximize the performance in the secondary network and to minimize

the interference in the primary network can be well balanced at no extra cost of spectrum

resources. Note that in Chapter 4 and 5, the outdated CSI is not taken into account to

56



Chapter 4. Cognitive MIMO Relay Networks with Generalized Selection Combining
over Rayleigh Fading 57

focus on the impact of TAS/GSC on CNs.

In this chapter, the cognitive relay networks with TAS/GSC is considered in Rayleigh

fading channels. The goal is to examine the impact of TAS/GSC under two key con-

straints: i) peak interference power at the PUs, Q , and ii) maximum transmit power at

the SUs, P . The major contributions of this chapter are summarized as follows.

• New exact closed-form expressions for the CDF of the instantaneous received end-

to-end SNR are derived. The relationship between the peak interference power and

the maximum transmit power constraints is quantified.

• New exact closed-form expressions for the outage probability and the symbol error

rate (SER) are derived based on our newly derived CDF. It is accurately examined

how the number of PUs, the total number of antennas available, and the number of

receive antennas combined contribute to those two important performance metrics.

• New first-order expansions for the CDF of the end-to-end SNR is derived to facil-

itate the asymptotic analysis of the outage probability and the SER with binary

phase shift keying (BPSK) and quadrature phase shift keying (QPSK) in the high

SNR regime. Based on those asymptotic expressions, two important design mea-

sures, the diversity gain and the SNR gain, are characterized.

It is shown that the outage probability and the SER decrease as the number of

receive antennas combined at SR and SD increases. It is also shown that the outage

probability and the SER increase as the number of PUs increases. The positive impact

of the number of receive antennas combined and the negative impact of the number of

PUs on the secondary network are reflected on the SNR gain. Furthermore, under a

proportional interference power constraint where Q is directly proportional to P , the

full diversity gain is achieved in the high SNR regime. This diversity gain is entirely

determined by the total number of antennas available in the secondary network. Under

a fixed interference power constraint where Q is fixed and independent of P , the error

floors are displayed in the high maximum transmit power to noise ratio regime and the
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Figure 4.1: Cognitive spectrum sharing with TAS/GSC and DF relaying.

diversity gain is lost.

4.2 Network and Channel Description

A cognitive spectrum sharing network with dual-hop relaying is considered where the sec-

ondary network is allowed to utilize the same spectrum licensed to the primary network.

As shown in Fig. 4.1, the primary network consists ofM PUs, each with a single antenna.

The secondary network consists of a SS with NS antennas, a SR with NR antennas, and

a SD with ND antennas. The secondary network and the primary network are subject

to independent identically distributed (i.i.d.) Rayleigh fading. The channel coefficients

of the links SS → SR, SR → SD, SS → PUs, and SR → PUs, are denoted as g1ij , g2jk,

h1im, and h2jm, respectively, where i ∈ {1, . . . , NS}, j ∈ {1, . . . , NR}, k ∈ {1, . . . , ND},

and m ∈ {1, . . . ,M}. In the following, ∥ · ∥ is the Euclidean norm, | · | is the absolute

value, and E[·] is the expectation.

In the proposed underlay spectrum sharing network, the interference power at the PUs

originating from the SUs must not exceed a predetermined threshold level. According

to this paradigm, the transmit powers at SS and SR are constrained according to

PS = min

(
P,

Q

|h1i∗ |2

)
(4.1)
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and

PR = min

(
P,

Q

|h2j∗ |2

)
, (4.2)

respectively, where P is the maximum transmission power and Q is the maximum per-

missible interference power. |h1i∗ | = maxm{|h1i∗m|} is denoted as the largest channel

coefficient from the transmit antenna at SS to the M PUs, and |h2j∗ | = maxm{|h2j∗m|}

as the largest channel coefficient from the transmit antenna at R to the M PUs.

In the SS → SR link, a single transmit antenna is selected at SS and the receive anten-

nas at SR are combined using GSC. Based on GSC, {∥g1ij∥}NR
j=1 is sorted in descending

order to obtain
∥∥g1i(1)∥∥ ≥

∥∥g1i(2)∥∥ ≥ · · · ≥
∥∥g1i(NR)

∥∥ ≥ 0. The first LR (1 ≤ LR ≤ NR)

variable(s) are combined to obtain θi =
∑LR

j=1

∥∥g1i(j)∥∥ at SR. The index of the selected

transmit antenna at SS is determined as i∗ = argmax1≤i≤NS
{θi} and the largest channel

vector is denoted as
∥∥g1i∗θi∗∥∥.

In the SR → SD link, a single transmit antenna is selected at SR and the receive

antennas at SD are combined using GSC. By arranging {∥g2jk∥}ND

k=1 in descending order

and combining the LD (1 ≤ LD ≤ ND) strongest antenna(s), θj =
∑LD

k=1

∥∥g2j(k)∥∥ is

obtained at SD. As such, the index of the selected transmit antenna at SR is j∗ =

argmax1≤j≤NR
{θj} and the largest channel vector is

∥∥∥g2j∗θj∗∥∥∥.
Applying (4.1) and (4.2), the instantaneous end-to-end SNR of the cognitive relay

network with TAS/GSC and DF relaying is defined as

γ = min(γ1, γ2), (4.3)

where the instantaneous SNR in the SS → SR link is

γ1 = min

(∥∥g1i∗θi∗∥∥2γ̄P ,
∥∥g1i∗θi∗∥∥2γ̄Q

|h1i∗ |2

)
(4.4)
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and the instantaneous SNR in the SR → SD link is

γ2 = min

∥∥∥g2j∗θj∗∥∥∥2γ̄P ,
∥∥∥g2j∗θj∗∥∥∥2γ̄Q

|h2j∗ |2

 . (4.5)

In (4.4) and (4.5), we define γP = P
N0

and γQ = Q
N0

, where N0 is the noise power of the

AWGN.

4.3 Statistical Properties of the End-To-End SNR

In this section, a new exact expression for the CDF of the end-to-end SNR of the sec-

ondary network is derived. The CDF will lay the foundation for deriving the exact and

asymptotic outage probability. In [46], the statistics of GSC in non-spectrum sharing

networks without relays was derived under Rayleigh fading. Based on [46], the CDF of

the end-to-end SNR in cognitive relay networks with TAS/GSC is derived. Then the

CDFs of
∥∥g1i∗θi∗∥∥2 and |h1i∗ |2 are derived as follows.

The CDF of
∥∥g1i∗θi∗∥∥2 in the SS → SR link is derived by applying [46, eq. (4)] and

the multinomial expansion[155, p.166], which results in

F∥∥∥g1i∗θi∗

∥∥∥2 (x) =
∑

Sk∈SK

αkx
βke−δkx, (4.6)

where SK =
{
(mk,0, . . . ,mk,NR

)|
∑NR

lR=0mk,lR = NS

}
with {mk,lR} ∈ Z+. The parame-

ters in (4.6) are defined as

αk , NS !∏NR
lR=0mk,lR !

LR∏
lR=1

(
εlR

Γ (lR)

)mk,lR
NR∏

lR=LR+1

εlR
mk,lR , (4.7)

βk ,
LR∑
lR=1

(lR − 1)mk,lR , (4.8)
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and

δk ,
LR∑
lR=1

mk,lR +

NR∑
lR=LR+1

lR
LR

mk,lR , (4.9)

where εlR in (4.7) is given by

εlR =



1 lR = 0

−1 +
NR∑

kR=LR+1

Υ(NR,LR,kR)

(−1)lR
(

kR
LR

−1
)1−lR

1 ≤ lR < LR

−
(

NR
NR−LR

)
lR = LR

Υ(NR, LR, lR) LR < lR ≤ NR,

(4.10)

and Υ (N,L, ζ) = (−1)ζ
(

N
N−ζ

)(
ζ−1

ζ−L−1

)/( ζ
L − 1

)L
.

The CDF of |h1i∗ |2 in the SS → PU link is written as

F|h1i∗ |2 (x) =
(
1− e−x

)M
. (4.11)

Based on the CDFs of
∥∥g1i∗θi∗∥∥2 and |h1i∗ |2, the exact CDF of γ1 is presented in the

following theorem.

Theorem 3. A closed-form expression for the CDF of γ1 is given by

Fγ1(x) =
∑
SK

αkx
βk

[
e
− δk

γP
x
(

1

γP

)βk(
1− e−

Q
P

)M
+

M∑
m=1

(
M

m

)
(−1)m+1 γQm(

γQ + δkx
)βk+1

×Γ

(
βk + 1,

(
m+

δkx

γQ

)
Q

P

)]
. (4.12)

It is highlighted that (4.12) consists of simple finite summations of power functions,

exponential functions, and the incomplete gamma function. Importantly, the derived

CDF expression is valid for general operating scenarios with arbitrary M , NR, and LR.
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Moreover, this expression is applicable in the point-to-point transmission with TAS/GSC.

Proof. See Appendix B.1.

The CDF of γ2 follows from (4.12) by interchanging the parameters αk → αt, βk → βt,

δk → δt, and SK → ST , where ST =
{
(mt,0, . . . ,mt,ND

)|
∑ND

lD=0mt,lD = NR

}
with

{mt,lD} ∈ Z+. Here, it is defined that

αt ,
NR!∏ND

lD=0mt,lD !

LD∏
lD=1

(
εlD

Γ (lD)

)mt,lD
ND∏

lD=LD+1

εlD
mt,lD , (4.13)

βt ,
LD∑
lD=1

(lD − 1)mt,lD , (4.14)

and

δt ,
LD∑
lD=1

mt,lD +

ND∑
lD=LD+1

lD
LD

mt,lD , (4.15)

where εlD in (4.13) is given by

εlD =



1 lD = 0

−1 +
ND∑

kD=LD+1

Υ(ND,LD,kD)

(−1)lD
(

kD
LD

−1
)1−lD

1 ≤ lD < LD

−
(

ND
ND−LD

)
lD = LD

Υ(ND, LD, lD) LD < lD ≤ ND.

(4.16)

4.4 Outage Probability

In this section, the joint impact of the maximum transmit power P and the peak inter-

ference power Q on the exact and asymptotic outage probability is addressed.
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4.4.1 Exact Analysis

In DF relaying, the end-to-end outage probability is determined by the worst link between

the SS → SR and SR → SD links. Due to the independence between the SS → SR and

SR → SD links, the end-to-end outage probability is given by [160]

Pout (γth) = Pr (min(γ1, γ2) ≤ γth) = Fγ1 (γth) + Fγ2 (γth)− Fγ1 (γth)Fγ2 (γth) , (4.17)

where Pr {·} denotes the probability. Based on the CDFs of γ1 and γ2, a new closed-form

expression for the exact outage probability of cognitive spectrum sharing with TAS/GSC

and DF relaying is presented as

Pout (γth) =1−
(
1−

∑
Sk∈SK

αkγth
βkΞ (βk, δk)

)(
1−

∑
St∈ST

αtγth
βtΞ (βt, δt)

)
, (4.18)

where

Ξ (β, δ) =e
− δ

γP
γth

(
1

γP

)β(
1− e−

Q
P

)M
+

M∑
m=1

(
M

m

)
(−1)m+1γQm(
γQ + δγth

)β+1
Γ

(
β + 1,

(
m+

δγth
γQ

)
Q

P

)
. (4.19)

Note that the result in (4.18) is in exact closed-form, which involves easy-to-evaluate

finite summations and the standard incomplete gamma function [161, eq. (8.350.2)].

Corollary 1. The exact closed-form expression for the outage probability of cognitive

spectrum sharing with TAS/SC and DF relaying is given as

Pout (γth) = 1−
(
1−

∑
SK

αkX(δk)
)(
1−

∑
ST

αtX(δt)
)
, (4.20)

where

X (δ) = e
− δ

γ̄P
γth(1− e−

Q
P
)M

+
M∑

m=1

(
M

m

)
(−1)m+1γ̄Qm

(γ̄Qm+ δγth)
e
−
(
m+

δγth
γ̄Q

)
Q
P . (4.21)
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Corollary 2. The exact closed-form expression for the outage probability of cognitive

spectrum sharing with TAS/MRC and DF relaying follows from (4.18) and (4.19), where

αk , NS !∏NR
lR=0mk,lR !

NR∏
lR=1

(
εlR

Γ (lR)

)mk,lR

, (4.22)

βk ,
NR∑
lR=1

(lR − 1)mk,lR , (4.23)

and

δk ,
NR∑
lR=1

mk,lR . (4.24)

4.4.2 Asymptotic Analysis

Next, the asymptotic outage probability is examined in the high SNR regime. The main

purpose behind the asymptotic analysis is to extract two important design parameters:

1) diversity gain, and 2) SNR gain. In doing so, two practical scenarios are considered:

1) proportional interference power constraint where the peak interference power Q is pro-

portional to the maximum transmit power P (i.e., γQ = µγP ), and 2) fixed interference

power constraint where the peak interference power Q is fixed and independent of the

maximum transmit power P (i.e., γQ = ρ). Here, µ and ρ are positive constants. Note

that there is no operational difference between the fixed and the proportional interference

constraints in managing interference at the PU [162].

4.4.2.1 Proportional Interference Power Constraint

Similar to [71, 77], the proportional interference power constraint is considered where Q

at the PUs is scaled according to P at SS and SR. As such, it is assumed that both P and

Q grow large in the high maximum transmit power to noise ratio regime. This applies
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to the scenario where the PU is able to tolerate a high amount of interference from SS

and SR. This assumption with proportional interference power constraint benefits the

secondary network without violating the transmission at the primary network. With this

in mind, the effect of the so-called power scaling on the outage probability is taken into

account and studied. In the following theorem, the asymptotic outage probability under

the proportional interference power constraint is studied.

The first non-zero order expansion of the CDF of
∥∥g1i∗θi∗∥∥2 is derived by applying

[161, eq. (1.211.1)] and [161, eq. (3.354.1)]

F∞∥∥∥g1i∗θi∗

∥∥∥2 (x) =
(

xNR

LR
NR−LRLR!

)NS

. (4.25)

Substituting (4.25) into (A.2.1), the first non-zero order expansion of the CDF of γ1

and γ2 is attained and substituted into (4.17) to yield the asymptotic outage probability

as (4.26) in the following theorem.

Theorem 4. When Q scales with P , the asymptotic outage probability of cognitive spec-

trum sharing with TAS/GSC and DF relaying as γP → ∞ is given by

P∞
out (γth) = (GcγP )

−Gd + o
(
γP

−Gd
)
, (4.26)

where the diversity gain is

Gd = NR min {NS , ND} (4.27)

and the SNR gain is

Gc =


∆1 NS < ND

∆2 NS > ND

∆1 +∆2 NS = ND ,

(4.28)



Chapter 4. Cognitive MIMO Relay Networks with Generalized Selection Combining
over Rayleigh Fading 66

with

∆1 =

(
LR

NR−LRLR!
) 1

NR

γth

[(
1− e−µ

)M
+

M∑
m=1

(
M

m

)

(−1)m+1

(
1

µm

)NRNS

Γ (NSNR + 1, µm)

]− 1
NRNS

, (4.29)

and

∆2 =

(
LD

ND−LDLD!
) 1

ND

γth

[(
1− e−µ

)M
+

M∑
m=1

(
M

m

)

(−1)m+1

(
1

µm

)NRND

Γ (NRND + 1, µm)

]− 1
NRND

. (4.30)

The result in Theorem 4 is valid for the practical cognitive scenario where the SU

transmit power is designed according to the PU interference temperature. It is noted

that the diversity gain is independent of the primary network. In fact, it is shown in

(4.27) that the diversity gain is entirely determined by the total number of antennas NS ,

NR, and ND, rather than the number of selected antennas LR and LD. Furthermore, it

is evident from (4.28) that the SNR gain increases as the number of PUs decreases.

Corollary 3. By substituting LR = 1 and LR = NR into (4.29) and (4.30), the SNR gains

of cognitive spectrum sharing with TAS/SC and TAS/MRC are derived, respectively. As

such, the SNR gap between GSC and SC is obtained as

GSC
c =



10
NR

log
(
LR

NR−LRLR!
)

NS < ND

10
ND

log
(
LD

ND−LDLD!
)

NS > ND

10 log

[
1
2

((
LR

NR−LRLR!
) 1

NR

+
(
LD

ND−LDLD!
) 1

ND

)]
NS = ND ,

(4.31)
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and the SNR gap between GSC and MRC as

GMRC
c =



10
NR

log
(
LR

NR−LRLR!
NR!

)
NS < ND

10
ND

log
(
LD

ND−LDLD!
ND!

)
NS > ND

10 log

[
(LR

NR−LRLR!)
1

NR

(NR!)
1

NR +(ND!)
1

ND

+
(LD

ND−LDLD!)
1

ND

(NR!)
1

NR +(ND!)
1

ND

]
NS = ND .

(4.32)

It is shown that the SNR gaps are independent of the primary network. Notably,

they are only determined by NR, LR, ND, and LD.

4.4.2.2 Fixed Interference Power Constraint

Different from the proportional interference power constraint, in this subsection, the

focus is the fixed interference power constraint where Q is fixed and only P grows large

in the high maximum transmit power to noise ratio regime [163, 164]. This applies to the

scenario where the PU can only tolerate a limited amount of interference from SS and

SR. As such, when P exceeds Q, the actual transmit power at SS and SR is effectively

constrained by Q as defined in (4.1) and (4.2). The asymptotic outage probability with

the fixed interference power constraint is derived in the following theorem.

Theorem 5. When γQ is fixed, the asymptotic outage probability of cognitive spectrum

sharing with TAS/GSC and DF relaying as γP → ∞ is given by

P∞
out (γth) =



Φ1

(
γth
γP

)NRNS

+ Ξ1

(
γth
γQ

)NRNS

NS < ND

Φ2

(
γth
γP

)NRND

+ Ξ2

(
γth
γQ

)NRND

NS > ND

(Φ1 +Φ2)
(
γth
γP

)NRNS

+

(Ξ1 + Ξ2)
(
γth
γQ

)NRNS

NS = ND ,

(4.33)
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where

Φ1 =

(
1

LR
NR−LRLR!

)NS(
1− e−

Q
P

)M
, (4.34)

Φ2 =

(
1

LD
ND−LDLD!

)NR(
1− e−

Q
P

)M
, (4.35)

Ξ1 =

(
1

LR
NR−LRLR!

)NS M∑
m=1

(
M

m

)
(−1)m+1

Γ
(
NSNR + 1, QPm

)
mNRNS

, (4.36)

and

Ξ2 =

(
1

LD
ND−LDLD!

)NR M∑
m=1

(
M

m

)
(−1)m+1

Γ
(
NRND + 1, QPm

)
mNRND

. (4.37)

The result in Theorem 5 is valid for practical cognitive scenarios where the maximum

SU transmit power is independent of the PU interference temperature when γQ is fixed.

It is seen from (4.33) that an error floor exists with a zero diversity gain when γP → ∞.

4.5 Symbol Error rate

In this section, the focus is another important metric for quantifying the proposed frame-

work, namely, SER. For well-known modulation schemes, the SER of cognitive spectrum

sharing with TAS/GSC and DF relaying can be expressed as

Ps = 1− (1− Ps1) (1− Ps2) , (4.38)

where Ps1 and Ps2 can be expressed as [165]

Ps1 =
a

2

√
b

π

∫ ∞

0

e−bγ

√
γ
Fγ1(γ)dγ, (4.39)
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and

Ps2 =
a

2

√
b

π

∫ ∞

0

e−bγ

√
γ
Fγ2(γ)dγ. (4.40)

In (4.39) and (4.40), a and b are modulation specific constants. For example, a = 1,

b = 1 for BPSK, a = 2(M−1)/M , b = 3/(M2−1) for M-PAM, and a = 2, b = sin2 (π/M)

for M-PSK.

4.5.1 Exact Analysis

Substituting (4.12) into (4.39), and after some algebra, the SER of the first hop can be

expressed as

Ps1 =
a

2

√
b

π

∑
SK

αk

[( 1

γ̄P

)βk(
1− e−

Q
P

)M ∫ ∞

0

e−bγ

√
γ
γβke

− δk
γ̄P

γ
dγ︸ ︷︷ ︸

η1

+

M∑
m=1

(
M

m

)
(−1)m+1m

(
1

γ̄Q

)βk

∫ ∞

0
e−bγγβk− 1

2

Γ
(
βk + 1,

(
m+ δkγ

γ̄Q

)
Q
P

)
(
1 + δkγ

γ̄Q

)βk+1
dγ

︸ ︷︷ ︸
η2

]
. (4.41)

η1 is derived as

η1 =
Γ
(
βk +

1
2

)(
δk
γ̄P

+ b
)βk+

1
2

. (4.42)

With the help of [161, eq.8.352.4], η2 is then derived as

η2 = βk!

βk∑
n=0

1

n!

(
Q

P

)n

e−mQ
P m

n−βk−1
∫ ∞

0
γβk− 1

2 e
−
(
b+

δk
γ̄P

)
γ
(
1 +

δkγ

mγ̄Q

)n−βk−1

dγ︸ ︷︷ ︸
ω

,

(4.43)
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By applying [161, eq.9.211.4.8], the integral ω can be solved as

ω =
(mγ̄Q
δk

)βk+
1
2Γ
(
βk +

1

2

)
Ψ
(
βk +

1

2
, n+

1

2
;
(
b+

δk
γ̄P

) γ̄Qm
δk

)
. (4.44)

Integrating (4.44), (4.42) and (4.43) into (4.41), a new exact expression for the SER

of the first hop is derived as

Ps1 =
a

2

√
b

π

∑
SK

αkΛ (βk, δk). (4.45)

The exact SER of the second hop follows from (4.45). Therefore, the exact expression

of the end-to-end SER is derived in the following theorem.

Theorem 6. A new closed-form expression for the SER of DF relaying is given by

Ps = 1−

1− a

2

√
b

π

∑
Sk∈SK

αkΛ (βk, δk)

×

1− a

2

√
b

π

∑
St∈ST

αtΛ (βt, δt)

 , (4.46)

where

Λ (β, δ) =

( 1

γP

)β(
1− e−

Q
P

)M Γ
(
β + 1

2

)(
δ
γP

+ b
)β+ 1

2

+ β!

(
1

δ

)β+ 1
2

γQ
1
2

M∑
m=1

(
M

m

)
(−1)m+1e−mQ

P

×
β∑

n=0

mn+ 1
2

n!

(
Q

P

)n

Γ

(
β +

1

2

)
×Ψ

(
β +

1

2
, n+

1

2
;

(
b+

δ

γP

)
γQm

δ

)]
.

(4.47)

Note that (4.46) is comprised of simple finite summations of the confluent hypergeo-

metric function Ψ (α, γ; z) [161, eq.9.211.4.8], and the incomplete gamma function Γ (·, ·)

[161, eq.8.350.2].
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4.5.2 Asymptotic Analysis

In this subsection, the asymptotic performance of the SER in the high SNR regime is

examined to gain deeper insights into the impact of LR, LD, and M on the SER. The

asymptotic SER is presented in the following theorem.

4.5.2.1 Proportional Interference Power Constraint

Theorem 7. When Q is proportional to P , the asymptotic SER of cognitive spectrum

sharing with TAS/GSC and DF relaying as γP → ∞ is given by

P∞
s = (GcγP )

−Gd + o
(
γP

−Gd
)
, (4.48)

where the diversity gain is

Gd = NR min {NS , ND} (4.49)

and the SNR gain is

Gc =


Θ1 NS < ND

Θ2 NS > ND

Θ1 +Θ2 NS = ND ,

(4.50)

with

Θ1 =
(
LR

NR−LRLR!
) 1

NR

[a
2

√
b

π

Γ
(
NRNS + 1

2

)
bNRNS+

1
2

×
((

1− e−µ
)L

+
L∑
l=1

(
M

m

)
(−1)m+1

(µl)NRNS

× Γ (NSNR + 1, µm)
)]− 1

NRNS , (4.51)
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and

Θ2 =
(
LD

ND−LDLD!
) 1

ND

[a
2

√
b

π

Γ
(
NRND + 1

2

)
bNRND+ 1

2

× Big(
(
1− e−µ

)L
+

L∑
l=1

(
M

m

)
(−1)m+1

(µl)NRND

× Γ (NRND + 1, µm)
)]− 1

NRND . (4.52)

The result in Theorem 7 is valid for the practical cognitive scenario where γQ = µγP .

From (4.49), it is obvious that the diversity gain is independent of the modulation scheme,

and only determined by NS , NR, and ND in the secondary network. The impact of

modulation is entirely reflected on the SNR gain. It is observed from (4.50) that the

SNR gain is inversely proportional to the modulation specific constants a and the number

of PUs M , and is directly proportional to b.

4.5.2.2 Fixed Interference Power Constraint

Theorem 8. When γQ is fixed, the asymptotic outage probability of cognitive spectrum

sharing with TAS/GSC and DF relaying as γP → ∞ is given by

P∞
s =



Ω1

(
1
γP

)NRNS

+Υ1

(
1
γQ

)NRNS

NS < ND

Ω2

(
1
γP

)NRND

+Υ2

(
1
γQ

)NRND

NS > ND

(Ω1 +Ω2)
(

1
γP

)NRNS

+(Υ1 +Υ2)
(

1
γQ

)NRNS

NS = ND ,

(4.53)

where

Ω1 =
a

2

√
b

π

(
1− e−

Q
P

)M
(
LR

NR−LRLR!
)NS

Γ
(
NRNS + 1

2

)
bNRNS+

1
2

, (4.54)
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Ω2 =
a

2

√
b

π

(
1− e−

Q
P

)M
(
LD

ND−LDLD!
)NR

Γ
(
NRND + 1

2

)
bNRND+ 1

2

, (4.55)

Υ1 =
a

2

√
b

π

(
1

LR
NR−LRLR!

)NS Γ
(
NRNS + 1

2

)
bNRNS+

1
2

×
M∑

m=1

(
M

m

)
(−1)m+1

Γ
(
NSNR + 1, QPm

)
mNRNS

,

(4.56)

and

Υ2 =
a

2

√
b

π

(
1

LD
ND−LDLD!

)NR Γ
(
NRND + 1

2

)
bNRND+ 1

2

×
M∑

m=1

(
M

m

)
(−1)m+1

Γ
(
NRND + 1, QPm

)
mNRND

.

(4.57)

The result in Theorem 8 is valid for the practical cognitive scenario when γQ is fixed .

It is seen from (4.53) that an error floor exists with a zero diversity gain when γP → ∞.

4.6 Numerical Results

Numerical results are presented to examine the impact of TAS/GSC on the outage prob-

ability and SER of cognitive relay networks. The following two scenarios are considered:

1) proportional interference power constraint with µ = 2, and 2) fixed interference power

constraint with ρ = 25 dB. The threshold SNR is assumed as γth = 1 dB.

Fig. 4.2 plots the exact and asymptotic outage probability of the secondary network

under proportional interference power constraint from (4.18) and (4.26), respectively, for

varying M . It is easy to note that the exact curves precisely agree with the simulation

points, and the asymptotic curves accurately predict the diversity gain and SNR gain

of the network. As expected, the outage probability decreases with decreasing M . This

can be explained by the fact that the SNR gain, as indicated in (4.28), increases with

decreasing number of PUs, M . It is also observed that the diversity gain remains the
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Figure 4.2: Cognitive spectrum sharing with TAS/GSC and DF relaying:
NS = 2, LR = LD = 2, and γQ = 2γP .
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Figure 4.3: Cognitive spectrum sharing with TAS/GSC and DF relaying:
NS = 2, M = 3, and γQ = 2γP .

same under differentM which is reflected by the parallel slopes of the asymptotes, which

confirms the derived result in (4.27).
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Figure 4.4: Cognitive spectrum sharing with TAS/GSC and DF relaying:
NS = 2, LR = LD = 2, and γQ = 25 dB.

Fig. 4.3 plots the exact and asymptotic outage probability of the secondary network

under proportional interference power constraint from (4.18) and (4.26), respectively, for

varying LR and LD. By doing so, the influence of TAS/GSC in each hop on the outage

probability is examined. It is seen that the diversity gain is independent of LR and LD,

as shown by the parallel slopes of the asymptotes. The special cases of TAS/MRC and

TAS/SC are characterized by setting LR = LD = 3 and LR = LD = 1, respectively. As

expected, TAS/GSC outperforms TAS/SC whereas TAS/MRC outperforms TAS/GSC.

This is due to the fact that the SNR gain increases with increasing LR and LD, as

indicated by (4.28).

Fig. 4.4 and Fig. 4.5 plot the exact and asymptotic outage probability of the secondary

network under fixed interference power constraint from (4.18) and (4.33), respectively,

for varying M and varying LR, LD. In the figures, the asymptotic results correctly

predict the behavior of the outage probability in the high maximum transmit power to

noise ratio regime. As expected, the outage probability decreases with decreasing M ,

and with increasing LR and LD, as indicated in (4.33). It is noticed that the outage

probability saturates beyond 22 dB, and displays error floors in the high maximum
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Figure 4.5: Cognitive spectrum sharing with TAS/GSC and DF relaying:
NS = 2, M = 3, and γQ = 25 dB.
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Figure 4.6: Cognitive spectrum sharing with TAS/GSC and DF relaying:
NS = 2, LR = LD = 2, and γQ = 2γP .

transmit power to noise ratio regime. This is due to the fact that the fixed interference

power constraint limits the transmit power of S and R, which in turn limits the outage

probability.
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Figure 4.7: Cognitive spectrum sharing with TAS/GSC and DF relaying:
NS = 2, M = 3, and γQ = 2γP

Fig. 4.6 plots the exact and asymptotic SER of the secondary network under pro-

portional interference power constraint from (4.46) and (4.48), respectively, for varying

M . It is obvious that the exact curves matches well with the simulation points. It is

seen that the SER of the proposed network with BPSK outperforms QPSK. It is also

seen that the SER decreases as the number of PU M decreases. It is confirmed that

BPSK and QPSK achieve the same diversity gain, and are independent of the primary

network, as shown in (4.49). Furthermore, the negative impact of the primary network

on the SER is displayed in the SNR gain, as indicated in (4.50).

Fig. 4.7 plots the exact and asymptotic SER of the secondary network under propor-

tional interference power constraint from (4.46) and (4.48), respectively, for varying LR

and LD. Similar to Fig. 4.6, this network with BPSK outperforms QPSK. It is noticed

that the SER decreases with increasing the LR and LD. It is also observed that the

diversity gain of BPSK and QPSK are the same, and are independent of LR and LD,

which is indicated in (4.49). The positive impact of LR and LD on the SER is shown in

the SNR gain in (4.50). By setting LR = LD = 3 and LR = LD = 1, it is noticed that

TAS/MRC outperforms TAS/GSC whereas TAS/GSC outperforms TAS/SC.
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Figure 4.8: Cognitive spectrum sharing with TAS/GSC and DF relaying:
NS = 2, LR = LD = 2, and γQ = 25 dB.

Fig. 4.8 and Fig. 4.9 plot the exact and asymptotic SER of the secondary network

under fixed interference power constraint from (4.46) and (4.53), respectively, for varying

M and varying LR, LD. In the low-to-medium maximum transmit power to noise ratio

regime, the SER decreases with decreasing M , and with increasing LR and LD, as

indicated in (4.53). In the high maximum transmit power to noise ratio regime, the SER

saturates and exhibits error floors. In these cases, the diversity gain is lost.

4.7 Summary

Cognitive spectrum sharing with TAS/GSC and DF relaying in the presence of multiple

primary users is proposed. This setup is well suited to extend the coverage of the

secondary network and reduce the interference in the primary network. With this in

mind, new closed-form expressions for the exact and asymptotic outage probability and

SER of the secondary network with proportional and fixed interference power constraints

are derived. The results are valid for arbitrary M primary users, NS antennas at SS,

NR antennas at SR, and ND antennas at SD. For the proportional interference power
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Figure 4.9: Cognitive spectrum sharing with TAS/GSC and DF relaying:
NS = 2, M = 3, and γQ = 25 dB.

constraint, the new closed-form expressions indicate that the diversity gain is entirely

determined by the total number of antennas in the secondary network and independent

of the primary network. In fact, it is shown that the diversity gain is equal to NR ×

min {NS , ND}. For the fixed interference power constraint, it is shown that an error

floor exists and the diversity gain is lost.



Chapter 5

Cognitive MIMO Relay Networks
with Generalized Selection
Combining over Nakagami-m
Fading

5.1 Introduction

The objective of this chapter is to further examine the impact of TAS/GSC in underlay

cognitive relay networks with single primary receiver over Nakagami-m fading. The

Nakagami-m fading environment is considered due to its versatility in providing a good

match to various empirically obtained measurement data [125]. Note that the transmit

powers at SS and SR are limited by two constraints: 1) the peak interference constraint

at the primary receiver, and 2) the peak transmit power constraint at SS and SR. It is

also important to note that the performance of underlay spectrum sharing is typically

restricted due to these two strict power constraints. With the help of TAS/GSC relaying,

less transmit power is required at SS and SR, which in turn reduces the interference

at the PU, allowing for high speed data services over wide area coverage. The main

contributions of this chapter are summarized as follows.

• New exact closed-form expressions for the CDF of the SNR with TAS/GSC are

derived. Although the CDF expressions were presented in [45, 166] with the aid of

80
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the trapezoidal rule, they are not in closed-form and cannot be used to derive the

CDF of the SNR with TAS/GSC.

• New exact closed-form expressions for the outage probability and the SER are

derived to accurately assess the joint impact of antenna configuration and channel

fading. The asymptotic expressions for the outage probability and the SER are

further derived under the two cases: 1) proportional interference power constraint,

and 2) fixed interference power constraint. It is confirmed that the full diversity

order is achieved for the proportional interference power constraint. For the fixed

interference power constraint, the diversity order is zero with error floors in the

high maximum transmit power to noise ratio regime.

• An exact closed-form expression for the ergodic capacity is derived. Notably, this is

the first closed-form expression for the ergodic capacity in cognitive relay networks

with TAS/GSC in Nakagami-m fading channels. More importantly, a tight high

SNR approximation of the ergodic capacity is derived for the two cases: 1) pro-

portional interference power constraint, and 2) fixed interference power constraint.

Interesting conclusions are reached. On the one hand, the high SNR slope is inde-

pendent of the antenna configuration and the fading parameters, but on the other

hand, the high SNR power offset is fully described by the antenna configuration

and the fading parameters in the primary and secondary networks. The high SNR

slope is 1/2 for the proportional interference power constraint, and is equal to zero

for the fixed interference power constraint.

5.2 Network and Channel Description

A dual-hop cognitive DF relay network consisting of SS with NS antennas, SR with

NR antennas, SD with ND antennas, and PU with a single antenna is considered. It is

assumed that the PU-Tx is located far away from the secondary network. This assump-

tion is typical in large-scale networks where the interference from the PU-Tx is negligible
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[163, 167, 168]. It is also assumed there is no direct link between SS and SD due to long

distance and deep fades [169]. Both the primary channel and the secondary channel

are assumed to undergo quasi-static fading with independent and identically distributed

(i.i.d.) Nakagami-m distribution. It is assumed perfect CSI between the secondary trans-

mitter and the PU can be obtained through direct feedback from the PU [149], indirect

feedback from a third party, and periodic sensing of pilot signal from the PU [170]. In the

secondary network, a single transmit antenna among NS antennas which maximizes the

GSC output SNR at SR is selected at SS, while the LR (1 ≤ LR ≤ NR) strongest receive

antennas are combined at SR. The signal transmitted by SR is decoded and forwarded

using a single transmit antenna among NR antennas which maximizes the GSC output

SNR at SD, and then combined at SD with the LD (1 ≤ LD ≤ ND) strongest receive

antennas. Let {g1ij} denote the channel coefficients of the NS × NR channels from SS

to SR with i ∈ {1, . . . , NS}, j ∈ {1, . . . , NR}, and {g2jk} denote the channel coefficients

of the NR ×ND channels from SR to SD with k ∈ {1, . . . , ND}. Also, {h1i} denote the

channel coefficients of the NS ×1 channels from SS to PU, and {h2j} denote the channel

coefficients of the NR × 1 channels from SR to PU. The channel coefficients follow the

Nakagami-m distribution with fading parameters mg1, mg2, mh1, and mh2, and average

channel power gains Ωg1, Ωg2, Ωh1, and Ωh2. In the following, ∥ · ∥ is the Euclidean

norm, | · | is the absolute value, and E[·] is the expectation.

The pilot symbol block Pi, (1 ≤ i ≤ NS), are transmitted from each transmit antenna

at different time slots. Based on these pilot symbols, SR perfectly estimates CSI, then

arranges
{∣∣g1ij∣∣2}NR

j=1
in descending order as

∣∣g1i(1)∣∣2 ≥
∣∣g1i(2)∣∣2 ≥ · · · ≥

∣∣g1i(NR)

∣∣2 ≥ 0

for the each transmit antenna i at SS. Note that before the transmission process, the

selected number of antenna chains LR and LD at the receivers are determined by the

limited number of RF chains due to size and complexity limitations. According to the

rule of GSC, the first LR (1 ≤ LR ≤ NR) received signal power(s) are combined at the

SR to obtain θi =
LR∑
j=1

∣∣g1i(j)∣∣2. The selected transmit antenna i∗ is determined at the SR
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by

i∗ = argmax
1≤i≤NS

θi =
LR∑
j=1

|g1i(j)|2
 , (5.1)

which maximizes the total received signal power. To this end, the index of the selected

transmit antenna is sent back to SS through the feedback channel, so that only ⌈log2 (NS)⌉

bits needs to be sent to SS. As such, the selected channel vector is denoted as g1i∗θi∗ =[
g1i∗(1), · · · , g1i∗(LR)

]
. Similarly, in the second hop, the index of the selected transmit

antenna at SR is determined by

j∗ = argmax
1≤j≤NR

{
θj =

LD∑
k=1

∣∣g2j(k)∣∣2
}
. (5.2)

As such, the selected channel vector is denoted as g2j∗θj∗ =
[
g2j∗(1), · · · , g2j∗(LD)

]
.

According to underlay cognitive relay networks, the transmit powers at SS and SR

are constrained as

PS = min
(
P,

Q

|h1i∗ |2
)

and PR = min
(
P,

Q

|h2j∗ |2
)
, (5.3)

respectively, where P is the maximum transmit power constraint at SS and SR, and Q

is the peak interference power constraint at the PU.

The instantaneous end-to-end SNR of the spectrum sharing network with TAS/GSC

and DF relaying is defined as γ = min {γ1, γ2}, where the instantaneous SNR of SS →

SR link is

γ1 = min
(∥∥g1i∗θi∗∥∥2γ̄P ,

∥∥g1i∗θi∗∥∥2γ̄Q
|h1i∗ |2

)
(5.4)
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and the instantaneous SNR of SR → SD link is

γ2 = min
(∥∥∥g2j∗θj∗∥∥∥2γ̄P ,

∥∥∥g2j∗θj∗∥∥∥2γ̄Q
|h2j∗ |2

)
. (5.5)

In (5.4) and (5.5), it is defined that γP = P
N0

and γQ = Q
N0

, where N0 is the noise

power of AWGN.

5.3 New Statistical Properties

In this section, new statistical properties of the end-to-end SNR is derived, which is

a challenging problem due to the complex nature of TAS/GSC in Nakagami-m fading.

Based on these statistical characteristics, the exact and asymptotic outage probability,

SER, and ergodic capacity are presented. Without loss of generality, these new statistics

can be easily applied to other wireless networks with TAS/GSC.

Based on the expressions of γ1 and γ2 in (5.4) and (5.5), respectively, the CDF of∥∥g1i∗θi∗∥∥2 is first derived in the following lemmas.

5.3.1 Expressions for CDF of ∥g1i∗θi∗∥
2 in the Secondary Channel

Lemma 2. The expression for the CDF of
∥∥g1i∗θi∗∥∥2 is derived as

F∥∥∥g1i∗θi∗

∥∥∥2 (x) =
( LR(
mg1 − 1

)
!

(
NR

LR

))NS

NS !
∑̃
S|SK |
R

~kxθke−ηkx, (5.6)

where
∑̃

S|SK |
R

,
∑
SR

∑
S1
R

· · ·
∑
Sk
R

· · ·
∑

S|SK |
R

, SR =
{(
nτ,1, . . . , nτ,|SK |

)∣∣ |SK |∑
k=1

nτ,k = NS

}
with {nτ,k} ∈

Z+, |SK | is the cardinality of the set SK , and SK denotes a set of (2mg1 + 1)-tuples sat-
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isfying the following condition

SK =
{(
nΦk,0, . . . , n

Φ
k,mg1−1, n

F
k,0, . . . , n

F
k,mg1

)∣∣mg1−1∑
i=0

nΦk,i = LR − 1;

mg1∑
j=0

nFk,j = NR − LR

}
,

thereby |SK | =
(mg1+LR−2

mg1−1

)(
mg1+NR−LR

mg1

)
, and

Sk
R =

{(
nρk,0, . . . , nρk,mg1LR+bFk

)∣∣∣mg1LR+bFk∑
n=0

nρk,n = nτ,k
}
, k = 1, · · · , |SK |, with

{
nΦk,i
}
,{

nΦk,i
}
,
{
nFk,j

}
, and

{
nρk,n

}
∈ Z+. In (5.6), ~k, θk, and ηk are respectively given by

~k =

|SK |∏
k=1

(
aΦk a

F
k

(
n2 − 1

)
!

LR
n2

)nτ,k(mg1LR+bFk∏
n=0

ℓk(n)
nρk,n

mg1LR+bFk∏
n=0

nρk,n!

)
, (5.7)

θk =

|SK |∑
k=1

mg1LR+bFk∑
n=0

µk(n)nρk,n, (5.8)

and

ηk =

|SK |∑
k=1

mg1LR+bFk∑
n=0

νk(n)nρk,n, (5.9)

where n2, µk(n), νk(n), ℓk(n) a
Φ
k , a

F
k , b

Φ
k , b

F
k , Υk1, Υk2, Υk3, and Υk4 are defined in the

following proof.

Proof. See Appendix C.1.

5.3.2 Expressions for the CDF of
∥∥g2j∗θj∗

∥∥2 in the Secondary Channel

The CDF of
∥∥∥g2j∗θj∗∥∥∥2 follows from (5.6) by interchanging the parameters mg1 →

mg2, mh1 → mh2, LR → LD, NR → ND, NS → NR, SR → SD, |SK | → |ST |,

S |SK |
R → S |ST |

D , ~k → ~t, θk → θt, and ηk → ηt, where
∑̃

S|ST |
D

,
∑
SD

∑
S1
D

· · ·
∑
St
D

· · ·
∑

S|ST |
D

,

SD =
{(
nτ,1, . . . , nτ,|ST |

)∣∣ |ST |∑
t=1

nτ,t = NR

}
with {nτ,t} ∈ Z+, |ST | is the cardinality of the
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set ST , and ST denotes a set of (2mg2 + 1)-tuples satisfying the following condition

ST =
{(
nΦt,0, . . . , n

Φ
t,mg2−1, n

F
t,0, . . . , n

F
t,mg2

)∣∣mg2−1∑
i=0

nΦt,i = LD − 1;

mg2∑
j=0

nFt,j = ND − LD

}
,

thereby |ST | =
(mg2+LD−2

mg2−1

)(
mg2+ND−LD

mg2

)
, and

St
D =

{(
nρt,0, . . . , nρt,mg2LD+bFt

)∣∣∣mg2LD+bFt∑
n=0

nρt,n = nτ,t
}
, t = 1, · · · , |ST |, with

{
nΦt,i
}
,{

nΦt,i
}
,
{
nFt,j
}
, and

{
nρt,n

}
∈ Z+. Note that ~t, θt, ηt follow from (5.7), (5.8), (5.9) by

interchanging the parameters µk(n) → µt(n), νk(n) → νt(n), ℓk(n) → ℓt(n) a
Φ
k → aΦt ,

bΦk → bΦt , c
Φ
k → cΦt , a

F
k → aFt , b

F
k → bFt , c

F
k → cFt , Υk1 → Υt1, Υk2 → Υt2, Υk3 → Υt3,

and Υk4 → Υt4. Here, µt(n), νt(n), ℓt(n) a
Φ
t , b

Φ
t , c

Φ
t , a

F
t , b

F
t , c

F
t , Υt1, Υt2, Υt3, and Υt4

follow from (C.15), (C.16), (C.14), (C.6), (C.7), (C.9), (C.10), (C.17), (C.18), (C.19),

and (C.20) by interchanging the parameters mg1 → mg2, mh1 → mh2, Ωh1 → Ωh2,

LR → LD, NR → ND, NS → NR, SR → SD, |SK | → |ST |, S |SK |
R → S |ST |

D , nτ,k → nτ,t,

nΦk,i → nΦt,i, n
Φ
k,i → nΦt,i, n

F
k,j → nFt,j , and nρk,n → nρt,n.

5.3.3 Expressions for the CDF of γ1

With the help of the CDF of
∥∥g1i∗θi∗∥∥2 and |h1i∗ |2, the closed-form CDF of γ1 is evaluated

in the following lemma.

Lemma 3. The expression for the CDF of γ1 is represented as

Fγ1 (x) =
( LR(
mg1 − 1

)
!

(
NR

LR

))NSNS !
∑̃
S|SK |
R

~kΞk (x), (5.10)

where

Ξk (x) =
(
1−

Γ
(
mh1,

mh1Q
Ωh1P

)
Γ
(
mh1

) )( x
γ̄P

)θke−ηk
x
γ̄P +

(mh1

Ωh1

)mh1
( x
γ̄Q

)θk Γ
(
θk +mh1,

(
mh1
Ωh1

+ ηkx
γ̄Q

)Q
P

)
(
mh1 − 1

)
!
(
mh1
Ωh1

+ ηkx
γ̄Q

)θk+mh1
. (5.11)
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Proof. See Appendix C.2.

5.3.4 Expressions for the CDF of γ2

Similarly, the CDF of γ2 follows from (5.10) and (5.11) by interchanging the parameters

mg1 → mg2, mh1 → mh2, Ωh1 → Ωh2, ηk → ηt, and θk → θt. Note that these expressions

are valid for arbitrary fading severity parameters in all the links.

5.4 Outage Probability

In this section, the focus is the outage probability. A new closed-form expression for the

exact outage probability is derived. In order to assess the performance at high SNRs,

the asymptotic outage probabilities with the proportional interference power constraint

and the fixed interference power constraint are also derived.

5.4.1 Exact Analysis

In DF relaying, the end-to-end outage probability is determined by the worst link between

SS → SR and SR → SD links, which is given by [160]

Pout (γth) =Pr (min(γ1, γ2) ≤ γth)

= Fγ1 (γth) + Fγ2 (γth)− Fγ1 (γth)Fγ2 (γth) . (5.12)

By substituting (5.10) and the CDF of γ2 into (5.12), the outage probability is finally

derived in the following theorem.

Theorem 9. The closed-form expression for the outage probability of spectrum sharing
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networks with TAS/GSC and DF relaying over Nakagami-m fading is derived as

Pout (γth) =1−
(
1−

( LR(
mg1 − 1

)
!

(
NR

LR

))NS

NS !
∑̃
S|SK |
R

~kΞk (γth)
)

(
1−

( LD(
mg2 − 1

)
!

(
ND

LD

))NR

NR!
∑̃
S|ST |
D

~tΞt (γth)
)
. (5.13)

This new closed-form expression for the outage probability is valid for an arbitrary

number of antennas of the secondary network and arbitrary fading severity parameters

in all the links.

5.4.2 Asymptotic Analysis

5.4.2.1 Proportional Interference Power Constraint

The asymptotic behavior with the proportional interference power constraint is first

examined. As such, it is assumed that both P and Q grow large in the high SNR regime.

This applies to the scenario where the PU is able to tolerate a high amount of interference

from SS and SR. With this in mind, the effect of the so-called power scaling on the outage

probability is studied. Similar to [77, 167], it is assumed Q = µP , where µ is the power

scaling factor and is a positive constant.

Theorem 10. When Q scales with P , the asymptotic outage probability of cognitive

spectrum sharing with TAS/GSC and DF relaying in Nakagami-m fading at high SNRs

is derived as

P∞
out (γth) = (GcγP )

−Gd + o
(
γP

−Gd
)
, (5.14)

where the diversity order is

Gd = NR ×min {mg1NS ,mg2ND} (5.15)



Chapter 5. Cognitive MIMO Relay Networks with Generalized Selection Combining
over Nakagami-m Fading 89

and the SNR gain is

Gc =



∆1(LR)
γth

mg1NS < mg2ND

∆2(LR)
γth

mg1NS > mg2ND

∆1(LR)
γth

+ ∆2(LR)
γth

mg1NS = mg2ND ,

(5.16)

with

∆1 (LR) =
Ωg1

mg1

[K(SΦ
K , NR, LR,mg1, a

Φ
k , b

Φ
k

)
(mg1NR)!

]− 1
mg1NR

[
Φ
(
mh1,Ωh1

)
+

Ξ
(
mg1,mh1,Ωh1, NS

)
µmg1NRNS

]− 1
mg1NRNS , (5.17)

and

∆2 (LR) =
Ωg2

mg2

[K(SΦ
T , ND, LD,mg2, a

Φ
t , b

Φ
t

)
(mg2ND)!

]− 1
mg2ND

[
Φ
(
mh2,Ωh2

)
+

Ξ
(
mg2,mh2,Ωh2, ND

)
µmg2NRND

]− 1
mg2NRND . (5.18)

In (5.17) and (5.18),

K
(
SΦ, N, L,mg, a

Φ, bΦ
)
=

L
(
N
L

)
(mg − 1)!(mg!)

N−L

∑
SΦ

aΦ
(bΦ +mg(N − L+ 1)− 1)!

(L)b
Φ+mg(N−L+1)

,

(5.19)

Φ
(
mh,Ωh

)
= 1− e

−µ
mh
Ωh

mh−1∑
j=0

(
µmh

Ωh

)j
j!

, Ξ
(
mg,mh,Ωh, N

)
=

Γ(mgNRN +mh, µ
mh
Ωh

)

(mh − 1)!(mh
Ωh

)mgNRN
.

(5.20)

Proof. See Appendix C.3.

Based on (5.15), it can be seen that the diversity order is dominated by the fading

severity parameter of the two hops and the total number of antennas at SS, SR, and

SD. Interestingly, it is independent of the fading severity parameters of the interference

channel, and the selected number of antennas at SR and SD. The negative impact of the

peak interference power constraint is reflected in the SNR gain.
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Corollary 1. The SNR gap between GSC and SC is derived as

Gc =


− 10

mg1NR
log (T1) mg1NS < mg2ND

− 10
mg2ND

log (T2) mg1NS > mg2ND

10 log
(
∆1(LR)+∆2(LR)
∆1(1)+∆2(1)

)
mg1NS = mg2ND ,

(5.21)

where

T1 =
(mg1!)

NR−1 (mg1 − 1)!

NR (mg1NR − 1)!
K(SΦ

K , NR, LR,mg1, a
Φ
k , b

Φ
k ) (5.22)

and

T2 =
(mg2!)

ND−1 (mg2 − 1)!

ND (mg2ND − 1)!
K(SΦ

T , ND, LD,mg2, a
Φ
t , b

Φ
t ). (5.23)

5.4.2.2 Fixed Interference Power Constraint

Different from the proportional interference power constraint which can tolerate an

extremely high peak interference power constraint and may potentially violate and harm

the PU transmission [163], this subsection considers a stricter constraint where the peak

interference power constraint is fixed [164]. The asymptotic outage probability with the

fixed interference power constraint is presented in the following theorem.

Theorem 11. Under the fixed interference power constraint, the asymptotic outage prob-

ability of cognitive spectrum sharing with TAS/GSC and DF relaying in Nakagami-m
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fading at high SNRs is derived as

P∞
out (γth) =



H1

(
Φ1

(γth
γ̄P

)mg1NRNS + Ξ1

(γth
γ̄Q

)mg1NRNS
)

mg1NS < mg2ND

H2

(
Φ2

(γth
γ̄P

)mg2NRND + Ξ2

(γth
γ̄Q

)mg2NRND
)

mg1NS > mg2ND(
H1Φ1 +H2Φ2

)(γth
γ̄P

)mg1NRNS

+
(
H1Ξ1 +H2Ξ2

)(γth
γ̄Q

)mg1NRNS

mg1NS = mg2ND ,

(5.24)

where

H1 =
[(mg1

Ωg1

)mg1NRK
(
SΦ
K , NR, LR,mg1, a

Φ
k , b

Φ
k

)
(mg1NR)!

]NS , (5.25)

H2 =
[(mg2

Ωg2
)
mg2NDK

(
SΦ
T , ND, LD,mg2, a

Φ
t , b

Φ
t

)
(mg2ND)!

]NR , (5.26)

Φ1 = Φ(mh1,Ωh1), (5.27)

Φ2 = Φ(mh2,Ωh2), (5.28)

Ξ1 = Ξ (mg1,mh1,Ωh1, NS), (5.29)

and

Ξ2 = Ξ(mg2,mh2,Ωh2, ND). (5.30)
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Proof. The proof can be done in the same way as the proof of Theorem 2.

From (5.24), it is shown that the diversity order of the outage probability tends to

zero under the fixed interference power constraint.

5.5 Symbol Error Rate

This section focus on the SER as another important performance evaluation metric. For

most modulation schemes, the SER of a conventional wireless communication system

can be expressed as [171]

Pe =
a

2

√
b

π

∞∫
0

e−bγ

√
γ
Fγ(γ)dγ, (5.31)

where a and b are modulation specific constants. For example, a = 1, b = 1 for BPSK ,

a = 2(M − 1)/M , b = 3/(M2 − 1) for M-PAM , and a = 2, b = sin2 (π/M) for M-PSK.

5.5.1 Exact Analysis

Substituting (5.10) into (5.31), the SER of SS → SR link can be derived by utilizing

[172, eq.8.310.1], [172, eq.8.352.2], [172, eq.9.211.4.8] and the polynomial expansion.

Using the same method, Pe2, which is the SER of SR → SD link can be easily computed.

Substituting the derived expressions of Pe1 and Pe2 into

Pe = 1−
(
1− Pe1

)
×
(
1− Pe2

)
, (5.32)

yields the SER of cognitive relay networks with TAS/GSC and DF relaying in the fol-

lowing theorem.

Theorem 12. The closed-form expression for the SER of cognitive spectrum sharing
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with TAS/GSC and DF relaying in Nakagami-m fading is derived as

Pe = 1−
(
1− a

2

√
b

π

( LR(
mg1 − 1

)
!

(
NR

LR

))NS

NS !
∑̃
S|SK |
R

~kΠ(mh1,Ωh1, θk, ηk)
)

(
1− a

2

√
b

π

( LD(
mg2 − 1

)
!

(
ND

LD

))NR

NR!
∑̃
S|ST |
D

~tΠ(mh2,Ωh2, θt, ηt)
)
, (5.33)

where

Π(mh,Ωh, θ, η) =
[(
1−

Γ
(
mh,

mhQ
ΩhP

)
Γ
(
mh

) ) Γ
(
θ + 1

2

)(
b+ η

γ̄P

)θ+ 1
2

( 1

γ̄P

)θ
+

1(
mh − 1

)
!

(
θ +mh − 1

)
!e

−mhQ

ΩhP

(1
η

)θ+ 1
2Γ
(
θ +

1

2

) θ+mh−1∑
m=0

1

m!

(Q
P

)m(mh

Ωh

)m+ 1
2 γ̄

1
2
QΨ
(
θ +

1

2
,m−mh +

3

2
;
(
b+

ηQ

γ̄QP

) γ̄Qmh

ηΩh

)]
.

(5.34)

5.5.2 Asymptotic Analysis

5.5.2.1 Proportional Interference Power Constraint

Substituting (5.14) into (5.31), together with the help of [172, eq. (3.310)], the asymp-

totic SER under the proportional interference power constraint is derived in the following

theorem.

Theorem 13. When Q is proportional to P , the asymptotic SER of cognitive spectrum

sharing with TAS/GSC and DF relaying in Nakagami-m fading at high γP is derived as

P∞
e = (GcγP )

−Gd + o
(
γP

−Gd
)
, (5.35)

where the diversity order is

Gd = NR ×min {mg1NS ,mg2ND} (5.36)



Chapter 5. Cognitive MIMO Relay Networks with Generalized Selection Combining
over Nakagami-m Fading 94

and the SNR gain is

Gc =


Λ1∆1 mg1NS < mg2ND

Λ2∆2 mg1NS > mg2ND

Λ1∆1 + Λ2∆2 mg1NS = mg2ND ,

(5.37)

where

Λ1 =
[a
2

√
1

π
Γ
(
mg1NRNS +

1

2

)]− 1
mg1NRNS b, (5.38)

Λ2 =
[a
2

√
1

π
Γ
(
mg2NRND +

1

2

)]− 1
mg2NRND b, (5.39)

and ∆1 and ∆2 are given in (5.17) and (5.18), respectively.

Based on (5.35), it is noticed that the diversity order is independent of the modulation

scheme and the peak interference power constraint Q. The fading severity parameters

of each hop and the antenna configuration have a direct impact on the diversity order

while the interference power constraint at the PU has a direct impact on the SNR gain.

5.5.2.2 Fixed Interference Power Constraint

Substituting (5.24) into (5.31), the asymptotic SER under the fixed interference power

constraint is derived in the following theorem.

Theorem 14. Under the fixed interference power constraint, the asymptotic SER of

cognitive spectrum sharing with TAS/GSC and DF relaying in Nakagami-m fading at
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γP is derived as

P∞
e =



Θ1

(
Φ1

(
1
γ̄P

)mgNRNS + Ξ1

(
1
γ̄Q

)mgNRNS
)

mg1NS < mg2ND,

Θ2

(
Φ2

(
1
γ̄P

)mg1NRND + Ξ2

(
1
γ̄Q

)mg2NRND
)

mg1NS > mg2ND,(
Θ1Φ1 +Θ2Φ2

)(
1
γ̄P

)mgNRNS

+
(
Θ1Ξ1 +Θ2Ξ2

)(
1
γ̄Q

)mgNRNS

mg1NS = mg2ND ,

(5.40)

where

Θ1 =
aΓ(mg1NRNS + 1

2)

2
√
πbmg1NRNS

H1, (5.41)

Θ2 =
aΓ(mg2NRND + 1

2)

2
√
πbmg2NRND

H2, (5.42)

and H1, H2, Φ1, Φ2, Ξ1, and Ξ2 are given by (5.25), (5.26), (5.27), (5.28), (5.29), (5.30),

respectively.

From (5.40), it is shown that the diversity order of the SER goes to zero under the

fixed interference power constraint.

5.6 Ergodic Capacity

The ergodic capacity is an important performance indicator for cognitive underlay spec-

trum sharing. It is defined as the maximum achievable long-term rate, where no delay

limit is taken into account. Under these assumptions, the ergodic capacity is expressed
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as

Cerg =
1

2

∞∫
0

log2 (1 + x) fγ (x)dx =
1

2 ln 2

∞∫
0

1− Fγ (x)

1 + x
dx. (5.43)

To simplify (5.43), it is defined that Fγ1 (x) = 1+ F̃γ1 (x) and Fγ2 (x) = 1+ F̃γ2 (x), and

rewrite (5.43) as

Cerg =
1

2 ln 2

∞∫
0

F̃γ1 (x) F̃γ2 (x)

1 + x
dx, (5.44)

where

F̃γ1 (x) =
( LR(
mg1 − 1

)
!

(
NR

LR

))NSNS !
∑̃
S|SK |
R

~ksgn (ηk) Ξk (x) (5.45)

and

F̃γ2 (x) =
( LD(
mg2 − 1

)
!

(
ND

LD

))NRNR!
∑̃
S|ST |
D

~tsgn (ηt) Ξt (x). (5.46)

In the following, it is assumed that mh1 = mh2 = mh and Ωh1 = Ωh2 = Ωh.

5.6.1 Exact Analysis

Substituting (5.45) and (5.46) into (5.44), and with the help of [172, eq.8.352.2], [172,

eq.9.211.4.8], and the partial fraction expression [172, eq.2.102], a general closed-form

expression for the ergodic capacity is derived in the following theorem.

Theorem 15. The new closed-form expression for the ergodic capacity of cognitive

TAS/GSC relaying in Nakagami-m fading is given in (5.47) at the top of the next page.

In (5.47), the following terms are defined
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Cerg =
1

2 ln 2

( LR(
mg1 − 1

)
!

(
NR

LR

))NS

NS !
∑̃

S|SK |
R

~ksgn (ηk)
( LD(
mg2 − 1

)
!

(
ND

LD

))NR

NR!
∑̃
S|ST |
D

~tsgn (ηt)

[
∇ (θk)∇ (θt) ν (γ̄Qmh/Ωh, 1, 0, 0) + ∆ (θt, ηt, j2, k2)∇ (θk)

(
ν (γ̄Qmh/Ωh, 1, 0, k2)−

θt+mh∑
l2=1

ν(ηt,l2,0,k2)

(γ̄Qmh/ηtΩh−1)1−l2

)
(mh/Ωh − ηt/γ̄Q)

θt+mh

+

(
ν (γ̄Qmh/Ωh, 1, k1, 0)−

θk+mh∑
l1=1

ν(ηk,l1,k1,0)

(γ̄Qmh/ηkΩh−1)1−l1

)
(mh/Ωh − ηk/γ̄Q)

θk+mh
∇ (θt)∆ (θk, ηk, j1, k1)

+ ∆ (θk, ηk, j1, k1)∆ (θt, ηt, j2, k2)
( γ̄Q
ηk

)θk+mh
( γ̄Q
ηt

)θt+mh

[
∂ (η, 1) ν (γ̄Qmh/Ωh, 1, k1, k2)

+

θk+mh∑
l1=1

(
−∂ (ηk, l1) +

θt+mh∑
j=1

κ
(
θk, ηk, l1, j

)(
γ̄Qmh

/
ηtΩh − 1

)θt+mh−j+1

)
ν (ηk, l1, k1, k2)

+ sgn (|ηk − ηt|) ν (ηt, l2, k1, k2)
θt+mh∑
l2=1

(
−∂ (ηt, l2)

+

θk+mh∑
i=1

(−1)
i+θt+mh−l2

(γ̄Qmh/ηkΩh − 1)
θk+mh−i+1

κ (θt, ηt, l2, i)
)

−
θk+θt+2mh∑
l3=θk+mh+1

(1− sgn (|ηk − ηt|)) ν (ηk, l3, k1, k2)
(γ̄Qmh/ηkΩh − 1)

θk+θt+2mh−m+1

]]
. (5.47)

∇ (θ)
△
=
(
1− Γ

(
mh,

Q

P

mh

Ωh

)/
Γ (mh)

)( 1

γ̄P

)θ
, (5.48)

∆ (θ, η, j, k)
△
=

(
θ +mh − 1

)
!(

mh − 1
)
!

( 1

γ̄Q

)θ
e
−mhQ

ΩhP

θ+mh−1∑
j=0

1

j!

(Q
P

)j j∑
k=0

(
j

k

)(mh

Ωh

)mh+j−k( η
γ̄Q

)k
,

(5.49)

ν (η, l, k1, k2)
△
=Γ (τ) (γ̄Qmh/ηΩh)

τ−lΨ(τ , τ + 1− l; (ηt + ηk) γ̄Qmh/γ̄pηΩh) , (5.50)
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∂ (η, l)
△
=

(γ̄Qmh/ηΩh − 1)l−1

(γ̄Qmh/ηtΩh − 1)θt+mh(γ̄Qmh/ηkΩh − 1)θk+mh
, (5.51)

κ (θ, η, l, j)
△
=

(−1)θ+mh−l+1(j+θ+mh−l−1
j−1

)
(γ̄Qmh/Ωh)

j+θ+mh−l(1/ηt − 1/ηk)
j+θ+mh−l

, (5.52)

with τ = θk + k1 + θt + k2 + 1.

The result can be applied and simplified to the special cases of TAS/MRC and

TAS/SC in Nakagami-m fading channel, as well as TAS/GSC in Rayleigh fading chan-

nels.

5.6.2 High SNR Capacity analysis

To examine the capacity performance in the high maximum transmit power to noise ratio

regime with γP → ∞, the high SNR approximation of the ergodic capacity is derived in

closed-form. With the aid of the Jensen’s inequality, a tight upper bound on the ergodic

capacity is given by [173]

Cerg =
1

2
E [log2 (1 + γ)] ≤ 1

2
log2E (1 + γ) . (5.53)

Thus, the tight maximum transmit power to noise ratio approximation of the ergodic

capacity is presented as [173, 174]

C∞
erg ≈ 1

2
log2E (1 + γ) ≈ 1

2
log2E (γ) . (5.54)
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Therefore, (5.54) is given as

C∞
erg ≈ 1

2
log2

( ∞∫
0

xfγ (x) dx
)
=

1

2
log2

( ∞∫
0

(1− Fγ (x)) dx
)

=
1

2
log2

∞∫
0

F̃γ1 (x) F̃γ2 (x) dx. (5.55)

5.6.2.1 Proportional Interference Power Constraint

Based on (5.55), the high SNR approximation for the ergodic capacity with the propor-

tional interference power constraint is written as

C∞
erg =

1

2

[
log2

(
γ̄P
)
+ log2

( ∞∫
0

F̃γ1

(
x
)
F̃γ2

(
x
)
d
( x
γ̄P

))]
. (5.56)

Substituting (5.45) and (5.46) into (5.56), and with the help of [172, eq.8.352.2],

[172, eq.9.211.4.8] and the binomial expansion, the high SNR approximation for ergodic

capacity with the proportional interference power constraint is derived in the following

theorem.

Theorem 16. When Q is proportional to P , the high SNR approximation of the ergodic

capacity is derived as

C∞
erg ≈ 1

2
log2 (γP ) +

1

2
log2 (Υ) , (5.57)
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where

Υ =
( LR(
mg1 − 1

)
!

(
NR

LR

))NSNS !
∑̃
S|SK |
R

~ksgn (ηk)
( LD(
mg2 − 1

)
!

(
ND

LD

))NRNR!
∑̃
S|ST |
D

~tsgn (ηt)

[
λ2

Γ (θk + θt + 1)

(ηk + ηt)
θk+θt+1

+ λ

θt+mh−1∑
j2=0

j2∑
k2=0

∆s (θt, j2, k2)
νs (ηt, θt, 0, k2)

(1/µ)θk+j2+1

+ λ

θk+mh−1∑
j1=0

j1∑
k1=0

∆s (θk, j1, k1)

(1/µ)θt+j1+1
νs (ηk, θk, k1, 0) +

θk+mh−1∑
j1=0

j1∑
k1=0

θt+mh−1∑
j2=0

j2∑
k2=0

Ω

∆s (θk, j1, k1)∆s (θt, j2, k2)

(mh/Ωh)
θk+θt+1(1/µ)j1+j2+1

]
. (5.58)

In (5.58), it is defined

∆s (θ, j, k)
△
=

(θ +mh − 1)!

(mh − 1)!j!
e
−µ

mh
Ωh

(
j

k

)(
mh

Ωh

)θk+θt+j+1−θ

, (5.59)

κs (θ, η, l)
△
=

(−1)(θ+mh−l)(θk+θt+2mh−l−1
θ+mh−l

)
(1/ηt − 1/ηk)

θk+θt+2mh−lηk1+k2−l
, (5.60)

νs (η, ε, k1, k2)
△
=Γ (θk + k1 + θt + k2 + 1) (1/η)θk+θt+1

Ψ
(
θk + k1 + θt + k2 + 1, θk + k1 + θt+k2 + 2−mh − ε;

(ηt + ηk)mhµ

Ωhη

)
, (5.61)

and

Ω
△
= (1− sgn (|ηk − ηt|)) νs (ηk, θk + θt +mh, k1, k2) ,+

sgn (|ηk − ηt|)
ηkθk+mh−k1ηtθt+mh−k2[θk+mh∑

l1=1

κs (θk, ηk, l1)νs (ηk, l1 −mh, k1, k2) +

θt+mh∑
l2=1

(−1)θk+θt+2mh−l2

κs (θt, ηt, l2) νs (ηt, l2 −mh, k1, k2)

]
. (5.62)

Note that similar to the asymptotic ergodic capacity, the tight high SNR approxi-
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mations can well predict the performance behaviours in the high SNR regime. Thus,

the high SNR scaling law can be deduced from the high SNR approximations similar to

the approach in [175] and [176]. Based on (5.57), two key parameters determining the

affine approximation of the ergodic capacity in the high SNR regime are characterized,

namely the high SNR slope and the high SNR power offset [177]. The high SNR slope

is also known as the degrees of freedom or the multiplexing gain [178]. The high SNR

power offset captures the joint effects of the fading model, the number of antennas at

each terminal, and the interference power constraint. The high SNR approximation of

the ergodic capacity is obtained as [177]

C∞
erg ≈ S∞ (log2 (γP )− L∞) , (5.63)

where S∞ is the high SNR slope in bits/s/Hz/(3 dB)

S∞ = lim
γP→∞

C∞
erg

log2 (γP )
=

1

2
(5.64)

and L∞ is the high SNR power offset in 3 dB units

L∞ = lim
γP→∞

(
log2 (γP )−

C∞
erg

S∞

)
= −log2 (Υ) . (5.65)

From (5.64), it is shown that the high SNR slope S∞ is independent of the interference

power constraint, the selected number of antennas at the receiver, and the primary

network. It is also seen that the high SNR power offset L∞ is independent of γP from

(5.65).

5.6.2.2 Fixed Interference Power Constraint

Substituting (5.45) and (5.46) into (5.55), the high maximum transmit power to noise

ratio approximation of the ergodic capacity under the fixed interference power constraint

is obtained.
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C∞
erg =

1

2
log2

[( LR

(mg1 − 1)!

(
NR

LR

))NS

NS !
∑̃

S|SK |
R

~ksgn (ηk)
( LD

(mg2 − 1)!

(
ND

LD

))NR

NR!
∑̃
S|ST |
D

~tsgn (ηt)
[
λ2γ̄P

Γ (θk + θt + 1)

(ηk + ηt)
θk+θt+1

+ γ̄Q

[
λ

θt+mh−1∑
j2=0

j2∑
k2=0

∆s (θt, j2, k2)

νs (ηt, θt, 0, k2)
( γ̄Q
γ̄P

)θk+j2
+ λ

θk+mh−1∑
j1=0

j1∑
k1=0

( γ̄Q
γ̄P

)θt+j1

∆s (θk, j1, k1) νs (ηk, θk, k1, 0)

+

θk+mh−1∑
j1=0

j1∑
k1=0

θt+mh−1∑
j2=0

j2∑
k2=0

∆s (θk, j1, k1)∆s (θt, j2, k2)

(mh/Ωh)
θk+θt+1

(P/Q)
j1+j2

Ω

]]]
. (5.66)

Theorem 17. When Q is fixed, the high maximum transmit power to noise ratio approx-

imation of the ergodic capacity is given in (5.66) at the top of the next page.

From (5.66), it is noticed that for the fixed interference power constraint, the high

SNR slope collapses to zero.

5.7 Numerical Results

This section presents numerical results to verify the new analytical derivations for cog-

nitive TAS/GSC relaying over Nakagami-m fading channels. The threshold SNR is set

as γth = 5 dB. All the figures clearly show that the exact curves are in precise agreement

with the Monte Carlo simulations. Importantly, the asymptotic lines accurately predict

the exact behavior in the high SNR regime.

Fig. 5.1 plots the outage probability with the proportional interference constraint

for various µ, LR and LD. The exact and asymptotic curves are plotted by using (5.13)

and (5.14), respectively. For the same µ, it is observed that the outage probability

decreases with increasing LR and LD, due to an increase in the SNR gain (5.37). It

is also confirmed that the diversity order is independent of LR and LD as reflected by

the parallel slope. Another observation is that the outage probability decreases with

increasing µ, which is due to the relaxed interference power constraint at the PU.
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Figure 5.1: Cognitive spectrum sharing with TAS/GSC and DF relaying:
NS = 2, NR = 3, ND = 3, mg1 = 1, mg2 = 2, mh1 = mh2 = 2, and
γQ = 2γP .
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Figure 5.2: Cognitive spectrum sharing with TAS/GSC and DF relaying:
NS = 2, NR = 3, ND = 3, mg1 = 1, mg2 = 2, mh1 = mh2 = 2, and
γQ = 20 dB.

Fig. 5.2 examines the impact of the fixed interference power constraint on the outage

probability as varying LR and LD. The exact and asymptotic curves are plotted using

(5.13) and (5.24), respectively. Interestingly, the outage probability becomes saturated
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for γP > 18 dB. This is due to the fact that when γP → ∞, min
(
P,Q

/
|h1i∗ |2

)
≈(

Q
/
|h1i∗ |2

)
and min

(
P,Q

/
|h2j∗ |2

)
≈
(
Q
/
|h2j∗ |2

)
, as such the fixed peak interference

power constraint becomes the dominant factor. By setting LR = LD = 1 and LR = LD =

3, it is also seen that TAS/MRC outperforms TAS/GSC, and TAS/GSC outperforms

TAS/SC.
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Figure 5.3: Cognitive spectrum sharing with TAS/GSC and DF relaying:
NS = 2, NR = 3, ND = 3, mg1 = 1, mg2 = 2, and γQ = 2γP .

Fig. 5.3 plots the exact and asymptotic SER with the proportional interference power

constraint from (5.33) and (5.35), respectively. The plot confirms that the diversity order

is independent of the modulation scheme, LR, and LD. It is observed that the SER

decreases as LR and LD increase. It is also observed that BPSK outperforms QPSK,

which is predicted from the SNR gain (5.37).

Fig. 5.4 plots the exact and asymptotic SER with the fixed interference power con-

straint from (5.33) and (5.40), respectively. It is also seen that the SER decreases as LR

and LD increase, and BPSK outperforms QPSK. Similar to Fig. 5.2, the SER becomes

saturated for γP > 22 dB, which confirms that the diversity order goes to zero.

Fig. 5.5 plots the exact ergodic capacity and its high SNR approximation with the

proportional interference power constraint from (5.47) and (5.57), respectively. It is also
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Figure 5.4: Cognitive spectrum sharing with TAS/GSC and DF relaying:
NS = 2, NR = 3, ND = 3, mg1 = 1, mg2 = 2, and γQ = 25 dB.
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Figure 5.5: Cognitive spectrum sharing with TAS/GSC and DF relaying:
NS = 2, NR = 3, ND = 3, mg1 = 1, mg2 = 2, mh1 = mh2 = 2, and
γQ = 2γP .

seen that the high SNR approximations of the ergodic capacity are tight and well predict

the behavior of the ergodic capacity at high SNRs. It is obvious that the ergodic capacity

can be improved by increasing LR and LD. The parallel curves confirm that the high

SNR slope is independent of LR and LD.
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Fig. 5.6 examines the impact of the fixed interference power constraint on the ergodic

capacity. The exact ergodic capacity and its high maximum transmit power to noise

ratio approximation are from (5.47) and (5.66), respectively. Interestingly, it is noticed

that the capacity ceiling occurs for γP > 30 dB. This is due to the fact that when

γP → ∞, min
(
P,Q

/∣∣h1i∗∣∣2) ≈
(
Q
/∣∣h1i∗∣∣2) and min

(
P,Q

/∣∣h2j∗∣∣2) ≈
(
Q
/∣∣h2j∗∣∣2). Once

again, the fixed interference power constraint becomes the dominant factor. By setting

LR = LD = 1 and LR = LD = 3, it is shown that TAS/MRC outperforms TAS/GSC

and TAS/GSC outperforms TAS/SC.
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Figure 5.6: Cognitive spectrum sharing with TAS/GSC and DF relaying:
NS = 2, NR = 3, ND = 3, mg1 = 1, mg2 = 2, mh1 = mh2 = 2, and
γQ = 25 dB.

5.8 Summary

The cognitive DF relay network with TAS/GSC is considered over Nakagami-m fading.

This framework is well suited for the reliability enhancement of the secondary network

and interference alleviation of the primary network. New statistical properties of the

end-to-end SNR are derived. Based on these, the closed-form expressions for the exact

and asymptotic outage probability, symbol error rate, and ergodic capacity with the
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proportional and the fixed interference power constraints are derived. These results

are valid for Nakagami-m fading and arbitrary number of antennas in the secondary

network. Based on the relationship of the maximum transmit power constraint and peak

interference power constraint, it is concluded that: 1) under the proportional interference

power constraint, the diversity order is determined by the fading parameter and the

antenna configuration of the secondary network, and the high SNR slope is 1/2; and 2)

under the fixed interference power constraint, the diversity order is zero with error floor,

and the high SNR slope is zero with capacity ceiling.



Chapter 6

Secure Transmission with
Artificial Noise in Large-Scale
Spectrum Sharing Networks

6.1 Introduction

This chapter studies the secrecy performance of large-scale spectrum sharing networks

with BF&AN at the SU-Txs. In underlay spectrum sharing networks, the prerequisite is

to guarantee the primary network’s QoS, which can be fulfilled by constraining the outage

probability at the PU-Rx below a predetermined threshold, namely the peak allowable

outage probability. Equipping the SU-Tx with multiple antennas capable of transmitting

information signal and AN simultaneously brings array gains at the legitimate receiver

and disrupts the reception at the Eve. Although BF&AN at the legitimate transmitter

in the conventional physical layer security network has been well treated in [100], no

work has considered BF&AN in large-scale spectrum sharing networks. Therefore, the

question of how BF&AN impacts the security design of such a complex network remains

unknown. The contributions of this chapter are summarized as follows:

• The exact closed-form expressions for the CDF of SIR at the typical SU-Rx and the

CDF of SIR at the most detrimental Eve are derived. Based on these statistics, the

exact expressions for the average secrecy rate and the secrecy outage probability of

108
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the secondary network with BF&AN at the SU-Txs are presented in Theorems

3 and 4. The aim is to quantify the impacts of the power allocation factor, the

number of antennas at the SU-Tx, and the path loss exponent on the average

secrecy rate and the secrecy outage probability under various densities.

• It is shown that there exists an average secrecy rate wall beyond which the PU-

Rx’s QoS is violated. The peak of the wall also showcases the optimal achievable

average secrecy rate (as indicated by Figs. 6.2(a) and 6.2(b)). It is revealed that

the optimal power allocation factor that achieves the maximum average secrecy

rate varies for different system parameters.

• For comparison, the exact expressions for the maximum permissive transmit power,

the average secrecy rate, and the secrecy outage probability of the secondary net-

work with BF at the SU-Txs are derived in Theorems 5, 6, and 7. It is shown

that there exists the same average secrecy rate wall for BF&AN and BF. The

advantage of BF&AN over BF on the average secrecy rate is lost for some specific

values of the density and the transmit power at the PUs and the SUs.

• The asymptotic average secrecy rate and the asymptotic secrecy outage probability

of the secondary network with BF&AN at the SU-Txs when the number of SU

transmit antennas Ns goes to infinity are derived in Propositions 2 and 3.

These asymptotic results can well predict the exact performance in the medium

and large Ns regime. For the same average secrecy rate, it showcases the antenna

gap between the curves with different densities.

6.2 Network and Channel Description

This chapter considers the secure communication in an underlay spectrum sharing net-

work where the SU-Txs communicate with the corresponding SU-Rxs under the potential

malicious attempt of multiple Eves as shown in Fig. 6.1. Each SU-Tx has Ns antennas,
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PU-Tx  
PU-Rx  

SU-Tx  

SU-Rx  

Eve  

Figure 6.1: A realization of a large-scale spectrum sharing network model
describing the received signal at a SU-Rx. In this network, the
green square represents the PU-Tx, the diamond represents the
PU-Rx, the triangle represents the SU-Tx, the circle represents
the SU-Rx, and the red star represents the Eve. The blue solid
line represents the secondary transmission, the green solid line
represents the primary transmission, the blue dashed line repre-
sents the interference from the SU-Tx, and the green dashed line
presents the interference from the PU-Tx.

and others in this model are all single-antenna nodes. Sets of PU-Txs, SU-Txs, and

Eves locations, denoted by Φp, Φs and Φe are considered, in which Φp, Φs and Φe follow

independent homogeneous PPPs with densities λp, λs and λe, respectively. This model

is practical and representative for the decentralized networks where each node has sub-

stantial mobility or networks deployed randomly [179]. Following the bipolar network

model [135], it is assumed that each PU/SU-Tx communicates with its unique associated

intended PU/SU-Rx at distances rp and rs, respectively.

The wireless channels are modeled as independent quasi-static Rayleigh fading. The

Eves interpret the SU-Tx’s signal without trying to modify it. In this complex CNs, the

interference-limited case is considered where the thermal noise is negligible compared

with the aggregate interference from other transmitters. Similar to [100, 101, 180], the

SIR is utilized to characterize the performance.

The beamformed broadcast information is masked with the AN at the SU-Txs to



Chapter 6. Secure Transmission with Artificial Noise in Large-Scale Spectrum Sharing
Networks 111

confuse the Eves. Each SU-Tx broadcasts the information-bearing signals and AN simul-

taneously. The AN is transmitted in the null space of the intended SU-Rx’s channel,

thus imposing no effect on the secondary channel, but degrading the Eve’s channel. The

intended channel vector between the ith SU-Tx (i ∈ Φs) and the corresponding SU-Rx is

denoted as hi,si ∈ C1×Ns , the CSI of which is known at the ith SU-Tx. An orthonormal

basis of CNs×Ns is generated at the ith SU-Tx as
[
h†
i,si

/
∥hi,si∥, Gi,si

]
Ns×Ns

1, where

Gi,si is a Ns × (Ns − 1) matrix. Note that each column of Gi,si and h†
i,si

/
∥hi,si∥ are

mutually orthogonal. Let us define bi as the information-bearing signal, and nA as the

AN. The transmitted BF&AN symbol vector is modeled as

xsi =
h†
i,si

∥hi,si∥
bi +Gi,sinA, (6.1)

where E
{
bib

†
i

}
= δ2s , and Ns − 1 elements of nA are independent and identically dis-

tributed (i.i.d) complex Gaussian random variables with zero mean and variance σ2n.

Thus, the total transmit power per transmission Ps is given by Ps = PI + PA, where

the power allocated to the information signal is PI = σ2s and the power allocated to

the AN is PA = (Ns − 1)σ2n. µ is also defined as the fraction of power assigned to the

information signal, thus, PI = µPs .

In the primary network, it is assumed that the typical PU-Rx is located at the origin

of the coordinate system, and the distance between the typical PU-Tx and its associated

PU-Rx is rp. According to the Slivnyak’s theorem [134], adding a probe point to the

homogeneous PPP at an arbitrary location does not affect the law of the point process.

The received SIR at the typical PU-Rx is given by

γp,AN
SIR =

|hp0 |
2rp

−α

Ip,p0 + P−1
p Is,p0

, (6.2)

where Ip,p0 =
∑

j∈Φp\{0}|hj,p0 |
2|Xj,p0 |

−α, Is,p0 =
∑

i∈Φs
[σ2s |hi,p0

h†
i,si∥∥∥h†
i,si

∥∥∥ |2+σ2n∥hi,p0Gi,si∥2]

|Xi,p0 |−α. In (6.2), α is the path-loss exponent, hp0 is the channel fading gain between

1† is the conjugate transpose operator.
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the typical PU-Tx and the typical PU-Rx, hj,p0 and |Xj,p0 | are the interfering channel

fading gain and distance between the jth PU-Tx and the typical PU-Rx, respectively,

hi,p0 ∈ C1×Ns and |Xi,p0 | are the interfering channel vector and distance between the ith

SU-Tx and the typical PU-Rx, respectively, and Pp is the transmit power at the PU-Tx.

In the secondary network, h0,s0 ∈ C1×Ns and rs are assumed to be the channel vector

and distance between the typical SU-Tx and corresponding typical SU-Rx. Note that

each SU-Tx transmits the signal vector expressed as (6.1), the effective signal at the

typical SU receiver is obtained as h0,s0xs0 = h0,s0

h†
0,s0

∥h0,s0∥
b0 + h0,s0G0,s0nA = ∥h0,s0∥b0.

The received SIR at the typical SU-Rx is given by

γs,AN
SIR =

σ2s∥h0,s0∥
2rs

−α

Is,s0 + PpIp,s0
, (6.3)

where Ip,s0 =
∑

j∈Φp
|hj,s0 |

2|Xj,s0 |
−α, Is,s0 =

∑
i∈Φs\{0}[σ

2
s |hi,s0

h†
i,si∥∥∥h†
i,si

∥∥∥ |2+σ2n∥hi,s0Gi,si∥2]

|Xi,s0 |−α and |Xj,s0 | are the channel fading gain and distance between the jth PU-Tx

and the typical SU-Rx, respectively, hi,s0 ∈ C1×Ns and |Xi,s0 | are the interfering channel

vector and distance between the ith SU-Tx and the typical SU-Rx, respectively.

In the eavesdropping channel, the most detrimental Eve that has the highest SIR for

a typical SU-Tx is considered [181]. Note that Eves are only interested in the secondary

transmissions, and interpret the primary transmissions as interference2. Let us assume

h0,ek ∈ C1×Ns to be the channel vector between the typical SU-Tx and an arbitrary Eve

ek ∈ Φe. With BF&AN at the SU-Tx, the received signal from the typical SU-Tx at the

kth Eve is given by h0,ekxs0 = h0,ek

h†
0,s0

∥h0,s0∥
b0 + h0,ekG0,s0nA, where the first part is the

useful received information signal, and the second part is the received AN. As such, the

2This assumption is practical since the primary networks operate in the Digital Video Broadcasting
(DVB) spectrum and broadcast the public service to households, which do not have any confidential
messages.
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SIR at the most detrimental Eve is expressed as

γe,AN
SIR = max

ek∈Φe


σ2s
∣∣h0,ek

h†
0,s0∥∥∥h†
0,s0

∥∥∥
∣∣2|Xek |

−α

Is,ek + PpIp,ek + σ2nIs0,ek,an

 , (6.4)

In (6.4), Ip,ek =
∑

j∈Φp
|hj,ek |

2|Xj,ek |
−α, Is,ek =

∑
i∈Φs\{0}[σ

2
s |hi,ek

h†
i,si∥∥∥h†
i,si

∥∥∥ |2+
σ2n∥hi,ekGi,si∥2]|Xi,ek |

−α, Is0,ek,an = ∥h0,ekG0,s0∥
2|Xek |

−α. Note that hj,ek and |Xj,ek |

are the channel fading gain and distance between the jth PU-Tx and the kth Eve,

respectively, hi,ek ∈ C1×Ns and |Xi,ek | are the channel vector and distance between the

ith SU-Tx and the kth Eve, respectively, |Xek | is the distance between the typical SU-Tx

and the kth Eve.

To facilitate the performance analysis, the Laplace transform of the aggregate interfer-

ence from SU-Txs Is,z =
∑

i∈Φs
Wsi,z|Xi,z|−α in (6.2), (6.3), and (6.4) are derived in the

following lemma, where z ∈ {p0, d0,ek}. Here, it is defined that Wsi,z = σ2s
∣∣hi,z

h†
i,si∥∥∥h†
i,si

∥∥∥
∣∣2+

σ2n
∥∥hi,zGi,si

∥∥2, where hi,si is the intended channel, and the BF&AN signal xsi in (6.1)

transmitted by the ith SU-Tx is received by the non-intended receiver z, rather than the

ith SU-Rx.

Lemma 4. The Laplace transform of the interference from the SU-Txs with BF&AN to

the non-intended receiver Is,z is derived as

LIs,z (s) =


exp

(
−λsπP

2
α
s Υ1Γ

(
1− 2

α

)
s

2
α

)
µ ̸= 1

Ns

exp
(
−λsπ(µPs)

2
αΓ
(
Ns +

2
α

) Γ(1− 2
α)

Γ(Ns)
s

2
α

)
µ = 1

Ns
,

(6.5)

where

Υ1 =
(
1− (1− µ)

(Ns − 1)µ

)1−Ns
[
µ

2
αΓ
(
1 +

2

α

)
− 1

µ

((1− µ)

Ns − 1

)1+ 2
α

Ns−2∑
k=0

(
1− (1− µ)

(Ns − 1)µ

)kΓ (k + 1 + 2
α

)
Γ (k + 1)

]
. (6.6)
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Proof. See Appendix D.1.

6.3 Exact Secrecy Perfromance

In this section, the SU’s permissive transmit power region is first presented, and then the

exact expressions for the average secrecy rate and the secrecy outage probability in large

scale spectrum sharing network with BF&AN at the SU-Txs is presented. In order to

obtain deep insights through comparing BF&AN with BF, the exact expressions for the

average secrecy rate and the secrecy outage probability in large-scale spectrum sharing

network with BF at the SU-Txs are also derived.

6.3.1 BF&AN

6.3.1.1 PUs’ QoS Requirement

According to the rule of underlay spectrum sharing networks, the concurrent transmission

of PUs and SUs occurs under the prerequisite that the QoS requirement of the primary

network is satisfied. As such, the transmit power operating region at the SU-Txs is first

examined under the PU’s QoS constraint. The QoS of primary network is characterized

that the outage probability should be no larger than the peak allowable value ρpout, which

is expressed as

P
{p}
out = Pr

{
γp,AN
SIR < γ

{p}
th

}
< ρ

{p}
out , (6.7)

where γ
{p}
th is the desired SIR threshold at the PU-Rx.

In the following theorem, the SU’s permissive transmit power region is presented.

Theorem 2. With BF&AN at the SU-Txs, the permissive transmit power region at the
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SU-Tx is given as Ps ∈ (0, Pmax
s ], where

Pmax
s =


(
− Θ

Υ1λs

)α
2
Pp µ ̸= 1

Ns(
− ΘΓ(Ns)

λsΓ(Ns+
2
α)

)α
2 Pp

µ µ = 1
Ns
,

(6.8)

where Υ1 is given by (6.6), and

Θ =
ln
(
1− ρ

{p}
out

))
πΓ
(
1− 2

α

) (
γ
{p}
th

) 2
α rp2

+ λpΓ
(
1 +

2

α

)
. (6.9)

Proof. See Appendix D.2.

Remark 1. Here are some observations from (6.8):

• For the fixed QoS constraint of primary network, the maximum permissive transmit

power at the SU-Tx can be relaxed by reducing the distance of the typical PU

transceivers rp, due to the fact that the PU can tolerate more interference from

the SU-Txs in such case.

• With the number of SU nodes and PU nodes per unit area increases, the transmit

power constraint imposed on the SU-Tx will be more severe, which results from

the increased aggregate interference from the SU-Txs and the other PU-Txs.

• The higher transmit power the PU-Tx can have, the larger transmit power the

SU-Tx can be permitted and the more dense the network can be.

6.3.1.2 New Statistics

In order to examine the secrecy performance, the CDFs of SIRs at the typical SU-Rx

and the most detrimental Eve are derived in the following Lemma 5 and Lemma 6,

respectively.

Lemma 5. With BF&AN at the SU-Txs, the CDF of SIR at the typical SU-Rx is derived
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as

F
{s}
γs,AN
SIR

(
γ
{s}
th

)
=1− exp

(
−Λl

(
γ
{s}
th

) 2
α r2s
)
−

Ns−1∑
m=1

(rαs )
m

m!(−1)m
∑ m!

m∏
i=1

mi!i!mi

exp
(
−Λl

(
γ
{s}
th

) 2
α r2s
) m∏
j=1

((
−Λl

(
γ
{s}
th

) 2
α
)
(rs)

2−jα
j−1∏
k=0

( 2
α
− k
))mj

, (6.10)

where

Λl =


Λ2 µ = 1

Ns

Λ3 µ ̸= 1
Ns
.

(6.11)

In (6.11), Λ2 and Λ3 are given by

Λ2 =π
(
λs

Γ
(
Ns +

2
α

)
Γ
(
Ns

) + λpΓ
(
1 +

2

α

)(
µ
Ps

Pp

)− 2
α
)
Γ
(
1− 2

α

)
, (6.12)

Λ3 = π
(
λpΓ

(
1 +

2

α

)(Ps

Pp

)− 2
α + λsΥ1

)
Γ
(
1− 2

α

)
(µ)−

2
α , (6.13)

respectively. Here,
m∑
i=1

i ·mi = m, and Υ1 is given by (6.6), and Ps is the maximum

permissive transmit power, which is given in (6.8).

Proof. See Appendix D.3.

Based on the SIR at the most detrimental Eve in (6.4), the CDF for γe,AN
SIR is derived

in the following lemma.

Lemma 6. With BF&AN at the SU-Txs, the CDF of SIR at the most detrimental Eve

is derived as

F
{e}
γe,AN
SIR

(
γ
{e}
th

)
=exp

(
−πλe

Λl

(
γ
{e}
th

)− 2
α
( 1− µ(
Ns − 1

)
µ
γ
{e}
th + 1

)1−Ns)
, (6.14)

where Λl is given in (6.11). Note that Ps is the maximum permissive transmit power,
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which is given in (6.8).

Proof. See Appendix D.4.

Different from [101] and [182] where only the approximation or bound on CDF of SIR

at the Eve was derived, this result is derived in a simple exact closed-form expression.

It is observed from (6.14) that the CDF of γe,AN
SIR is an increasing function of λs and λp,

and a decreasing function of λe.

Based on these new statistics in Lemma 5 and Lemma 6, the impact of BF&AN

on the secrecy performance of this large-scale spectrum sharing network is studied by

considering two important metrics: the average secrecy rate and the secrecy outage

probability.

6.3.1.3 Average Secrecy Rate

The instantaneous secrecy rate is defined as [181]

Cse = [Csu − CE]
+. (6.15)

where [x]+ = max{x, 0}, Csu = log2
(
1 + γs,AN

SIR

)
is the capacity of a typical secondary

link, and CE = log2
(
1+γe,AN

SIR

)
is the capacity of the eavesdropping channel between the

typical SU-Tx and the most detrimental Eve. Here, γe,AN
SIR = max

ek∈Φe

{
γek,AN
SIR

}
corresponds

to the non-colluding eavesdropping case [183].

The average secrecy rate is the average of the instantaneous secrecy rate Cse over

γs,AN
SIR and γe,AN

SIR . As such, the average secrecy rate is given by [51]

C̄se =

∫ ∞

0

∫ ∞

0
Csefγs,AN

SIR
(x1) fγe,AN

SIR
(x2)dx1dx2

=
1

ln 2

∫ ∞

0

F
γe,AN
SIR

(x2)

1 + x2

(
1− F

γs,AN
SIR

(
x2
))
dx2. (6.16)
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By substituting the CDF of γs,AN
SIR in (6.10) and the CDF of γe,AN

SIR in (6.14) into

(6.16), the average secrecy rate is derived in the following theorem.

Theorem 3. With BF&AN at the SU-Txs, the average secrecy rate is derived as

C̄se,AN =
1

ln 2

∫ ∞

0

exp(−πλe
Λl
x2

− 2
α ( 1−µ

(Ns−1)µx2 + 1)
1−Ns

)

1 + x2
exp

(
−Λlx2

2
α r2s
)

[
1 +

Ns−1∑
m=1

(rαs )
m

m!
(
−1
)m ∑m!

m∏
j=1

((−Λlx2
2
α )(rs)

2−jα
j−1∏
k=0

( 2α − k))

mj

mj !j!mj

]
dx2, (6.17)

where Λl is given in (6.11). Here, Ps is the maximum permissive transmit power, which

is given in (6.8).

Note that the average secrecy rate given in (6.17) is applicable to arbitrary Ns, µ and

α.

6.3.1.4 Secrecy Outage Probability

The secrecy outage is declared when the secrecy capacity Cse is less than the expected

secrecy rate Rs. As such, the secrecy outage probability is defined as [51]

Pout (Rs) = Pr (Cse < Rs) =

∫ ∞

0
f
γe,AN
SIR

(x2)Fγs,AN
SIR

(
2Rs (1+x2)− 1

)
dx2. (6.18)

By substituting the PDF of γe,AN
SIR and CDF of γs,AN

SIR into (6.18), the secrecy outage

probability is derived in the following theorem.
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Theorem 4. With BF&AN at the SU-Txs, the secrecy outage probability is derived as

Pout,AN (Rs) =

∫ ∞

0

πλex2
− 2

α

(
2
αx2

−1
( 1−µ
(Ns−1)µx2 + 1

)
+ 1
)

Λl

( 1−µ
(Ns−1)µx2 + 1

)Ns

exp
(
−πλe

Λl
x2

− 2
α
( 1− µ

(Ns − 1)µ
x2 + 1

)1−Ns)[
1− exp

(
−Λ3

(
2Rs
(
1+x2

)
− 1
) 2

α r2s
)

(
1 +

Ns−1∑
m=1

(
rαs
)m

m!
(
−1
)m ∑m!

m∏
j=1

((−Λl(2
Rs(1+x2)− 1)

2
α )(rs)

2−jα
j−1∏
k=0

( 2α − k))

mj

mj !j!mj

)]
dx2,

(6.19)

where Λl is given in (6.11). Here, Ps is the maximum permissive transmit power, which

is given in (6.8).

6.3.2 Numerical Examples for BF & AN

1. Average secrecy rate wall

Fig. 6.2(a) and Fig. 6.2(b) plot the average secrecy rate of large-scale underlay

spectrum sharing network under the primary network’s QoS constraint ρ
{p}
out = 0.1

with the transmit power adaptation scheme. From these figures, it is observed

that the exact analytical curves are well validated by Monte Carlo simulations.

The solid lines represent the operational achievable average secrecy rate where the

QoS constraint of primary network is always satisfied, i.e. P pri,AN
out

(
γ
{p}
th

)
≤ 0.1.

The dashed lines represent the unachievable average secrecy rate where the QoS

constraint of primary network is violated, i.e. P pri,AN
out

(
γ
{p}
th

)
> 0.1. The solid

line is named as the “average secrecy rate wall”. The vertical line of this “average

secrecy rate wall” is determined by the maximum permissive transmit power at the

SU Pmax
s , which is quantified and evaluated by using (6.8). Different from the con-

ventional physical layer security network, the average secrecy rate of the large-scale

spectrum sharing network with transmit power adaptation is strictly constrained

by the QoS constraint of primary network. Of course, the dashed average secrecy
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Figure 6.2: Average secrecy rate of a large-scale spectrum sharing network
with the transmit power adaptation scheme.

rate lines become achievable by relaxing the QoS constraint of primary network

ρ
{p}
out , increasing the transmit power at the PU-Tx Pp, or deactivating the existing

PUs and SUs per unit area.

2. Impact of Ns and µ on the average secrecy rate
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Fig. 6.2(a) plots the average secrecy rate versus the SU’s transmit power with

various numbers of transmit antennas Ns at the SU and power allocation factor µ,

and the same density for PUs, SUs, and Eves is considered. The exact analytical

curves are obtained from (6.17). Several observations can be concluded as follows:

1) The width of the “average secrecy rate wall” is weakly dependent on the number

of transmit antennas at the SU and the power allocation factor, which can be

explained by (6.8); 2) For the fixed power allocation factor µ = 0.4, the average

secrecy rate increases with increasing Ns; 3) For the same Ns, the average secrecy

rate improves with increasing µ, which shows more power should be allocated to

the information signal in this scenario.

3. Impact of λs and λp on the average secrecy rate

Fig. 6.2(b) plots the average secrecy rate versus Ps for various densities of PUs

and SUs. It is observed that 1) the “average secrecy rate wall” will be pushed to

the left as the PUs and SUs become more dense. This can be predicted from (6.8)

that Pmax
s is a decreasing function of λp and λs; 2) With the identical density of

PUs, it is seen that the average secrecy rate decreases with increasing the density

of SUs. This is because the aggregate interference from other SUs increases with

increasing λs, which restricts the secrecy performance of the typical SU; 3) Given

the fixed density of SUs, the average secrecy rate decreases with increasing λp due

to the increased aggregate interference from the PUs.

4. Optimal µ for the average secrecy rate

Fig. 6.3(a) plots the average secrecy rate versus the power allocation factor µ for

various densities of Eve λe. Here, the maximum permissive transmit power is

used to transmit the signal at the SU, which is given by (6.17), and it is assumed

that Ps = Pmax
s and ρ

{p}
out = 0.1. The triangles represent the maximum achievable

average secrecy rate. For the scenarios where the density of Eve is higher than the

density of PU and SU, the average secrecy rate first increase and then decrease with

increasing µ, there exists µ∗ that achieves the maximum average secrecy rate. For
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Figure 6.3: Optimum µ that acheives the maximum average secrecy rate in a
large-scale spectrum sharing network.

the region µ < µ∗, it is seen that increasing the power allocated to the useful signal

ensures the message delivering and plays a dominant role in improving average

secrecy rate; for the region µ > µ∗, considering that the density of Eves is high

compared with the densities of SUs and PUs, thus increasing the power allocated
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to AN can confuse the Eves and improve the secrecy performance. In other words,

less power allocated to the AN degrades the average secrecy rate in this scenario.

It is concluded that there exists a tradeoff between enhancing the SU information

transmission and deteriorating the eavesdropping.

Interestingly, it is noticed that in Fig. 6.3(a) the optimal power allocation factor

µ∗ varies for different λe. It is revealed that less power should be allocated to the

AN for the network with less dense Eves. More importantly, when λe = 10−3,

the optimal µ for achieving the maximum average secrecy rate is close to 1. It is

concluded that the equal power allocation can not achieve the maximum average

secrecy rate.

5. Impact of density ratio on the optimal µ

To better illustrate the relationship between the optimal power allocation factor

and the density of SUs and Eves. The ratio between λe and λs is defined as

ε = λe/λs. In Fig. 6.3(b), the optimal power allocation factor µ∗ versus the

density ratio ε for various Ns is plotted numerically. It is assumed that Ps = Pmax
s ,

λs = 10−3, and λp = 10−4. It is noticed that 1) For λe ≤ λs, most of the power at

the SU-Tx should be allocated to the information signal to achieve the maximum

average secrecy rate (more than 95%). This reveals that improving the information

delivery is more important than combating the eavesdropping in this scenario; 2)

For λe = 20λs, nearly half of the power should be allocated to the AN from the

aspect of average secrecy rate, in order to confuse the severe eavesdropping; 3)

When λe > 10λs, the optimal power allocation factor increases with increasing

Ns. It also indicates that more power can still be allowed to be allocated to the

information signal with adding number of antennas at SU-Tx, in order to achieve

the maximum average secrecy rate.

6. Impact of Ns and α on the secrecy outage probability
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Fig. 6.4 plots the secrecy outage probability versus the power allocation factor µ

for various numbers of antennas at the SU-Tx Ns. The exact analytical curves are

obtained from (6.19), which are well validated by Monte Carlo simulations. It is

assumed that Ps = Pmax
s . It is seen that the secrecy outage probability decreases

with increasing µ. When µ approaches 1, the lowest secrecy outage probability can

be achieved. This is because when the density of Eves is set to be small compared

with the density of SU, the effect of delivering information overtakes the effect of

combating the eavesdropping on the secrecy outage probability. As expected, the

secrecy outage probability decreases with increasing Ns, which is due to the array

gains brought by additional antennas.

6.3.3 Beamforming

This subsection provides the analysis for the large-scale spectrum sharing networks with

BF, where no transmit power is allocated to the AN. By doing so, the secrecy performance

between the BF with and without AN is compared , and the potential benefits for the
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secrecy performance due to the AN is examined. Note that the BF case can be viewed

as a special case for BF&AN, i.e. µ = 1.

In the following theorem, the SU’s permissive transmit power region is presented by

substituting µ = 1 into (6.8).

Theorem 5. With BF at the SU-Txs, the permissive transmit power region at the SU-Tx

is given as Ps ∈ (0, Pmax
s ], where

Pmax
s =

[
−
( ln

(
1− ρ

{p}
out

)
πΓ
(
1 + 2

α

)
Γ
(
1− 2

α

)(
γ
{p}
th

) 2
α rp2

+ λp

) 1

λs

]α
2
Pp. (6.20)

6.3.3.1 Average Secrecy Rate

The average secrecy rate is presented in the following theorem by substituting µ = 1

into (6.17).

Theorem 6. With BF at the SU-Txs, the average secrecy rate is derived as

C̄se =
1

ln 2

∫ ∞

0

1

1 + x2
exp

(
−Υ2x2

− 2
α
)
exp

(
−Λ1rs

2x2
2
α
)[
1 +

Ns−1∑
m=1

(
rαs
)m

m!
(
−1
)m

∑
m!

m∏
j=1

((−Λ1x2
2
α )(rs)

2−jα
j−1∏
k=0

( 2α − k))

mj

mj !j!mj

]
dx2, (6.21)

where

Λ1 = π

((Ps

Pp

)− 2
αλp + λs

)
Γ (1 + δ) Γ (1− δ) , (6.22)

and

Υ2 =
λe(

λp +
(
Ps
Pp

)− 2
αλs

)
Γ
(
1 + 2

α

)
Γ
(
1− 2

α

) , (6.23)

respectively.
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6.3.3.2 Secrecy Outage Probability

The secrecy outage probability is presented in the following theorem by substituting

µ = 1 into (6.19).

Theorem 7. With BF at the SU-Txs, the secrecy outage probability is derived as

Pout

(
Rs

)
=

∫ ∞

0

2Υ2

α
x2

− 2
α
−1 exp

(
−Υ2x2

− 2
α
)[
1− exp

(
−Λ1rs

2
(
2Rs
(
1+x2

)
− 1
) 2

α
)

(1 +

Ns−1∑
m=1

(rαs )
m

m!(−1)m
∑

m!

m∏
j=1

1

mj !j!mj

(−Λ1(2
Rs(1+x2)− 1)

2
α )(rs)

2−jα
j−1∏
k=0

(
2

α
− k))mj )

]
dx2, (6.24)

where Λ1 and Υ2 are given in (6.22) and (6.23), respectively.

6.3.4 Numerical examples for the comparison between BF&AN and

BF

In this subsection, the average secrecy rate between the proposed network with BF&AN

and with BF only is compared.

In Fig. 6.5(a) and Fig. 6.5(b), the operational achievable average secrecy rate region

for the large-scale spectrum sharing network with BF&AN and with BF is compared. It

is shown that the same permissive transmit power region for BF&AN scheme and BF

scheme in each figure. This is because, from the typical PU-Rx’s aspect, both the AN

and the information signal transmitted from the SU are viewed as the interference, which

is equivalent to the case of BF. In both figures, it is noticed that the same unachievable

average secrecy rate region located in Ps ∈ (10, 30) dB with Pp ∈ (−10,−30) dB. This

can be explained by the fact that the QoS constraint is severely violated in this setting

when the aggregate interference is much higher compared to the useful signal received

at the PU.
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Figure 6.5: Comparison of average secrecy rate versus Ps and Pp between
BF&AN and BF.

In contrast to the fact that it is often beneficial to emit AN on top of the information-

bearing signal in the physical layer security model with fixed nodes [184]. In Fig. 6.5(a),

it is shown that BF scheme outperforms the BF&AN scheme in the operational region

where Ps ∈ (−30, 10) dB with Pp ∈ (−15, 30) dB. This is because the strong aggregate

interference from the PUs overtakes the effect of the AN generated by the SU. In this



Chapter 6. Secure Transmission with Artificial Noise in Large-Scale Spectrum Sharing
Networks 128

case, more power needs to be allocated to transmit information at the SUs to contend

with the interference from the PUs. Interestingly, Fig. 6.5(b) shows that the BF&AN

scheme outperforms the BF scheme where Ps ∈ (−30, 5) dB with Pp ∈ (−30,−20) dB,

owing to the fact that the effect of the AN generated by the SU overtakes the relatively

low aggregate interference from the PUs. In this case, more power needs to be allocated

to transmit AN to disrupt eavesdropping.

6.4 Large Antenna Arrays Analysis

This section studies the asymptotic secrecy performance of the large-scale spectrum shar-

ing networks where the SU-Txs are equipped with large antenna arrays. The asymptotic

behavior of the average secrecy rate and the secrecy outage probability are examined,

when the number of antennas at the SU-Txs goes to infinity.

Lemma 7 is first presented based on the law of large numbers as follows:

Lemma 7. lim
Ns→∞

∥hz∥2 = Ns, and lim
Ns→∞

∥hi,zGi,si∥
2 = Ns − 1.

Proof. This is due to the fact that ∥hz∥2∼Gamma (Ns, 1) and ∥hi,zGi,si∥
2

∼Gamma (Ns − 1, 1).

By using Lemma 7, the SIR at the typical PU in (6.2) is rewrote as

γp,∞SIR

d∼ |hp0 |
2rp

−α

Ip,p0 + ηIs,p0,∞
, (6.25)

where Ip,p0 =
∑

j∈Φp\{0}|hj,p0 |
2|Xj,p0 |

−α and Is,p0,∞ =
∑

i∈Φs
[µ|hi,p0

h†
i,si

h†
i,si

|2

+(1− µ)]|Xi,p0 |−α.

For large Ns, the SIR at the typical SU is given as

γs,∞SIR

d∼ µNsrs
−α

Is,s0,∞ + η−1Ip,s0
, (6.26)
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where Ip,s0 =
∑

j∈Φp
|hj,s0 |

2|Xj,s0 |
−α and Is,s0,∞ =

∑
i∈Φs\{0}[µ|hi,s0

h†
i,si∥∥∥h†
i,si

∥∥∥ |2
+(1− µ)]|Xi,si |

−α, from (6.26), it is noticed that the received SIR at the typical SU

scale by Ns.

For large Ns, the SIR at the most detrimental Eve is given as

γe,∞SIR

d∼ max
ek∈Φe


µ
∣∣h0,ek

h†
i,si∥∥∥h†
i,si

∥∥∥
∣∣2|Xek |

−α

Is0,ek,∞ + η−1Ip,ek + (1− µ) |Xek |
−α

 , (6.27)

where Ip,ek =
∑

j∈Φp
|hj,ek |

2|Xj,ek |
−α and Is0,ek,∞ =

∑
i∈Φs\{0}[µ

∣∣∣∣∣hi,ek

h†
i,si∥∥∥h†
i,si

∥∥∥
∣∣∣∣∣
2

+(1− µ)]|Xi,ek |
−α .

Based on the SIR at the typical PU in (6.25), with the help of the Laplace transform

in [135, eq. (8)], and similar method provided in the proof for the Theorem 1, the

permissive transmit power region at the SU-Tx at large Ns is presented in the following

proposition.

Proposition 1. With BF&AN at the SU-Txs, the permissive transmit power region for

the SU-Tx at large Ns is given as Ps ∈ (0, Pmax
s ], where

Pmax
s =

[
−Θ
(∫ ∞

0

(
µt+

(
1− µ

)) 2
α e−tdt

)−1

λs
−1
]α

2
Pp, (6.28)

and Θ is given by (6.9).

Remark 2. When Ns → ∞, the maximum transmit power constraint is irrelevant to the

Ns.

To facilitate the analysis of the average secrecy rate and the secrecy outage probabil-

ity, the asymptotic CDFs of γe,∞SIR and γs,∞SIR need to be derived first. Using the method

presented in proof of Theorem 2, the asymptotic CDF of γe,∞SIR given in (6.27) is derived
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as

Fγe,∞
SIR

(
γ
{e}
th

)
= exp

(
−πλee

(
1−µ−1

)
γ
{e}
th

ΞΓ
(
1− 2

α

) ( µPs

γ
{e}
th Pp

) 2
α
)
, (6.29)

where

Ξ = λpΓ
(
1 +

2

α

)
+ λs

(Ps

Pp

) 2
α

∫ ∞

0

(
µt+

(
1− µ

)) 2
α e−tdt. (6.30)

To derive the asymptotic CDF of γs,∞SIR , it is presented that

Fγs,∞
SIR

(γsth) =

∫ ∞

µNs
γs
th

rs0
α

fIsec,∞ (x) dx, (6.31)

where Isec,∞ = µ
∑

i∈Φs\
{
0
}∣∣hi,s0

h†
i,si∥∥h†
i,si

∥∥∣∣2∣∣Xi,si

∣∣−α
+
(
1− µ

)∑
i∈Φs\{0}|Xi,si |

−α+
(
Ps
Pp

)−1∑
j∈Φp

|hj,s0 |
2|Xj,s0 |

−α. In (6.31), fIsec,∞ (x) is the inverse Laplace transform of LIsec,∞ (s),

which can be expressed as fIsec,∞ (x) = L−1
Isec,∞

(s). Due to the intractability of this inverse

Laplace transform, some alternative ways have been proposed, such as using numerical

inversion to evaluate L−1
Isec,∞

(s) [185], or the log-normal approximations to approximate

fIsec,∞ (x). However, in this case, there exists singularity at |Xi,si | = |Xj,s0 | = 0, thus

the mean and variance of Isec,∞ derived from the moment generating function diverge

[96, 136], which renders the derivation of the PDF of Isec,∞. Alternatively, the Gil-Pelaez

theorem [186] is utilized to facilitate the derivation of the asymptotic CDF of SIR at the

typical SU in the following lemma.

Lemma 8. With BF&AN at the SU-Txs, the asymptotic CDF of SIR at the typical SU

at large Ns is given as

Fγs,∞
SIR

(
γsth
)
= 1− FIsec,∞

( µNs

γsthrs0
α

)
=

1

2
+

1

π

∫ ∞

0

Im
[
e
− jwµNs

γs
th

rs0
α
φ∗ (w)

]
w

dw, (6.32)

where FIsec,∞ (x) is the CDF of Isec,∞, j =
√

(−1), and φ (w) is the conjugate of the

characteristic function, which is given by φ
(
w
)
= exp

(
−πΞΓ(1− 2

α) η
− 2

α (jw)
2
α

)
.
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Since the closed form expression for the general form for the PDF of Isec,∞ can not be

derived, the special case for the path loss component α = 4 is presented. In the following

corollary, the asymptotic CDF of SIR for the typical SU with α = 4 is derived.

Corollary 4. With BF&AN at the SU-Txs and α = 4, the asymptotic CDF of SIR at

the typical SU is derived as

F∞
γs,AN
SIR

(
γsth
)
= Φ

(πΞ
2

√
πγsthrs0

α

µNs

)
, (6.33)

where Φ (x) = 1√
π

∫ x2

0
e−t
√
t
dt. Note that this derived asymptotic CDF of SIR at the typical

SU for α = 4 is in exact closed-form.

6.4.1 Average Secrecy Rate

Based on the CDF of SIR at the most detrimental Eves in (6.29) and the CDF of SIR

at the typical SU in (6.32), the general case of the asymptotic average secrecy rate is

derived using (6.16) in the following proposition.

Proposition 2. With BF&AN at the SU-Txs, the asymptotic average secrecy rate at

large Ns is derived as

C̄∞
se =

1

ln 2

∫ ∞

0

1

1 + x2
exp

(
−πλee

(
1−µ−1

)
x2

ΞΓ
(
1− 2

α

) ( µPs

x2Pp

) 2
α )[1

2
− 1

π∫ ∞

0
Im[

(exp(−πΞΓ(1− 2
α)(

Ps
Pp

)
− 2

α (jw)
2
α ))∗

e
jwµNs
x2rs0

α

]
1

w
dw
]
dx2. (6.34)

Having (6.29) and (6.33), the asymptotic average secrecy rate for the special case of

α = 4 is derived in the following corollary.

Corollary 5. With BF&AN at the SU-Txs and α = 4, the asymptotic average secrecy
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rate at large Ns is derived as

C̄∞
se =

1

ln 2

∫ ∞

0

1

1 + x2
exp

(
−πλee

(
1−µ−1

)
x2

ΞΓ
(
1− 2

α

) ( µ
x2

) 2
α
)(
1− Φ

(πΞ
2

√
πx2

µNsrs0
−α

))
dx2.

(6.35)

6.4.2 Secrecy Outage Probability

The attention is then turned to the asymptotic secrecy outage probability. By taking

the derivative of the asymptotic CDF of SIR at the most detrimental Eves in (6.29), and

substituting it with the asymptotic CDF of SIR at the typical SU in (6.32) into (6.18),

the general case of the asymptotic secrecy outage probability is yielded in the following

proposition.

Proposition 3. With BF&AN at the SU-Txs, the asymptotic secrecy outage probability

at large Ns is derived as

P∞
out,AN

(
Rs

)
=

∫ ∞

0

πλe(µPs/Pp)
2
α

ΞΓ(1− 2
α)x2

2
α

exp(−πλee
(1−µ−1)x2

ΞΓ(1− 2
α)

(
µPs

x2Pp
)

2
α

)

e

(
1−µ−1

)
x2

((
1− µ−1

)
−
(
− 2

α

)
x2

−1
)

[1
2
+

1

π

∫ ∞

0
Im[

(exp(−πΞΓ(1− 2
α)(Ps/Pp)

− 2
α (jw)

2
α ))∗

e
jwµNs

(2Rs (1+x2)−1)rs0
α

]
1

w
dw

]
dx2.

(6.36)

Based on (6.33), the secrecy outage probability for α = 4 as a special case is derived

in the following corollary.

Corollary 6. With BF&AN at the SU-Txs and α = 4, the asymptotic secrecy outage

probability at large Ns is derived as

P∞
out,AN

(
Rs

)
=

∫ ∞

0

πλeµ
2
α

ΞΓ
(
1− 2

α

) exp (−πλee
(
1−µ−1

)
x2

ΞΓ
(
1− 2

α

) ( µ
x2

) 2
α
)
x2

− 2
α e

(
1−µ−1

)
x2

((
1− µ−1

)
−
(
− 2

α

)
x2

−1
)
Φ
(πΞ
2

√
π
(
2Rs
(
1+x2

)
− 1
)

µNsrs0
−α

)
dx2. (6.37)
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Figure 6.6: Secrecy outage probability for large Ns. Parameters: ρ
{p}
out = 0.1,

λp = 10−4, λs = 10−3, λe = 10−4, rp = 6, α = 3, rs = 3, Rs = 1,

Pp = 15 dB, and γ
{p}
th = 6 dB.

6.4.3 Numerical examples for the asymptotic secrecy performance of

BF&AN

Fig. 6.7 plots the asymptotic average secrecy rate of large-scale spectrum sharing net-

works with BF&AN for various power allocation factor µ and λs. It is assumed that

Ps = Pmax
s . The analytical results of asymptotic secrecy rate plotted using (6.34) are in

precise agreement with the simulation points of asymptotic secrecy rate. It is also shown

that the asymptotic average secrecy rate converges to the exact average secrecy rate at

large Ns.

It is observed that the average secrecy rate increases with increasing Ns. This can be

indicated by (6.26) that the received SIR at the typical SU proportionally increases with

µNs. For the same µ, to achieve the same average secrecy rate, there exists antenna gaps

between the curves with different density of SU. This antenna gap quantifies how many

additional antennas needed to be employed at the SU-Tx to achieve the same average

secrecy rate when the network double its density of SU.

Fig. 6.6 plots the asymptotic secrecy outage probability versus Ns. The analytical
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results of asymptotic outage probability plotted using (6.36) are in precise agreement

with the simulation points of asymptotic outage probability. Furthermore, the asymp-

totic secrecy outage probability converges to the exact secrecy outage probability at

large Ns. It is observed that the secrecy outage probability decreases with increasing

Ns, due to the increase of the array gains at the SU-Rx. It is also seen that the secrecy

outage probability decreases with increasing µ, which reflects that for the scenario with

relatively less dense Eves, more power should be allocated to transmit useful information

to the SU-Rx for the information delivery enhancement.

6.5 Summary

This chapter studied the secure communication in large-scale spectrum sharing network

in the presence of multiple non-colluding Eves. The BF&AN is employed at the SU-Txs

to achieve the secure transmission against those malicious Eves. The exact expression

for the average secrecy rate is obtained, through which the average secrecy rate wall is
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observed. The exact expression for the secrecy outage probability is also derived. The

impact of different system parameters on the average secrecy rate and secrecy outage

probability was demonstrated. It is shown that the optimal power allocation factor

that maximizes the average secrecy rate needs not to be the equal power allocation. To

better understand the impact of the number of antennas at the secondary transmitter,

the asymptotic average secrecy rate and the asymptotic secrecy outage probability when

the SU-Txs have large antenna arrays are also derived. Numerical results corroborated

our analysis and showed that the asymptotic average secrecy rate can be greatly improved

by increasing number of antennas at the SU-Txs. The results in this chapter provide

valuable insights for the design of large-scale spectrum sharing networks.
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Chapter 7

Wireless Power Transfer in
Cognitive Relay Networks

7.1 Introduction

In the underlay spectrum sharing networks, the transmit power of the SU-Tx is typically

low, due to the interference power constraint imposed by the PU-Rx. Besides, the SU

always subject to the interference from the PU Tx. Under this circumstances, wireless

power transfer is well suited for this power-constrained underlay spectrum sharing net-

works, where the interference from the PU transmitter is utilized as an energy source for

the SU-Tx with relatively low energy requirement [114, 115]. It seems even more promis-

ing that the required energy at the SU-Tx can be obtained via wireless power transfer

from a large number of active PU-Txs. However, as the number of PU-Txs increases,

the interference from the PU-Txs on the secondary network also increases. Therefore,

the tradeoff between the benefits of energy harvesting from multiple PU-Txs and the

harmful effect caused by the interference generated by multiple PU-Txs deserves to be

further studied.

In this chapter, a wireless energy harvesting protocol is proposed for a DF relay

aided spectrum sharing networks with multiple PU transceivers. In this protocol, both

the energy-constrained SS and SR can harvest energy from the RF signals of multiple PU-

137
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Txs to support its own information transmission. The joint impact of harvested energy

and PU interference on the outage probability and the throughput of the secondary

network are studied. The main contributions of this chapter are summarized as follows:

• An exact expression for the outage probability is derived in cognitive relay networks

that subject to three power constraints: 1) the maximum transmit power at SS

and SR based on the harvested energy; 2) the peak interference power at each

PU-Rx; and 3) the interference power from multiple PU-Txs at SR and SD.The

analytical expressions for the throughput in both delay-sensitive and delay-tolerant

transmission modes are derived. It is shown that there exists an optimal value

that achieves the minimum outage probability and the maximum throughput for

the secondary network.

• The asymptotic closed-form expressions for the outage probability and delay-sensitive

throughput and an asymptotic expression for the delay-tolerant throughput are

derived as the number of PU-Txs and receivers goes to infinity. It is shown that

when the number of PU-Txs is large, the negative impact caused by the interference

from the PU-Txs outweighs the positive impact brought by the energy harvesting

from the PU-Txs on the secondary performance.

7.2 Network Model

As shown in Fig. 7.1, this chapter considers an underlay cognitive relay network where an

energy-constrained SS transmits to an energy sufficient SD through an energy-constrained

SR using the licensed PU spectrum. The primary network consists of M PU transceivers

[187]. It is assumed that there is no direct link between SS and SD [188]. Both SS

and SR has no internal energy source, and use the energy harvested from RF signals

of the PU-Txs. A battery-free communication system is considered [188–190], where

the harvested energy can only be used for information transmission in the current time

slot. The primary network consists of two clusters of PUs where the PU-Tx are closely
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Figure 7.1: System model of the energy harvesting CR. The energy harvesting
links, interference links, and information links are illustrated with
the dashed, dotted, and solid lines, respectively.

located in one cluster and the PU-Rx are closely located in another cluster [187, 191] 1.

Note that the secondary network shares the spectrum with the primary network in an

underlay paradigm, i.e., the interference power from SS and SR to PU should not exceed

the peak permissible interference power, denoted by PI . The interference-limited case is

considered where the interference power caused by PU-Txs at SR and SD is dominant

relative to the noise power [187]. All channel gains are assumed to be independently

distributed with flat Rayleigh fading and the fading is considered as a constant over the

energy harvesting and the information transmission periods. The exponential decaying

path loss model is used, where the channel mean power is proportional to d−m with d

denoting the distance between a transmitter and a receiver and m denoting the path

loss factor [187]. It is assumed that the energy required to receive/process informa-

tion is negligible as compared to energy required for the information transmission. This

assumption is valid for traditional communication systems [188, 193, 194].

As shown in Fig. 7.1, the channel gain coefficients from SS and SR to the ith PU−Rx

are denoted by g1,i and g2,i for i = 1, 2, . . . ,M , respectively. The channel gain coefficients

from SS to SR and from SR to SD are denoted by h1 and h2, respectively. And the

channel gain coefficients from the jth PU-Tx to SS, SR, and SD, are denoted by f1,j ,

1In addition, we assume that PU-Rxs apply multi-user detectors to cancel interference from different
PU-Txs [192].
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f2,j , and f3,j for j = 1, 2, , . . . , N , respectively.

The link gain realizations |h1|2, |h2|2, |g1,i|2, |g2,i|2, |f1,j |2, |f2,j |2, and |f3,j |2 are

exponentially distributed with expectations λ1, λ2, ω1,i, ω2,i, ν1,j , ν2,j , and ν3,j , respec-

tively, e.g., λ1 = d−m
6 . The link gains from PU-Tx to SS are assumed to be identically

distributed as wells as those to SR and SD [187], i.e., ν1,j = ν1, ν2,j = ν2, and ν3,j = ν3

for j = 1, 2, . . . , N . Similarly, the link gains from SS to PU-Rx are assumed to be iden-

tically distributed as wells as those from SR to PU-Rx, i.e., ω1,i = ω1, ω2,i = ω2 for

i = 1, 2, . . . ,M . The distances between the jth PU-Tx and SS, SR, and SD are denoted

by d1,j , d2,j , and d3,j , respectively. The distances between SS and SR and the ith PU-Rx

are denoted by d4,i and d5,i, respectively. And the distances between SS and SR and

between SR to SD are denoted by d6 and d7, respectively.

As shown in Fig. 7.2, SS and SR harvest energy from RF signals of PU-Tx for a

duration of αT at the beginning of each energy harvesting-information transfer (EH-IT)

time slot, where T is the duration of one EH-IT time slot and 0 < α < 1. Subsequent to

the harvesting period, SS transmits information to SR for a duration β(1− α)T , where

0 < β < 1. Then, SR forwards the information to SD for a duration of (1− β)(1− α)T .

For simplicity, it is assumed that β = 1
2 in this network.

SR Harvests 
energy  

SR Receives the
Information from SS

SR Transmits the
Information to SD

(a)

(b)

Tα 2/)1( Tα−2/)1( Tα−

SS Harvests 
energy  

SS transmits the
Information to SR

Figure 7.2: (a) illustrates the protocol at SS in one EH-IT time slot and (b)
illustrates the protocol at SR in EH-IT time slot

It can be seen from Fig. 7.2 that SS can also harvest energy when SR transmits

information to SD. But SS is battery-free and it is unable to store the unused portion

of the harvested energy in future EH-IT time slots, if the EH-IT time slots are dis-
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tributed sparsely. The energy harvested at SS and SR using the time switching receiver

architecture are given by [194]

Ehs = ηPPUtx

N∑
j=1

|F1,j |2αT (7.1)

and

Ehr = ηPPUtx

N∑
j=1

|F2,j |2αT, (7.2)

respectively, where 0 < η ≤ 1 is the energy conversion efficiency [194]. In the case that SS

should transmit information in consecutive EH-IT time slots, it can also harvest energy

during (1 − α)T/2 and hence, (7.1) can be written as Ehs = ηPPUtx

∑N
j=1 |F1,j |2[αT +

(1−α)T/2]. The maximum power that SS and SR can transmit based on the harvested

energy are
Ehs

(1−α)T/2 and
Ehr

(1−α)T/2 , respectively. Therefore, the transmit power at SS and

SR are given by

Ps = min(
Ehs

(1− α)T/2
,

PI
max |G1,i|2

) (7.3)

and

Pr = min(
Ehr

(1− α)T/2
,

PI
max |G2,i|2

), (7.4)

respectively.

As SS and SR share the same spectrum with PUs, the transmitted signals from SS

and SR cause interference to each PUrx. Constraints on the transmit power of SS and

SR are imposed in order that the interference power to the PU does not exceed PI .

The SIR at SR and SD are obtained as

ΓR = min
(
ρZ1,

PI
Y1

)X1

Z2
(7.5)

and

ΓD = min
(
ρZ2,

PI
Y2

)X2

Z3
, (7.6)
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respectively, where ρ = 2ηα
(1−α) , X1 = |H1|2, X2 = |H2|2, Z1 =

∑N
j=1 PPUtx |F1,j |2, Z2 =∑N

j=1 PPUtx |F2,j |2, Z3 =
∑N

j=1 PPUtx |F3,j |2, Y1 = max
i=1,...,M

|G1,k|2, and Y2 = max
i=1,...,M

|G2,k|2.

Note that ΓR and ΓD are dependent random variables because they both are functions

of Z2.

7.3 Exact Performance Analysis

In this section, the expressions for outage probability and throughput of secondary net-

work with the proposed energy harvesting protocol are derived. These expressions pro-

vide practical design insights into the impact of various parameters on the secondary

performance.

7.3.1 Outage Probability

The outage probability Pout, is defined as the probability that the equivalent SIR at each

hop is below a threshold value, γth. In this framework, the DF relay assisted spectrum

sharing network is considered to be in outage if only one of the links suffer from an

outage, i.e.,

Pout(γth) = 1− Pr{ΓR ≥ γth,ΓD ≥ γth}, (7.7)

where ΓR and ΓD denote the SIR RVs at SR and SD, and are given in (7.5) and (7.6),

respectively. To facilitate the analysis, the CDF and the PDF of Z1, Z2, Z3, Y1, and Y2

are first derived. Note that each Z1, Z2, Z3 is the sum of N exponential RVs and their

distributions are known as chi-square distribution. The PDF and CDF of Z1, Z2, and

Z3 can be given by [187]

fZ(z) =
zN−1e

− z
PPUtx

ν

Γ(N)(PPUtxν)
N

(7.8)
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and

FZ(z) =
Γ(N, z

PPUtxν
)

Γ(N)
, (7.9)

respectively, where Γ(.) and Γ(.,.) denote gamma and incomplete gamma functions,

respectively. The PDF and CDF of Y1 and Y2 can be given by

fY (y) =
M

ω

M−1∑
k

(
M − 1

k

)
(−1)ke−( k+1

ω
)y (7.10)

and

FY (y) = (1− e−
y
ω )M , (7.11)

respectively. It is assumed that the distances between PU-Txs in the cluster are relatively

smaller than the distances between PU-Tx and SS, SR, and SD. The same assumption

is used for the PU-Rx with respect to SS, SR, and SD.

The exact expression for the outage probability is given in the following theorem.

Theorem 18. The outage probability of secondary network with the proposed energy

harvesting protocol is given by

Pout(γth) = 1 −
∫ ∞

0
(JR,I + JR,II)(JD,I + JD,II)

zN−1
2 e

− z2
PPUtx

ν2

Γ(N)(PPUtxν2)
N
dz2, (7.12)

where JR,I , JR,II , JD,I , and JD,II are defined in the following proof.

Proof. See Appendix E.1.

7.3.2 Throughput

This subsection evaluates the throughput in two transmission modes: delay-sensitive

mode and delay-tolerant mode. The evaluation of throughput provides insight into prac-
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tical implementations and challenges of energy harvesting cognitive relay network.

7.3.2.1 Delay-sensitive Transmission

In the delay-sensitive transmission mode, SS transmits information to SR at a fixed rate,

denoted by Rds, where Rds , log2(1 + γth). The throughput in delay-sensitive mode is

expressed as [188]

τds =
(1−α)T

2

T
Rds(1− Pout(γth)) =

(1− α)

2
Rds(1− Pout(γth)), (7.13)

where τds is equal to the rate of the successful transmissions during the transmission

time, (1−α)T
2 , when SIR requirement (γth) is satisfied at SR and SD. Note, the system

outage probability is obtained from (7.12).

7.3.2.2 Delay-Tolerant Transmission

In the delay-tolerant transmission mode, users can transmit messages reliably while the

transmission rate is less than or equal to the ergodic capacity Cerg, which is defined as

[195]

Cerg = E{log2(1 + Γth)},

where E{.} denotes the expected value of an argument and Γth is a random variable

defined as γth = min(γR, γD). The delay-tolerant throughput, which is denoted by τdt,

can be derived as

τdt =
(1−α)T

2

T
Cerg =

(1− α)

2ln2

∫ ∞

0

1− FΓth
(x)

(1 + x)
dx, (7.14)

where FΓth
(γth) denotes the CDF of γth, which can be evaluated by (7.12), i.e., FΓth

(γth) =

Pout(γth). In contrast to delay-sensitive mode, where SS is expected to transmit at a

fixed rate to satisfy a certain outage probability, in delay-tolerant transmission mode,
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SS can transmit at any rate equal or less than the evaluated ergodic capacity.

7.4 Large System Analysis

This section analyzes the asymptotic outage probability, delay-sensitive throughput, and

delay-tolerant throughput when the number of PU transceivers grows to infinity. As N

increases, more interference imposed on SR and SD may cause outages. On the other

hand, as N increases, SS and SR can potentially harvest more energy from multiple PU-

Txs. The tradeoff between the positive impact brought by the energy harvesting from

multiple PU-Txs and the negative influence brought by the interference of the multiple

PU-Txs on SR and SD is then examined.

To do so, the distribution of Z1, Z2, and Z3 as N → ∞ need to be first solved. Since

Z1 is i.i.d. exponential RVs, the distribution of Z1 is asymptotically normal as Z1 → ∞.

Using the law of large numbers, it is obtained that

Z1
d→NPPUtxν1, (7.15)

where A
d→B denotes convergence in distribution of a RV A to a RV B. Similarly, it is

obtained that

Z2
d→NPPUtxν2 (7.16)

and

Z3
d→NPPUtxν3. (7.17)

In the same manner, the distribution of Y1 and Y2 as M → ∞ is then obtained. Since

Y1 is the maximum of M i.i.d. exponential RVs, the distribution of Y1 is asymptotically
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normal, as Y1 → ∞. From [196, Proposition 1], it is known that

Y1
d→ω1 + ω1 lnM + Y 1, (7.18)

where Y 1 is the normal distribution with N (0, 2ω1
2). Similarly, it is known that

Y2
d→ω2 + ω2 lnM + Y 2, (7.19)

where Y 2 is the normal distribution with N (0, 2ω2
2). Having the distribution of Y1,

Y2, Z1, Z2, and Z3 for large number of PU transceivers, the SIRs in (7.5) and (7.6) is

rewritten as

Γ∞
R

d∼min(ρNPPUtxν1,
PI

ω1 + ω1 lnM + Y 1

)
X1

PPUtxNν2
(7.20)

and

Γ∞
D

d∼min(ρPPUtxNν2,
PI

ω2 + ω2 lnM + Y 2

)
X2

PPUtxNν3
, (7.21)

respectively. The SIRs in (7.20) and (7.21) are then used to obtain the asymptotic outage

probability for large number of PU tranceivers in the next subsection.

7.4.1 Outage probability

The asymptotic outage probability of the secondary network is given by

P∞
out(γth) = 1− Pr{Γ∞

R ≥ γth,Γ
∞
D ≥ γth}. (7.22)

In contrast to (7.7), Γ∞
R and Γ∞

D in (7.22) are independent and therefore, the second

term in (7.22) is rewritten as the product of two terms.

Theorem 19. As the number of PU transceivers goes to infinity, the outage probability
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of the proposed cognitive relay network is given in closed form as

P∞
out(γth) = 1−ΘRΘD, (7.23)

where ΘR = Pr{Γ∞
R ≥ γth} and ΘD = Pr{Γ∞

D ≥ γth}, respectively.

Proof. See Appendix E.2.

7.4.2 Throughput

The delay-sensitive throughput and delay-tolerant throughput are derived in this section.

The expression derived in (7.23) is utilized to evaluate τ∞ds and τ∞dt , respectively, as

τ∞ds =
(1− α)

2
Rds(1− P∞

out(γth)), (7.24)

and

τ∞dt =
(1− α)

2ln2

∫ ∞

0

1− FΓth
(x)

(1 + x)
dx, (7.25)

where FΓth
(γth) can be evaluated using (7.23), i.e., FΓth

(γth) = P∞
out(γth).

7.5 Numerical Results

This section presents the numerical results to examine the outage probability and the

throughput for the proposed cognitive relay networks with energy harvesting protocol.

The outage probability and the throughput is shown as functions of PI , PPUtx , and

the position of PU-Tx. To gain more insights, The asymptotic behaviors of the outage

probability and the throughput are examined when the number of PU transceivers goes

to infinity. Without the loss of generality, it is assumed that SS, SR, and SD are located

at (0,0), (0.5,0), and (1,0) on the X-Y plane, respectively and the cluster of PU-Rx
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is located at (1, 0.5). It is specified that the location of the cluster of PU-Txs in the

description of each figure. It is assumed that α = 0.5 (Figs. 7.3-7.9), η = 1, and M = N

for all the figures.

0 5 10 15 20
0

0.2

0.4

0.6

0.8

1
O

u
ta

g
e
 P

ro
b

a
b

il
it

y
 

 

 
Simulation

 Exact Analysis

P        =10 dB

          5   dB

          2   dB

PUtx

P   (dB)I

Figure 7.3: The outage probability as a function of PI for M = N = 3 and
PPUtx = 2, 5 and 10 dB.

Fig. 7.3 shows the outage probability as a function of PI for various transmit power

at PU. It is assumed that the cluster of PU-Tx is located at (0.5, 1). The exact outage

probability curves are plotted from (7.12). For a given value of PPUtx , the results show

that the outage probability decreases as the interference power constraint PI increases.

This is due to the fact that SS and SR can transmit with higher power to offset the

interference imposed by the PU-Txs at SR and SD, respectively, as PI increases. It is also

observed that for large value of PI (∼ 20dB), the outage probability increases as PPUtx

decreases. This is contradictory to the conclusion in underlay spectrum sharing network

without energy harvesting that the outage probability decreases as PPUtx decreases. The

reason is that when the value of PPUtx is low (e. g. PPUtx = 2 dB), the energy harvested

from the PU-Txs is small, which can not support high transmit power. Thus, the outage

probability with low PU transmit power (e.g., PPUtx = 2 dB) can not compete with that

with high PU transmit power (e. g. PPUtx = 5 or 10 dB). However, when the allowed
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Figure 7.4: The throughput as a function of PI forM = N = 3 and PPUtx = 2,
and 10 dB.

interference power (PI) is small, the energy harvested from PU-Tx is enough for low

power transmission, e.g., the outage probability for PPUtx = 2 dB is lower than that

for PPUtx = 5 and 10 dB, when PI = 0 ∼ 12 dB. More investigations show that the

outage probability reaches some error floors due to the fact that there is a limit on the

maximum transmit power at which SS and SR can transmit given the limitation on the

harvested energy in that time slot.

Fig. 7.4 plots the throughput in delay-sensitive and delay-tolerant modes as a function

of PI for various transmit power from the PU-Txs. The cluster of PU-Txs is located

at (0.5, 1). The results show that the throughput increases as PI increases. This is

because SS and SR can transmit at higher transmission power without causing interfer-

ence beyond PI as it increases. It is expected that the throughput to reach an asymptotic

value as PI goes to infinity because SS and SR can use all the harvested energy to trans-

mit information without causing interference beyond PI . The curve representing the

delay-sensitive throughput for PPUtx = 10 dB seems to approach that for PPUtx = 2 dB.

However, further investigation shows that the delay-sensitive throughput does not con-

verge to the same value necessarily. It is also observed that delay-tolerant throughput
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Figure 7.5: The outage probability as a function of PPUtx for M = N = 3.

for PPUtx = 10 dB reaches an asymptotic value larger than that for PPUtx = 2 dB. This is

due to the fact that SS and SR can harvest more energy with PPUtx = 10 dB and trans-

mit information at higher transmit power as PI increases. The throughput results for

delay-sensitive mode is lower than those in delay-tolerant as expected. In delay-sensitive,

the data is time sensitive and therefore, the information is transmitted at a fixed rate.

If the rate is above the channel rate, the outage occurs and the throughput suffers. In

delay-tolerant transmission mode, the transmission rate is flexible due to the fact that

the data at SS can tolerate delays. Therefore, the throughput of delay-tolerant mode is

larger than that of delay-sensitive.

Fig. 7.5 plots the outage probability as a function of PPUtx for various locations of

PU-Tx cluster. It is assumed that PI = 0 dB. The exact outage probability curves are

plotted using (7.12). Note “PUtx@” in the legend of 7.5 denotes “PU-Tx cluster is located

at”. The outage probability is large at low PU transmit power (e.g., PPUtx = −20 dB),

because SS and SR harvest insufficient energy for reliable information transmission at

low PPUtx values. The results also show that the outage probability first decreases and

then increases as a function of PPUtx . The decrease trend in the outage probability is
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due to the fact that SS and SR can harvest more energy from the primary network as

PPUtx increases and therefore, can transmit information successfully at higher transmit

power levels. However, the harmful effects brought by the interference from the PU-

Txs at SR and SD offset the benefits gained from the energy harvesting at SS and SR.

As a result the outage probability increases. Note that this first decreasing and then

increasing behavior of the outage probability is different from the conventional spectrum

sharing network with sufficient energy supply that the outage probability only increases

monotonically as PPUtx increases. The outage probability for the secondary network

increases as the interference power at SR and SD increases. However, when the energy

constraints imposed by the energy harvesting is considered, the outage probability is very

large when low amount of energy is harvested and it decreases as more energy becomes

available. Therefore, it is observed the outage probability decrease and then increase as

as PPUtx increases.

Interestingly, the outage probability decreases as the cluster of PU-Tx moves towards

SS and away from SR and SD. This is because less interference is imposed on SR and

SD while more energy is harvested at SS (and SR), as the PU-Tx is moving towards SS

and away from SR and SD. As a result, SS and SR can transmit information successfully

at high power levels, and hence the outage probability for a given PPUtx improves.

Fig. 7.6 plots the outage probability as a function of PPUtx for various PI values.

It is assumed that the PU-Tx is located at (0, 1). The analytical results for the outage

probability is plotted using (7.12). The first decreasing and then increasing behavior of

the outage probability is observed as PPUtx increases similar to that observed in Fig.

7.5. In addition, it is observed that the outage probability improves as PI increases.

This is predictable since higher interference power constraint PI allows higher transmit

power at SS and SR, which results in lower outage probability. The minimum outage

probability shifts to right as PI increases from 0 dB to 20 dB. This behavior can be

explained as follows: 1) as PPUtx increases, SS and SR can use higher transmit power

to offset the interference from the PU-Txs at SR and SD, respectively, and 2) as PI
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Figure 7.6: The outage probability as a function of PPUtx for N =M = 3 and
PI = 0, 10, and 20 dB.

−20 −10 0 10 20
0

0.5

1

1.5

 

 

T
h
r
o
u
g
h
p
u
t 

(
b
it

s
/s

/H
z
)

P  = 20 dB

        0  dB

P  = 20 dB

       0   dB

Simulation

Delay-sensitive

Delay-tolerant

P     (dB)
txPU

I

I
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increases, the transmit power constraints at SS and SR relaxes, therefore, allowing SS

and SR to transmit at higher power levels without imposing interference beyond PI . As

a result, the minimum outage probability is achieved at higher PPUtx values (i.e., shift

to the right).
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Fig. 7.7 plots the throughput for delay-sensitive and delay-tolerant transmission

modes as a function of PPUtx , where PU-Tx is assumed to be located at (0, 1). It is

shown that the throughput increases and then decreases as a function of PPUtx . In the

extremely low PPUtx region (i.e., −20 ∼ −10 dB), the positive effect of increased energy

harvested from primary network dominates the throughput performance such that the

throughput increases with increasing PPUtx . In the high PPUtx region (i.e., 10 ∼ 20 dB),

the detrimental effect of the interference from the PU-Tx dominates the throughput

performance, such that the throughput decreases as PPUtx increases. It is also observed

that the maximum throughput increases and moves to the right as PI increases. This

is due to the fact that when PI is relaxed (i.e., increased), SS and SR can transmit at

higher power levels to offset the interference from PU-Txs at SR and SD, respectively,

as PPUtx increases. Note that similar to the discussion in Fig. 7.4, the throughput in

delay-tolerant mode is higher than that in delay-sensitive mode.

Fig. 7.8 plots the exact outage probability and asymptotic outage probability as

a function of M for various PU-Tx positions. It is assumed that PI = 10 dB and

PPUtx = 0 dB. The exact outage probability and asymptotic outage probability curves are
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Figure 7.9: The throughput as a function of M for N =M , PI = 10 dB, and
PPUtx = 0 dB.

plotted using (7.12) and (7.23), respectively. The results from the large analysis converge

to those from the exact analysis as the number of PU transceivers approaches infinity.

There exists an optimal M which achieves the minimum outage probability. It is shown

that the outage probability decreases and then increases as the number of PU transceivers

grows large. Since SS and SR can harvest energy from all PU-Txs, it is natural to assume

that the opportunity to harvest energy from the primary network increases as the number

of PU-Txs increases. In order to improve the system outage probability given by (7.12),

SS and SR can forward information at higher transmit power as the harvested energy

improve. However, the harmful impact of the interference imposed on the secondary

network from the primary network counterbalances the benefits gained from the energy

harvesting as the number of PU-Txs increases. Similar to the observation in Fig. 7.5,

a lower outage probability can be achieved when the PU-Tx is far from SD and SR

, and close to SS for the each M value. Given the system parameters in this figure,

the minimum outage probabilities for the PU-Tx located at (0, 1) and (0.5, 1) are when

M = 2 and M = 3, respectively. This also shows that increasing the number of PUs can

not guarantee lower outage probability.
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Fig. 7.9 plots the throughput for delay-sensitive and delay-tolerant transmission

modes as a function of M . It is assumed that PI = 10 dB, PPUtx = 0 dB, and the PU-

Tx is located at (0, 1). It is shown that the throughput increases and then decreases as a

function of M . It is observed that the throughput approaches to zero as M grows large

(M ∼ 100) due to excessive interference power from PU-Txs at SR and SD. The large

interference power disables SS and SR from communicating the information to SD. The

throughput results from the large analysis converges to those from the exact analysis as

M increases.

Fig. 7.10 plots the throughput for delay-sensitive and delay-tolerant transmission

modes versus α for various values of M . It is assumed that PPUtx = 0, PI = 10 dB,

and the position of PU-Txs is at (0, 1). The results show that the throughout increases

and then decreases as a function of α. For small values of α (∼ 0), SS and SR harvest

insufficient energy for a reliable information transmission due to short energy harvesting

periods and therefore, the throughput is low. For large values of α (∼ 1), SS and SR

are unable to transmit reliably due to short information transmitting periods. As α

increases from small values to large values, the throughput is influenced by the tradeoff
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between the energy harvesting and information transmission periods. It is observed

that the delay-sensitive and delay-tolerant throughput improve when the number of PU

transceivers increase from 5 to 10. This is due to the fact that the negative effects brought

by the interference from PU-Txs on SR and SD offsets the positive effects brought by

harvesting energy from PU-Txs on SS and SR. The results also show that the optimal α

value is not necessarily the same for the delay-sensitive and delay-tolerant transmission

modes.

Remark 1: The value chosen for α greatly impacts the outage probability and

the throughput of the secondary network. As the value of α increases from 0 to 1,

more energy may be available at SS and SR but less time is available to transmit the

information. It is desired to find a value for α which maximize the throughput. The

optimal value of α can be evaluated numerically (and off-line) using search methods for

(7.13) and (7.14). Note that the closed form expression for the optimal α is not tractable

due to the complexity of the throughput expressions.

Remark 2: It is desired to deploy SS, SR, and SD at the locations (with respect to

the primary network) where the outage probability is minimized and the throughput is

maximized. For example, the secondary network can be deployed so that the PU-Txs

are located near SS and SR for energy harvesting and away from SR and SD to reduce

interference power at SR and SD. In order to reduce the interference from SS and SR

at the primary network, it is desired that SS and SR are far from the PU-Rx. This can

be observed in Fig. 7.5, at the location where the outage probabilities as a function of

PPUtx for four PU-Tx locations are illustrated. If the system engineer can deploy the

secondary network network at a desired location and the PU-Tx and the PU-Rx are

immobile, the optimal location of SS, SR, and SD with respect to the PU-Tx and the

PU-Rx can be obtained. Although a closed-form solution for the optimal location of SS,

SR, and SD from (7.12) is intractable, the solution can be obtained offline by numerical

searching methods.
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7.6 Summary

A wireless energy harvesting protocol was proposed for an underlay cognitive relay net-

work with multiple primary transceivers. The exact analysis as well as asymptotic anal-

ysis of the outage probability and throughput as the number of PU transceivers goes

to infinity were performed. Expressions for the exact outage probability and the exact

throughput for two transmission modes, namely delay-sensitive and delay-tolerant, were

derived. For a sufficiently large number of PUs transceivers, the closed-form expressions

for the asymptotic outage probability and delay-sensitive throughput and an analytical

expression for the asymptotic delay-tolerant throughput were derived. The results shown

that the detrimental effect caused by the interference from the multiple PU-Txs at the

secondary network offsets the benefits brought by harvesting energy when the number of

PU transceivers is large. The results also shown that as PU-Txs move closer to SS and

farther away from SR and SD, more energy is harvested at SS and less interference is

imposed on SR and SD, such that the outage probability of secondary network improves.



Chapter 8

K-tier Heterogeneous Cellular
Networks with Wireless Power
Transfer

8.1 Introduction

In this chapter, inspired by the joint design of DL power transfer and UL information

transmission in WPCNs in [117, 118], a new breed of multi-cell wireless powered HCNs

is proposed in which all the multiple antennas BSs with constant power supply provide

RF energy to the single antenna MTs without internal energy sources in the DL, then

the MTs utilize the harvested energy to deliver the information to the BSs in the UL.

Stochastic geometry is used to model and analyze the proposed HCNs. This work pio-

neers the modeling of RF wireless power transfer in multi-tier HCNs. The goal is to

address the fundamental questions surrounding the effect of DL power transfer on the

UL information transmission. The main contributions of this paper are summarized as

follows:

• A tractable model for both DL wireless power transfer and UL information trans-

mission in HCNs with biased-received-power cell association policy is defined.

Assuming large storage battery at each MT, the expression for the exact aver-

age received power of typical MT associated with kth tier via the DL power is

158



Chapter 8. K-tier Heterogeneous Cellular Networks with Wireless Power Transfer 159

0 0.5 1 1.5 2
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

X coordinate (km)

Y
 c

o
o

rd
in

a
te

 (
km

)

Figure 8.1: Two-Tier HCNs.

derived. Importantly, the results show that the dedicated signal from the typical

BS with MRT BF contributes far more energy than the interference signals from

other BSs in different tiers to the average received power of typical MT. It is also

revealed that the average received power of typical MT associated with kth tier

will not change by increasing the number of antennas at the interfering tier BS.

• Based on the average received power, the exact expression for the UL outage prob-

ability and UL average ergodic rate are derived to characterize the link reliability

and the spectral efficiency. The results show that the overall outage probability

and overall average ergodic rate may not necessarily be improved by increasing

the density of picocell BS, the transmit power of BS in a specific tier, and the

bias factor of picocell. It is surprising that the UL performance is not signifi-

cantly improved by increasing the time allocation factor and improving the energy

conversion efficiency.

• To examine the impact of massive antenna arrays at all BSs, the expression for the

asymptotic averaged received power, asymptotic outage probability, and asymp-

totic average ergodic rate, as the number of antennas at BSs goes to infinity, are
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derived. These asymptotic expressions are more easy to compute than the exact

expressions. It is confirmed that the asymptotic and the exact results converge

as the number of antennas grows large. An important observation is that the UL

performance is significantly improved with the help of massive antenna arrays.

8.2 System Description

This Chapter considers the K-tier HCNs in which the BSs of each tier are spatially

distributed in R2 according to K independent homogeneous PPPs, Φk, with density λk.

Fig. 8.1 gives an example for the Two-tier HCNs topology. Each tier is assumed to have

a different transmit power, Pt,k, a different path-loss exponent, ηk, and a different bias

factor, Bk, for k ∈ {1, · · · ,K} [33, 197, 198]. In addition, the MTs are assumed to be

spatially distributed in R2 according to a homogeneous PPP, ΦU with density λu. The

density of the MTs is assumed to be much higher than that of the tiers of the BSs, such

that saturated traffic conditions hold, i.e., all the BSs are active and serve one MT in

the channel use of interest. The users in each cell of each tier transmit in orthogonal

channel uses, similar to [199]. Furthermore, full-frequency reuse is assumed [33].

In any tier, each MT and each BS are assumed to be equipped with 1 and N antennas,

respectively. Each MT is equipped with a rechargeable battery with large storage and is

capable of converting the RF received power into a direct current (DC) voltage/current

in order to recharge the available battery. An harvest-then-transmit communication

protocol for wireless power transfer is considered [117]. More specifically, let T denote
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the duration of a communication block, which comprises DL and UL transmissions (see

Fig. 8.2). Without loss of generality, it is assumed that T = 1. Let 0 ≤ α ≤ 1. The

first and second sub-blocks of duration αT and (1− α)T are allocated for DL and UL

transmissions, respectively. In the DL, the typical MT harvests energy from all the active

BSs of the K-tier heterogeneous cellular network. In the UL, the typical MT transmits

information towards its serving BS. The fading channels in DL and UL transmissions

are assumed to be quasi-static, i.e., they are fixed in the sub-blocks and independently

change from one block to another.

8.2.1 Cell Association

Without loss of generality, using the Slivnyak-Mecke’s theorem [200], it is assumed that

the typical MT is located at the origin. The biased-received-power (BRP), Pr,k, from a

BS at the location x ∈ R2 can be formulated as follows:

Pr,k = Pt,k ∥x∥−ηk Bk (8.1)

where ∥x∥ denotes the BS-to-MT distance and Bk is the bias factor.

A cell association criterion based on DL maximum BRP is considered [197]. Accord-

ingly, the selected serving BS x∗ can be formulated as follows:

x∗ = argmax
x∈{x∗

k}
Pt,k ∥x∥−ηk Bk,

with x∗k = argmax
x∈Φk

Pt,k ∥x∥−ηk , (8.2)

where x∗k for k ∈ {1, . . . ,K} denotes the BS in kth tier that is closest to the MT, and

Φk denotes the sets of BSs with various locations in kth tier.

It is worth mentioning that: i) if Bk = 1 for k ∈ {1, . . . ,K}, the MT is served by the

BS providing the best received power and ii) if Bk = 1/Pt,k, the MT is served by the BS
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providing the smallest path-loss [197].

To facilitate the analysis, the per-tier association probability of K-tier HCNs with

BRP is derived in [197] as the following lemma.

Lemma 9. The probability that the typical MT is associated with the BS in the kth tier

is given by [197]

Wk = 2πλk

∫ ∞

0
r exp

{
−

K∑
j0=1

ζk,j0r
2ηk/ηj0

}
dr, (8.3)

where

ζk,j =πλjρj,k
2/ηj , ρj,k = Pt,jBj/Pt,kBk. (8.4)

From [197, Eq.(4)], it is proved that the MT tends to associate with the BS in the tier

with higher density of BSs, transmit power of BSs, and bias. More importantly, the BS

density in kth tier dominates the probability that the typical MT is associated with the

BS in the kth tier.

According to [197], the PDF of the distance
∥∥∥xBkx∗

∥∥∥ between the typical MT and its

associated BS in the kth tier is presented in the following lemma.

Lemma 10. The PDF of the distance between the typical MT and its associated BS in

the kth tier is [197]

f∥∥∥xBkx∗

∥∥∥ (x) = x

Πk
exp

{
−

K∑
j=1

ζk,jx
2ηk/ηj

}
, (8.5)

where

Πk =

∫ ∞

0
r exp

{
−

K∑
j0=1

ζk,j0r
2ηk/ηj0

}
dr, (8.6)

where ζk,j0 is given in (8.4).
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8.2.2 DL Power Transfer

In the DL power transfer phase, each N -antenna BS uses MRT BF for transmitting

towards the intended MT located at the origin. This MT is denoted by u0. Let the

typical MT be served by a BS belongs to tier k.

For mathematical tractability, a short range propagation model is considered for the

calculation of the received power at the intended MT to avoid the singularity caused by

proximity between BSs and mobiles as [57, 201].

For a typical MT u0 located at the origin that associated with its serving BS Skx∗ in

the kth tier, its received power is presented as

Pru0,k
=Pt,Skx∗

∥∥∥hSkx∗

∥∥∥2L0

(
max

{∥∥∥xSkx∗

∥∥∥ , d})−ηk︸ ︷︷ ︸
ISkx∗

+

K∑
j=1

∑
Sx∈Φj\Skx∗

Pt,Sj

∣∣∣hSxu0

gH
Sxuj∥∥gSxuj

∥∥∣∣∣
2

L0(max {∥xSxu0∥ , d})
−ηj

︸ ︷︷ ︸
ISx

, (8.7)

where d ≥ 1 is a constant value, L0 is the path loss for a reference distance r0 = 1, which

is typically (4π/v)−2, and v is the wavelength. In (8.7), hSkx∗
∈ C1×N is the small-

scale fading channel vector from the serving BS in the kth tier to the the typical MT

, hSxu0 ∈ C1×N is the small-scale fading interfering channel vector from the interfering

BS at a location x to the typical MT, and
gH
Sxuj∥∥∥gSxuj

∥∥∥ is the MRT BF vector of interfering

BS at a location x, where gSxuj ∈ C1×N is the small-scale fading channel vector from

the interfering BS at a location x to its associated MT. All the channels are assumed

to experience Rayleigh fading such that
∥∥∥hSkx∗

∥∥∥2 ∼ Gamma (N, 1). According to [156],

hSxu0

gH
Sxuj∥∥∥gSxuj

∥∥∥ is a zero-mean complex Gaussian variable, which is independent of gH
Sxuj

,

such that
∣∣∣hSxu0

gH
Sxuj∥∥∥gSxuj

∥∥∥
∣∣∣2 ∼ exp (1).
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8.2.3 UL Information Transmission

In the UL information transmission phase, the MTs keep associated with their serving

BSs that powered them in the DL power transfer phase 1, and consume the stored

energy to transmit the information signals to their corresponding BSs. Remind that it

is assumed that the saturated traffic conditions holds, and each BS only serves one user

per channel in each snap of time [199]. As such, the density of interfering users on each

channel is λu =
K∑
k=1

λk.

The MTs are assumed to have large energy storage that enables reliable transmission

power. As suggested by Lemma 2 in [57], for the MTs with large storage battery, the

randomness of instantaneous received power is lost and the active MTs in the kth tier

can transmit with fixed power up to Ptu,k = ϕE
{
Pru0,k

}
, where ϕ = η α

1−α
2. Here, η is

the the RF-to-DC conversion efficiency [203].

In the UL information transmission phase, each N -antenna BS employs MRC to

combine the received signals. The SINR at the typical BS with MRC in the kth tier is

given by

SINRk =
ϕE
{
Pru0 ,k

}∥∥∥hu0,Skx∗

∥∥∥2L0

∥∥∥xu0,Skx∗

∥∥∥−ηk

IU + δ2
, (8.8)

where IU =
K∑
j=1

IU,j , IU,j =
∑

ux,j∈Φ̃j\u0
ϕE
{
Pruj ,j

}∣∣∣ hH
u0,Skx∗∥∥hH
u0,Skx∗

∥∥hux,j ,Skx∗

∣∣∣2L0

∥∥xux,j ,Skx∗

∥∥−ηj ,

hu0,Skx∗
∈ CN×1 is the small-scale fading channel vector from the typical MT u0 to its

serving typical BS in the kth tier, hux,j ,Skx∗
∈ CN×1 is the small-scale fading interfering

channel vector from the interfering MT ux,j in the jth tier to the typical BS in the kth

tier,
hH
u0,Skx∗∥∥∥∥hH
u0,Skx∗

∥∥∥∥ is the MRC vector of the typical BS in the kth tier, Φ̃j is the point process

representing the interfering MTs in the jth tier, and δ2 is the noise power.

1In the current conventional cellular networks, the UL cell association is based on DL cell association
criterion [202].

2The processing power for UL is ignored as [117].
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8.3 System-Level Performance Evaluation of DL Power Trans-

fer

In this section, it is assumed that the typical MT located at the origin, and associated

with the kth tier BS. To determine the transmit power of the typical MT, the average

received power at the typical MT in the kth tier is derived based on (8.7) in the following

theorem.

8.3.1 Average Received Power

8.3.1.1 General Case

Theorem 20. The average received power at the typical MT associated with kth tier BS

using BRP cell association rule is given by

E {Pru,k} =
Pt,Bkx∗

NkL0

Πk

(
d−ηkΨ1 +Ψ2

)
+
L0

Πk

K∑
j=1

2πPt,jλj

(
Ψ3 + (ηj − 2)−1Ψ4

)
,

(8.9)

where

Ψ1 =

∫ d

0
x exp{−

K∑
j1=1

ζk,j1x
2ηk/ηj1}dx

Ψ2 =

∫ ∞

d
x−(ηk−1) exp{−

K∑
j2=1

ζk,j2x
2ηk/ηj2}dx

Ψ3 =

∫ χ

0

x

2dηj

(
ηjd

2

(ηj − 2)
− ρj,k

2/ηjx2ηj/ηk
)
exp{−

K∑
j3=1

ζk,j3x
2ηk/ηj3}dx

Ψ4 =

∫ ∞

χ

x exp{−
∑K

j4=1 ζk,j4x
2ηk/ηj4}(

ρj,k1/ηjxηj/ηk
)ηj−2 dx,

χ =dηk/ηjρj,k
−ηk/ηj2 . (8.10)
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Proof. See Appendix F.1.

The results in Theorem 20 is in single integral, which can be easily computed using

Matlab. In the following, the average received power of typical MT in HCNs with equal

path loss exponent for each tier is presented in simple closed-form.

8.3.1.2 Special Case 1: Equal path loss exponent for all tiers

Corollary 7. With {ηk} = η, the average received power of typical MT associated with

the kth tier is given by

E {Pru,k} =

Pt,kNkL0

[(
1− exp

{
−d2ϖk

})
d−η +

(
ϖk

) η
4 d−

η
2 exp

{
−1

2
d2ϖk

}
W

− η
4
, 1
2

(
1− η

2

)(d2ϖk

)]
+

K∑
j=1

πPt,jλjL0

[ η

η − 2
d(2−η)

(
1− exp

{
−ϖkd

2ρj,k
−2
})

−
ρj,k

2/η

dηϖk
Υ
(
2, ϖkd

2ρj,k
−2/η

)
+ 2(η − 2)−1ρj,k

1
η
− 1

2ϖk
7
2
− 3η

4 d−
η
2
+1 exp{−d

2

2
ρj,k

− 2
ηϖk}W−(η/2−1)/2,−η/4

(
d2ρj,k

−2/ηϖk

)]
,

(8.11)

where

ϖk =

K∑
j1=1

ζk,j1 =

K∑
j1=1

πλj1(Pt,j1Bj1/Pt,kBk)
2/η, (8.12)

and Wλ,µ (z) is Whittaker function.

Proof. See Appendix F.2.
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8.4 System-Level Performance Evaluation of UL Informa-

tion Transmission

To focus on the impact of DL wireless power transfer, the power control is not considered

in the UL transmission [199]. Two important performance metrics of UL transmission

in HCNs are characterized: the outage probability and the average ergodic rate.

8.4.1 Outage Probability

With RF wireless power transfer in HCNs, the outage probability becomes a crucial met-

ric, which reflects the energy efficiency of DL power transfer and transmission reliability

of UL information delivering. Here, the outage occurs when the instantaneous UL SINR

is less than the target SINR. Considering that the typical MT may associated with any

tier but only one tier in HCNs, the outage probability is given by [34]

Pout =
K∑
k=1

WkPout,k, (8.13)

where Wk is the association probability that the typical MT is associated with the kth

tier given in (8.3), Pout,k is the outage probability of a typical MT associated with kth

tier.

For a target SINR γth and a typical MT at a distance
∥∥∥xu0,Bkx∗

∥∥∥ from its associated

BS, the kth tier outage probability is defined as

Pout,k

(
γth
)
= E∥∥∥xu0,Skx∗

∥∥∥
{
Pr
(
SINRk

(∥∥xu0,Skx∗

∥∥) ≤ γth

)}
. (8.14)
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8.4.1.1 General Case

Theorem 21. The UL outage probability of a typical MT in the kth tier is derived as

Pout,k (γth) =1− 1

Πk

∫ ∞

0
x exp

{
−σ2τkγthxηk −

K∑
j=1

x
2ηk
ηj

(
ϑk,j(γth)

2
ηj + ζk,j

)}
dx

− 1

Πk

N−1∑
m=1

ϕ−m

(−1)m
∑ 1

m∏
i=1

mi!i!mi

∫ ∞

0
x exp

{
−σ2τkγthxηk −

K∑
j=1

x
2ηk
ηj

(
ϑk,j(γth)

2
ηj + ζk,j

)}
(
−σ2τkϕγthxηk −

K∑
j=1

ϑk,j(γth)
2
ηj

2

ηj
ϕx

2ηk
ηj

)m1
m∏
l=2

(
−

K∑
j=1

ϑk,j(γth)
2
ηj

l−1∏
i=0

( 2
ηj

− i
)
ϕlx

2ηk
ηj

)ml

dx,

(8.15)

where

ϑk,j =πλj

(
E

{
Pruj ,j

}/
E

{
Pru0 ,k

}) 2
ηj Γ
(
1 +

2

ηj

)
Γ
(
1− 2

ηj

)
, (8.16)

τk =
(
ϕE
{
Pru0 ,k

}
L0

)−1
, (8.17)

ζk,j and E
{
Pru0 ,k

}
are given in (8.4) and (8.9).

Proof. See Appendix F.3.

The expression for the outage probability in general case is single integral, which is

easy to be evaluated.

In the UL transmission of HCNs, when the density of MTs is dense, the interference

power from those interfering MTs in each tier may dominate the performance, and the

thermal noise can be ignored. To gain more insights, the UL outage probability with no

noise in a simple closed-form is presented in the following corollaries.
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8.4.1.2 Special Case 1: No noise, equal path loss exponent for each tier

Corollary 8. When σ2 = 0 and {ηk} = η, the outage probability of a typical MT

associated with the kth tier is derived as

Pout,k (γth) =1− (1 +ϖk
−1

K∑
j=1

ϑk,j(γth)
2
η )−1 −

N−1∑
m=1

ϕ−m

(−1)m
∑ ϖk

m∏
i=1

mi!i!mi

m∏
l=1

(
−

K∑
j=1

ϑk,j(γth)
2
η

l−1∏
i=0

( 2
ηj

− i
)
ϕl
)ml

Γ
( m∑
l=1

ml + 1
)(
ϖk +

K∑
j=1

ϑk,j
(
γth
) 2

η

)−(1+ m∑
l=1

ml

)
,

(8.18)

where ϖk and ϑk,j are given in (8.12) and (8.16).

Note that substituting {ηk} = 4 into (8.18), the outage probability of a typical MT

associated with the kth tier in HCNs with the same path loss exponent {ηk} = 4 is

obtained.

The outage probability of a typical MT associated with the kth tier in HCNs with

no noise, equal path loss exponent, and single antenna BSs is presented in the following

corollary.

8.4.1.3 Special Case 2: No noise, equal path loss exponent, single antenna

Corollary 9. When σ2 = 0, {ηk} = η and Nk = 1, the outage probability of a typical

MT associated with the kth tier is derived as

Pout,k (γth) =
1

ϖk
K∑

j=1
ϑk,j(γth)

2
η

+ 1
, (8.19)
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where

ϖk

K∑
j=1

ϑk,j

=

K∑
j=1

[ (Pt,j1Bj1/Pt,kBk)(
E

{
Pruj ,j

}/
E

{
Pru0 ,k

})]2/η(Γ(1 + 2/η)Γ(1− 2/η))−1 (8.20)

Remark 3. Here are some observations from (8.19):

• Intrinsically, the UL outage probability is determined by the density of BSs in each

tier;

• It is revealed that the outage probability is independent of the RF-to-DC conversion

efficiency, and the ratio between the time allocated to the DL power transfer and

the UL informations transmission. This is because for no noise case (δ2 = 0), the

term ϕ = η α
1−α in (8.8) is counteracted, and the UL SINR is independent of ϕ.

• More importantly, the path loss exponent and the ratio of BS transmit power

between different tiers determine the DL outage probability.

Note that substituting {ηk} = 4 into (8.19), the outage probability of a typical MT

associated with the kth tier in HCNs with the same path loss exponent {ηk} = 4 for

each tier and single antenna BS is obtained.

8.4.2 Average Ergodic Rate

In K-tier HCNs, the average ergodic rate is an important performance indicator for

spectral efficiency. Similar as the definition of the overall outage probability of HCNs in

(8.13), the overall average ergodic rate of HCNs is given by [34]

R =

K∑
k=1

WkRk, (8.21)

where Wk is given in (8.3), and Rk is the average ergodic rate of a typical MT associated

with kth tier, which represents the average data rate of a random MT associated with
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kth tier including single active user per cell.

For a typical randomly located MT at a distance
∥∥∥xu0,Bkx∗

∥∥∥ from its associated BS,

the average ergodic rate of a typical MT associated with kth tier is defined as

Rk = E∥∥∥xu0,Skx∗

∥∥∥
[
ESINRk

[
ln
(
1 + SINRk

(∥∥∥xu0,Skx∗

∥∥∥))]] . (8.22)

8.4.2.1 General Case

The average ergodic rate of a typical MT associated with the kth tier is derived in the

following theorem.

Theorem 22. The average ergodic rate of a typical MT associated with the kth tier is

derived as

Rk =
1

Πk

∫ ∞

0

∫ ∞

0

r

1 + x
exp
{
−σ2τkxrηk −

K∑
j=1

(
ϑk,jx

2
ηj + ζk,j

)
r

2ηk
ηj

}
dxdr

− 1

Πk

N−1∑
m=1

ϕ−m

(−1)m
∑ 1

m∏
i=1

mi!i!mi

∫ ∞

0

r

1 + x
exp

{
−σ2τkxrηk −

K∑
j=1

(
ϑk,jx

2
ηj + ζk,j

)
r

2ηk
ηj

}
(
−σ2τkϕxrηk −

K∑
j=1

ϑk,j
2

ηj
ϕx

2
ηj r

2ηk
ηj

)m1
m∏
l=2

(
−

K∑
j=1

ϑk,j

l−1∏
i=0

( 2
ηj

− i
)
ϕlx

2
ηj r

2ηk
ηj

)ml

dxdr

(8.23)

where ϑk,j, τk, ζk,j and E {Pru,k} are given in (8.16), (8.17), (8.4) and (8.9), respectively.

8.4.2.2 Special Case 1: No noise, equal path loss exponent

The average ergodic rate of a typical MT associated with the kth tier in HCNs with no

noise and equal path loss exponent is presented in the following.

Corollary 10. When σ2 = 0 and {ηk} = η, the average ergodic rate of a typical MT
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associated with the kth tier is derived as

Rk =∫ ∞

0
ϖk

[
(1 + x)

(
ϖk +

K∑
j=1

ϑk,jx
2
η
)]−1

dx− 1

Πk

N−1∑
m=1

ϕ−m

(−1)m
∑ 1

m∏
i=1

mi!i!mi

m∏
l=1

Γ
( m∑
l=1

ml + 1
)

(
−

K∑
j=1

ϑk,j

l−1∏
i=0

(
2

η
− i

)
ϕlx

2
η

)ml
∫ ∞

0
ϖk

[
(1 + x)

(
ϖk +

K∑
j=1

ϑk,jx
2
η

)( m∑
l=1

ml+1
)]−1

dx.

(8.24)

The result in the corollary is composed of single integration, and can be easily com-

puted.

8.4.2.3 Special Case 2: No noise, equal path loss exponent, single antenna

The average ergodic rate of a typical MT associated with the kth tier in HCNs with no

noise, equal path loss exponent, and single antenna at each BS is presented.

Corollary 11. When σ2 = 0, {ηk} = η, and N = 1, the average ergodic rate of a typical

MT associated with the kth tier is derived as

Rk =

∫ ∞

0

[
(1 + x)

(
1 + x

2
η

K∑
j=1

ϑk,j

ϖk

)]−1
dx. (8.25)
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8.4.2.4 Special Case 3: No noise, equal path loss exponent η = 4, single

antenna

Corollary 12. When σ2 = 0, {ηk} = 4, and N = 1, the average ergodic rate of a typical

MT associated with the kth tier reduces to

Rk =
[
π
( K∑
j=1

ϑk,j

ϖk

)
− 2 log

( K∑
j=1

ϑk,j

ϖk

)][
1 +

( K∑
j=1

ϑk,j

ϖk

)2]
, (8.26)

where

K∑
j=1

ϑk,j

ϖk
=

K∑
j=1

[ (Pt,j1Bj1/Pt,kBk)(
E

{
Pruj ,j

}/
E

{
Pru0 ,k

})]−2/η

Γ(1 + 2/η)Γ(1− 2/η). (8.27)

It is observed that (8.26) is in simple closed form. The average ergodic rate in (8.26)

is independent of the RF-to-DC conversion efficiency, and the ratio between the time

allocated to the DL power transfer and the UL information transmission.

8.5 Performance Evaluations: Asymptotic analysis

In this section, the asymptotic performance of K-tier HCNs in which each BS is equipped

with large antenna array, is analyzed. The asymptotic DL average received power, UL

outage probability and UL average ergodic rate of HCNs, when the number of antennas

at each BS goes to infinity, is then examined. To perform the asymptotic analysis, it

is assumed that all BSs in this network are equipped with same number of antennas

Nk = N .

According to the law of large numbers, it is known that

lim
N→∞

∥∥∥hu0,Skx∗

∥∥∥2 = N. (8.28)
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8.5.1 Microwave Power Transfer

In the DL HCNs with sufficiently large number of antennas N at the BS, the received

power at the typical MT associated with kth tier is rewrote using (8.28) as

P∞
ru0,k

=Pt,Skx∗
NL0

(
max

{∥∥∥xSkx∗

∥∥∥ , d})−ηk︸ ︷︷ ︸
I∞Skx∗

. (8.29)

Theorem 23. When N is sufficiently large, the average received power at the typical

MT in the kth tier with BRP cell association rule is derived as

E
{
P∞
ru,k

}
=
Pt,Skx∗

NL0

Πk

[
d−ηk

∫ d

0
x exp

{
−

K∑
j1=1

ζk,j1x
2ηk/ηj1

}
dx

+

∫ ∞

d
x−(ηk−1)exp

{
−

K∑
j2=1

ζk,j2x
2ηk/ηj2

}
dx
]
. (8.30)

It is seen that the average received power proportionally increases with N , i.e.

E

{
P∞
ru,k

}
∝ N .

8.5.2 UL Information Transmission

When the number of antennas at each BS is sufficiently large, by using (8.28), the SINR

of the UL transmission with MRC at the typical BS is given by

SINR∞
k =

ϕE
{
P∞
ru0 ,k

}
NL0

∥∥∥xu0,Skx∗

∥∥∥−ηk

I∞U + δ2
, (8.31)

where I∞U =
K∑
j=1

I∞U,j , and I
∞
U,j =

∑
ux,j∈Φ̃j\u0

ϕE
{
P∞
ruj ,j

}∣∣∣ hH
u0,Skx∗∥∥hH
u0,Skx∗

∥∥hux,j ,Skx∗

∣∣∣2L0

∥∥xux,j ,Skx∗

∥∥−ηj .

In (8.31), it is obtained that SINR∞
k ∝ E

{
P∞
ru,k

}
∝ N .
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8.5.2.1 Asymptotic Outage Probability

The asymptotic outage probability of a typical MT associated with the kth tier is pre-

sented in the following theorem.

Theorem 24. As N → ∞, the outage probability of a typical MT associated with the

kth tier is derived as

P∞
out,k (γth) =

1

2
+

1

πΠk

∫ ∞

0

∫ ∞

0
Im
[
exp

{
−jw

(
Nkr

−ηk(τkγth)
−1 − σ2

)}
ψ∗ (w)

] 1
w
dwr exp

{
−

K∑
j0=1

ζk,j0r
2ηk/ηj0

}
dr, (8.32)

where ψ∗ (w) is the conjugate of the characteristic function, and

ψ (w) = exp
{
−

K∑
j=1

λjπ
(
ϕE
{
Pruj ,j

}
L0

) 2
ηj Γ
(
1 +

2

ηj

)
Γ
(
1− 2

ηj

)
(jw)

2
ηj

}
. (8.33)

Proof. See Appendix F.4.

Due to the conjugate of the characteristic function and double integrations in (8.32),

the impact of system parameters on the UL performance can not be observed. However,

it is a much simplified expression compared with (8.15) having different sets of summation

that changes according to N .

8.5.2.2 Asymptotic Average Ergodic Rate

The asymptotic average ergodic rate of a typical MT associated with the kth tier when

N is sufficiently large is then presented in the following theorem.

Theorem 25. As N → ∞, the average ergodic rate of a typical MT associated with the
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kth tier is derived as

R∞
k

=
1

2
− 1

πΠk

∫ ∞

0

∫ ∞

0

∫ ∞

0
Im
[
exp

{
−jw

(
Nkr

−ηk(τkt)
−1−σ2

)}
ψ∗ (w)

]
exp

{
−

K∑
j0=1

ζk,j0r
2ηk/ηj0

} r

w (t+ 1)
dwdtdr, (8.34)

where ψ (w) is given in (8.33).

Even though the asymptotic average ergodic rate is composed of triple integrations,

the results is in more simple form with faster computation time compared with exact

average ergodic rate in (8.23).

8.6 Numerical results

In this section, the exact average received power, outage probability and average ergodic

rate are plotted using (8.9), (8.15) and (8.23), respectively, and the asymptotic outage

probability and the asymptotic average ergodic rate are plotted using (8.32) and (8.34),

respectively. The correctness of those analytical results are validated by Monte Carlo

methods as shown in each figure, where BSs and MTs are deployed as the given model.

In all figures, it is assumed that the path loss at 1 meters of L0 = −38.5 dB, and the

thermal noise σ2 = −104 dB for 10 MHz bandwidth. Even though the numerical results

are given for two-tier HCNs model, it can be easily expanded to K-tier HCNs without

loss of generality.

8.6.1 Impact of Number of BS Antennas and Picocell BS Density

In this subsection, the effect of the number of antennas at each BS and the density of

BSs in picocell on the DL average received power, the UL outage probability, and the

UL average ergodic rate of the proposed model is discussed. In Fig. 8.3(a), 8.3(b), and

8.3(c), it is assumed that α1 = 2.8, α2 = 2.5, λ1 = 10−3, B1 = B2 = 1, Pt,S1 = 46 dBm,
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Pt,S2 = 30 dBm, d = 1, γth = 10 dB, η = 0.5, and α = 0.45.

Fig. 8.3(a) plots the average received power at the typical MT versus the density

of picocell BS λ2 for various number of antennas at each BS. Following insights can

be observed: 1) As expected, the average received power of the MT in macrocell and

picocell increase with increasing λ2, due to the more energy harvested from the DL

power transfer with the number of BSs at the picocell increases. 2) For N1 = N2 = 6,

the average received powers with and without interference from macrocell and picocell

interfering BSs are compared. It is interesting to know that the energy harvested from

the ambient interference is small compared with the energy harvested from the associated

BS using MRT BF when λ2 is not high enough. This reflects that the energy harvested

from the direct BF source dominates the average received power. 3) It is seen that the

average received power of the MT in macrocell is higher and increases faster than the

counterpart of the MT in picocell. This can be explained by the fact that based on

(8.5), the increasing of λ2 decreases the distance
∥∥xSkx∗

∥∥ between the typical MT and

the associated BS, and the transmit power of macrocell BS is much higher than the

counterpart in picocell BS. 4) Furthermore, it is noticed that for N1 = 6, increasing

the number of antennas at the picocell BS N2 has no influence on the average received

power of the MT in macrocell; similarly, for N2 = 6, increasing the number of antennas

at macrocell BS N1 has no influence on the average received power of MT in picocell.

This is because changing the number of antennas at the interfering BS does not change

the distribution of
∣∣hSxu0

gH
Sxuj∥∥gSxuj

∥∥∣∣2 in (8.7).

Fig. 8.3(b) and Fig. 8.3(c) plot the UL outage probability and the UL average ergodic

rate versus the density of picocell BSs λ2 for various number of antennas at each BS.

Following are the observations: Firstly, it is observed that the UL outage probability

and the UL average ergodic rate of the UL transmission with the typical BS in macrocell

and picocell degrades with increasing λ2, which is due to the increased interference from

the other MTs in picocell. Second, It is shown that the overall outage probability and

overall average ergodic rate can hardly be improved by increasing the number of BS in
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Figure 8.3: Impact of Number of BS Antennas and Picocell BS Density

picocell.

Interestingly, it is further seen that the UL performance of the typical MT in a

specific cell with N1 = 6, N2 = 6 outperforms the counterpart with N1 = 6, N2 = 8,

and the UL performance of the typical MT in a specific cell with N1 = 8, N2 = 6

outperforms the counterpart with N1 = 6, N2 = 6, This can be explained by the fol-

lowing reason: In conventional HCNs without DL power transfer, increase the number

of antennas at the BS will not influence the aggregate interference with fixed trans-

mit power on the macrocell BS. In the HCNs with DL power transfer, increasing N2
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will only increase the average received power at the typical MT in picocell E
{
Pru2 ,2

}
.

By rewriting the SINR at the typical macrocell MT in two-tier HCNs as SINR1 =∥∥∥hu0,Skx∗

∥∥∥2L0

∥∥∥xu0,Skx∗

∥∥∥−ηk
Bk∑

ux,1∈Φ̃1\u0
G1+

∑
ux,2∈Φ̃2

E{Pru2 ,2}/E{Pru0 ,1}G2
, where Gj =

∣∣ hH
u0,Skx∗∥∥hH
u0,Skx∗

∥∥hux,j ,Skx∗

∣∣2L0∥∥xux,j ,Skx∗

∥∥−ηjBj , j ∈ [1, 2]. In this equation, increasing N2 does not change the

numerator, G1, G2, and E
{
Pru0 ,1

}
, but increases E

{
Pru2 ,2

}
, thus, the SINR1 decreases

and the outage probability and the average ergodic rate degrade. Similarly, increasing

N1 for the same N2 does not change G1, G2, and E
{
Pru2 ,2

}
, but E

{
Pru0 ,1

}
in numerator

increases, thus the UL SINR in macrocell increases, and the UL performance improves.

This is an important observation as it means that increasing the number of antennas at

BS in a specific tier does not always improve the performance.

8.6.2 Impact of BS Transmit Power

In this subsection, the effect of the transmit power at the BS on the DL average received

power, the UL outage probability, and the UL average ergodic rate are examined. In

Fig. 8.4(a), 8.4(b), and 8.4(c), it is assumed that α1 = 2.8, α2 = 2.5, λ1 = 10−3,

N1 = N2 = 6, B1 = B2 = 1, d = 1, γth = 10 dB, η = 0.5, and α = 0.45.

Fig. 8.4(a) plots the average received power at the typical MT versus the density of

picocell BS λ2 for various transmit power at the BS. Following insights can be observed:

1) The average received power can be improved by increasing the transmit power of BS

in either tier, which can be shown in (8.7). 2) The average received power of typical MT

in macrocell is higher and increases more sharply than the counterpart of typical MT in

picocell, which is due to the dominant effect of energy harvested from the associated BS

using energy BF.

Fig. 8.4(b) and Fig. 8.4(c) plot the UL outage probability and the UL average

ergodic rate versus the density of picocell BSs λ2 for various transmit power at the BS.

Following are the observations: 1) Interestingly, for Pt,B1 = 46 dBm, it is shown that the

UL performance in picocell with Pt,B2 = 30 dBm outperforms that with Pt,B2 = 37 dBm.
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Figure 8.4: Impact of BS Transmit Power

Based on (8.5), it is noticed that the distance between the typical MT and the associated

typical BS in the picocell increases with increasing Pt,B2 , thus the SINR of picocell BS

decreases, and the UL performance in picocell degrades. For Pt,B2 = 30 dBm, it is

observed that the UL performance in picocell with Pt,B1 = 53 dBm outperforms that

with Pt,B1 = 46 dBm. This can be explained by (8.5) that the distance between the

typical MT and the associated typical BS in the picocell decreases with increasing Pt,B1 ,

thus the SINR of picocell BS increases, and the UL performance in picocell improves.

Therefore, it is concluded that increasing the transmit power of picocell BS or macrocell



Chapter 8. K-tier Heterogeneous Cellular Networks with Wireless Power Transfer 181

BS will not always improves the UL performance. 2) It is further concluded that the

overall outage probability and overall average ergodic rate may not be improved by

increasing the transmit power of marcocell BS and picocell BS.

8.6.3 Impact of Biasing and Path Loss Exponent

In this subsection, the effect of the bias factor and the path loss exponent on the DL

average received power, the UL outage probability, and the UL average ergodic rate are

examined. In Fig. 8.5(a), 8.5(b), and 8.5(c), it is assumed that λ1 = 10−1, λ2 = 2×10−1,

Pt,B1 = 46 dBm, Pt,B2 = 30 dBm, N1 = N2 = 5, B1 = 1, d = 1, γth = 10 dB, η = 0.3,

and α = 0.45.

Fig. 8.5(a) plots the average received power at the typical MT versus the density of

picocell BS B2 for various path loss exponent. It is observed that the average received

power of the typical MT in macrocell increases with increasing B2. This is because with

the biased association, more macrocell MTs with low SINR become associated with the

picocell. In order to connect with macrocell BS, the distance between the typical MT

and its associated macrocell BS becomes smaller, thus more power from nearby marcocell

BSs are received at the typical marcocell MT. It is also seen that the average received

power of picocell BS and macrocell BS increases with decreasing α1 and α2, which is due

to the reduced path loss in both useful signal and interference.

Fig. 8.5(b) and Fig. 8.5(c) plot the UL outage probability and UL average ergodic

rate at the typical MT versus the density of picocell BSs B2 for various path loss expo-

nent. On one hand, with the increase of the bias factor B2, more macrocell MTs become

associated with the picocell BSs, which results in higher aggregate interference on the

picocell BS and degrades the UL performance in picocell. On the other hand, the typ-

ical MT associated with macrocell is able to transmit with higher power as increasing

the bias factor, which improves the UL performance in macrocell. It is also seen that

the overall UL performance can not be greatly improved by using biased association.
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Figure 8.5: Impact of Biasing and Path Loss Exponent

Furthermore, it is shown that the UL performance improves with increasing α1 and α2.

This is because the aggregate interference, which has dominant negative effect on the

SINR, decreases with increasing those path loss exponent.
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8.6.4 Impact of Energy Conversion Efficiency and Time Allocation Fac-

tor

In this subsection, the effect of the energy conversion efficiency and the time allocation

factor on the UL outage probability, and the UL average ergodic rate are examined. In

Fig. 8.6(a) and 8.6(b), it is assumed that α1 = 3.8, α2 = 3.5, λ1 = 10−3, λ2 = 2× 10−3,

Pt,S1 = 46 dBm, Pt,S2 = 30 dBm, N1 = N2 = 5, B1 = B2 = 1, d = 1, and γth = 10 dB.

Fig. 8.6(a) plots the outage probability versus the energy conversion efficiency η for

various time allocation factor α. One phenomenon out of expectation is that the outage

probability decreases with increasing η, and exists error floor in the high η region. This is

because, when η is small, the noise in (8.8) is not negligible, and SINR in (8.8) increases

with increasing η. However, when η is large, the aggregate interference overtakes the

effect of noise, the SIR can be used instead of SINR to quantify the performance. In this

case, SIR is not changed by increasing η. Remind that ϕ = η α
1−α . Similarly, it is instinct

to know that the outage probability decreases with increasing α
1−α , and exists error

floor. As we know 0.8/0.2 > 0.45/0.55 > 0.2/0.8, the outage probability with α = 0.8

outperforms that with α = 0.45, and it also outperforms that with α = 0.2. Therefore,

it is now concluded that the outage probability exists error floor when increasing the

energy conversion efficiency.

Fig. 8.6(b) plots the average ergodic rate versus the time allocation factor α for

various the energy conversion efficiency η. It is observed that the average ergodic rate

first increases with increasing α, then saturates to the rate ceiling. It is also seen that

the average ergodic rate increases with increasing η. These observations can be similarly

explained as Fig. 8.6(a).
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Figure 8.6: Impact of Energy Conversion Efficiency and Time Allocation Fac-
tor

8.6.5 Impact of BS Large Antenna Array

In this subsection, the effect of the BS large antenna array on the UL outage probability

and the UL average ergodic rate is examined. In Fig. 8.7(a) and 8.7(b), it is assumed

that N1 = N2, α1 = 3.8, α2 = 3.5, λ1 = 10−3, λ2 = 2 × 10−3, Pt,S1 = 46 dBm,

Pt,S2 = 30 dBm, B1 = B2 = 1, d = 1, γth = 10 dB, η = 0.3, and α = 0.45.

Fig. 8.7(a) and 8.7(b) plot the outage probability and the average ergodic rate versus

the number of BS antennas N . It is seen that the asymptotic outage probability and

asymptotic ergodic rate converge to the exact outage probability and the exact ergodic

rate in high N regime. It is also seen that for sufficient large N , the UL performance

improves with increasing the number of antennas at each BS, which can be seen from

(8.31) that SINR∞
k ∝ N . This also suggests that the UL performance can be greatly

improved by using massive arrays at each BS.
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Figure 8.7: Impact of BS Large Antenna Array

8.7 Summary

A tractable model for the DL wireless power transfer along with UL information transmis-

sion in HCNs is provided. The mathematical expressions for the exact average received

power, UL outage probability and UL average ergodic rate, as well as the asymptotic

expressions for those important metrics when the number of antennas at BS goes to

infinity, are presented. The intrinsic relationship between the energy harvested from

BSs in the DL and the MT performance in the UL is well demonstrated in the derived

results and the simulation results. It is shown that although the average received power

at the MT can be improved by adding more picocell BS, the overall outage probability

and overall average ergodic rate is not significantly improved. More importantly, the UL

performance can not be significantly improved by increasing the time allocation factor

and improving the energy conversion efficiency.



Chapter 9

Conclusions and Future Works

In this chapter, the main contributions of this thesis are summarized, some future

research directions are also presented.

9.1 Summary of Contributions and Insights

To cope with the skyrocketing growth of band-hungry devices and meet with the 5G

data challenge, this thesis focuses on the system design and performance improvement of

spectral-efficient wireless networks, the so called spectrum sharing networks and HCNs.

Different aspects of system enhancement design are considered in each chapter. Chapters

3, 4 and 5 aim at improving the link reliability of spectrum sharing networks using the

performance indicator: outage probability, SER, and ergodic capacity; Chapter 6 focuses

on the security enhancement of large-scale spectrum sharing networks by examining the

average secrecy rate and secrecy outage probability; Chapters 7 and 8 concentrate on the

energy efficiency improvement of spectrum sharing networks and HCNs, respectively.

First, GSC was proposed as a low power design at the SU-Rx for the performance

enhancement of spectrum sharing networks with outdated CSI between the SU-Tx and

PU-Rxs. Suffered from the interference from multiple PU-Txs, the secondary network

subjects to the maximum transmit power constraint and the peak interference power

constraint. The derived exact and asymptotic outage probability showcased the interfer-

186
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ence reduction, reliability enhancement and diversity gain brought by GSC. The results

demonstrated that the number of PU-TXs imposes a negative impact on the outage

probability, while the number of selected number of antennas at SU-Rx has a positive

impact on the outage probability. It is also confirmed that the outage probability can

be improved by obtaining more accurate CSI of the interference channel.

Second, TAS/GSC was introduced in cognitive relay networks for the performance

enhancement and achieving diversity gain. To concentrate on the impact of TAS/GSC on

the cognitive relay networks under proportional and fixed interference power constraint,

the interference from the PU-Tx was ignored. The exact and asymptotic outage proba-

bility and SER were derived for the proposed networks over Rayleigh fading channel and

Nakagami-m fading channel. The closed-form expression for the ergodic capacity over

Nakagami-m fading was derived for the first time. The important conclusion is that the

diversity order is determined by the fading parameters and the antenna configuration of

the secondary network, and the high SNR slope is 1/2 for the proportional interference

power constraint scenario.

Third, BF&AN was proposed to enhance the secure secondary transmission in large-

scale spectrum sharing networks under the potential malicious eavesdropping. The loca-

tions of PU-Txs, SU-Txs, and Eves follow homogeneous PPPs with different densities.

The exact and asymptotic maximum permissive transmit power, average secrecy rate

wall, and secrecy outage probability of secondary network, when the number of antennas

at the SU-Txs goes to infinity, were studied. The optimal power allocation strategy

that achieves the maximum average secrecy rate was also investigated. It is proved that

the equal power allocation may not guarantee near optimal average secrecy rate. One

interesting conclusion is that the advantage of BF&AN over BF demonstrated by the

average secrecy rate may lost in some parameter settings.

Fourth, a new wireless energy harvesting protocol was proposed to power the energy-

constrained SU-Txs in cognitive relay networks with multiple PU transceivers. The

energy harvested from the PU interference signals determines the maximum transmit
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power of SU-Txs. The exact and asymptotic outage probability, delay-sensitive through-

put, and delay-tolerant throughput, when the number of PU transceivers goes to infinity,

were studied to showcase the interplay between the energy harvested from the PU-Tx

and the interference imposed by the PU-Txs. One interesting conclusion is that there

exists an optimal number of PU transceivers that achieves the lowest outage probabil-

ity and highest throughput. As the number of PU transceivers further increases, the

harmful impact of the interference imposed on the secondary network from PU-Txs

counterbalances the benefits gained from the energy harvested from PU-Txs.

Fifth, a harvest-then-transmit protocol was proposed in K-tier HCNs, where all the

multiple-antennas BSs with constant power supply provide RF energy for the single-

antenna MTs with no internal energy sources, then the MTs utilize the harvested energy

to deliver the information to the BSs. A tractable model using stochastic geometry

was built to analyze the DL wireless power transfer and UL information transmission

of HCNs. The average received power of MTs, the UL outage probability and the UL

average ergodic rate were derived to demonstrate the intrinsic relationship between the

energy harvested from BS in the DL and the MT performance in the UL. It is concluded

that the overall UL outage probability and UL average ergodic rate are not significantly

improved by adding more picocell BSs, increasing the time allocation factor or improving

the energy conversion efficiency.

9.2 Future Research

In this section, the potential extensions of this thesis are investigated in the following.

9.2.1 Imperfect CSI of Secondary Channel

Most of literature assume the perfect CSI of all channels in spectrum sharing networks,

which might not be practical in reality. The work in Chapter 3 only considers the
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outdated CSI of the interference channel between the SU-Tx and the PU-Rx. It would be

interesting to look into the outdated CSI of secondary channel, and examine the impact

of GSC on the secondary performance with imperfect CSI channel in the secondary

channel. It would be even more interesting to look at some other transmit and receive

diversity techniques, which improve the performance of spectrum sharing networks.

9.2.2 Cognitive Device to Device communication in Cellular Network

Recently, the underlay spectrum sharing has become popular for the D2D enhanced cel-

lular networks. It is recognized that with D2D communications, new opportunities have

been brought for proximity-based commercial services, especially social networking appli-

cations. One type of spectrum sharing between D2D and cellular users is the underlay

mode where the D2D transmitters opportunistically access the time/frequency resources

occupied by cellular users. An exciting area is to model and analyze the D2D-enabled

cellular network using stochastic geometry. The works done in Chapter 6 and Chapter 8

laid some background on the stochastic geometry modeling of spectrum sharing networks

and HCNs. Potential interference cancelation and wireless power transfer techniques for

D2D and cellular users is also very interesting research topic.

9.2.3 Downlink and Uplink Transmission in HCNs with SWIPT

In the work done in Chapter 8 of this thesis, the DL information transmission of K-

tier HCNs is not considered. A more realistic model might be to consider simultaneous

power transfer and information transmission in the DL of HCNs, and the harvested

energy at MT is utilized to power the uplink transmission. Power control of the UL

information transmission determined by the BS sensitivity along with the harvested

energy in the DL is even more realistic. Different from the work in Chapter 8, a battery-

free communication where the user uses all the harvested energy in the first time slot of

each frame to transmit the information signal to the serving BS and cannot store energy
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for the future use, can be another direction to consider.

9.2.4 Massive MIMO in Cellular Networks

Another interesting topic is to extend the research topic to massive MIMO in multi-cell

cellular network and HCNs. With massive MIMO at the BS, high spectral and energy

efficiency can be achieved using relatively simple (linear) processing. Multiuser MIMO

is even more interesting, in which multiple antenna BS simultaneously serves a set of

single antenna MTs, as such, the multiplexing gain is shared by these MTs. The system

design surrounding the transmit and receive scheme for multi-cell cellular network and

HCNs, which can improve the link performance, reduce the interference from other cells

and the negative effect brought by the pilot contamination problem, is my main focus in

future research.



Appendix A

Proof of in Chapter 3

A.1 Proof of Theorem 1

According to (3.5), the CDF of γ̃ conditioned on V is written as

F γ̃|V (γ) =Pr

{
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By substituting (3.7) and (3.12) into (A.1.1), the first term I1 (Z) is obtained as
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∑
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Integrating (A.1.2) with respect to the PDF of V given by (3.13) results in
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Applying the same approach, EV {I2 (V )} can be derived with the help of [157, Eq.

(8.352.2)], [157, Eq. (9.211.4.8)], and the polynomial expansion, which yields
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M∑

m=1

(
M

m

)
(−1)m+1

∑
Sk∈SK

αk

(
γ

kIQ

)βk

βk!

(
1

PIα2

)M Γ (βk +M)

Γ (M)
e
−mkIQ

α̂1PT

βk∑
i=0

(
kIQ
PT

)i
i!

(
α3kIQ

α̂1δkγ

)βk+M

(
m

α̂1

)i+M

Φ

(
βk +M,M + i;

(
1

PIα2
+

δkγ

α3PT

)
α3mkIQ

α̂1δkγ

)
. (A.1.4)

Substituting (A.1.3) and (A.1.4) into (A.1.1), the CDF of the SIR is finally derived

as (3.14).
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Proof in Chapter 4

B.1 Proof of Theorem 3

According to (4.4), the CDF of γ1 is written as

Fγ1(x) =Pr
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By substituting (4.6) and (4.11) into (A.2.1), the first term I1 is obtained as
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The second term I2 is written in terms of the CDF of
∥∥g1i∗θi∗∥∥2 and the PDF of
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Based on (4.11), the PDF of
∣∣h
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∣∣2 is derived as
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By substituting (4.6) and (A.2.4) into (A.2.3), the integral in I2 is solved using [161,

eq. (3.351.2)]
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and the second term I2 is represented as
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Substituting (A.2.2) and (A.2.6) into (A.2.1), the CDF of the SNR in the first hop

is finally derived as (4.12).



Appendix C

Proofs in Chapter 5

C.1 Proof of Lemma 2

The PDF and CDF for the channel power gain of a single branch of the secondary

network channel with the Nakagami-m fading is presented as [204]
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)
!

(mg1

Ωg1

)mg1e
−

mg1
Ωg1

x
(C.1)

and

F (x) = 1−
Γ
(
mg1, x

mg1

Ωg1

)
Γ
(
mg1

) , (C.2)

respectively. The marginal moment generating function (MGF) of (C.1) is given by [45]

Φ (s, x) =
(mg1

Ωg1

)mg1

mg1−1∑
i=0

xie
−
(
s+

mg1
Ωg1

)
x

i!
(
s+

mg1

Ωg1

)mg1−i
. (C.3)
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As shown in [45, 166], the MGF expression for the channel power gain with GSC is

expressed as

ΦGSC (s) = LR

(
NR

LR

) ∞∫
0

e−sxf (x) (Φ (s, x))LR−1(F (x))NR−LRdx. (C.4)

Here the MGF is defined as Φγ (s) = E [e−γs].

Based on (C.3), and using the multinomial theorem [155], (Φ (s, x))LR−1 is rewrote

as

(Φ (s, x))LR−1 =
(mg

Ωg

)mg

(
LR−1

)∑
SΦ
K

aΦk x
bΦk e−cΦk x

(
s+

mg1

Ωg1

)bΦk −mg1

(
LR−1

)
, (C.5)

where SΦ
K =

{(
nΦk,0, . . . , n

Φ
k,mg1−1

)∣∣∣mg1−1∑
i=0

nΦk,i = LR − 1

}
with

{
nΦk,i

}
∈ Z+, aΦk , b

Φ
k , and

cΦk are, respectively, given by

aΦk =

(
LR − 1

)
!

mg1−1∏
i=0

nΦk,i!

mg1−1∏
i=0

( 1
i!

)nΦ
k,i

, bΦk =

mg1−1∑
i=0

nΦk,ii, (C.6)

and cΦk = (LR − 1)

(
s+

mg1

Ωg1

)
. (C.7)

Based on (C.2), the multinomial theorem is employed to express (F (x))NR−LR as

(F (x))NR−LR =
∑
SF
K

aFk x
bFk e−cFk x, (C.8)

where SF
K =

{(
nFk,0, . . . , n

F
k,mg1

)∣∣∣ mg∑
j=0

nFk,j = NR − LR

}
with

{
nFk,j

}
∈ Z+, aFk , b

F
k , and
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cFk are, respectively, given by

aFk =

(
NR − LR

)
!

mg1∏
j=0

nFk,j !

mg1−1∏
j=0

(−1

j!

)nF
k,j+1(mg1

Ωg1

)bFk , (C.9)

bFk =

mg1−1∑
j=0

jnFk,j+1, and cFk =
mg1

Ωg1

mg1∑
j=1

nFk,j . (C.10)

Substituting (C.1), (C.5) and (C.8) into (C.4), and applying [172, eq. (3.351.3)],

ΦGSC (s) is derived as

ΦGSC (s) =
LR(

mg1 − 1
)
!

(
NR

LR

)(mg1

Ωg1

)mg1LR
∑

SΦ
k ∈SΦ

K

∑
SF
k ∈SF

K

aΦk a
F
k

(
bΦk + bFk +mg1 − 1

)
!
(
s+

mg1

Ωg1

)bΦk −mg1

(
LR−1

)
(
s+ cΦk + cFk +

mg1

Ωg1

)bΦk +bFk +mg1
. (C.11)

Let FGSC (x) denote the CDF of the channel power gain of the secondary network with

GSC. The Laplace transform of FGSC (x) is given by L [FGSC (x)] = ΦGSC (s) /s [46].

Therefore, the Laplace transform for FGSC (x) is

L [FGSC (x)] =
LR

(mg1 − 1)!

(
NR

LR

)(mg1

Ωg1

)mg1LR
∑
SΦ
K

∑
SF
K

aΦk a
F
k

(
bΦk + bFk +mg1 − 1

)
!(

LR

)bΦk +bFk +mg1

(
s+

mg1

Ωg1

)bΦk −mg1

(
LR−1

)
s
(
s+

cFk
LR

+
mg1

Ωg1

)bΦk +bFk +mg1
. (C.12)

Using the partial fraction expansion [172, eq. (2.102)], (C.12) is rewrote in an equiv-

alent form. Then, taking the inverse Laplace transform of L [FGSC (x)] to obtain

FGSC (x) =
LR(

mg1 − 1
)
!

(
NR

LR

)∑
SK

mg1LR+bFk∑
n=0

aΦk a
F
k

(
bΦk + bFk +mg1 − 1

)
!

LR
bΦk +bFk +mg1

ℓk(n)x
µk(n)e−νk(n)x,

(C.13)
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where the set SK has been defined in Lemma 2, ℓk(n), µk(n) and νk(n) are, respectively,

given by

ℓk(n) =



(mg1

Ωg1

)µk(n)−bFk
(

1
LR

mg1∑
j=1

nFk,j + 1
)−n2

n = 0(mg1

Ωg1

)µk(n)−bFk
(
Υk1 +Υk2 −

1−sgn(cFk )
(n−1)!

)
1 ≤ n ≤ mg1

(
LR − 1

)
− bΦk(mg1

Ωg1

)µk(n)−bFk
(
Υk3 +Υk4 −

1−sgn
(
cFk

)(
n−1
)
!

)
mg1 (LR − 1)− bΦk < n ≤ mg1LR + bFk ,

(C.14)

µk(n) =



0, n = 0

n− 1, 1 ≤ n ≤ mg1 (LR − 1)− bΦk

n− sgn
(
cFk
) (
mg1 (LR − 1)− bΦk

)
− 1,

mg1 (LR − 1)− bΦk < n ≤ mg1LR + bFk ,

(C.15)

and

νk(n) =


0, n = 0

mg1

Ωg1
, 1 ≤ n ≤ mg1 (LR − 1)− bΦk

cFk
LR

+
mg1

Ωg1
, mg1 (LR − 1)− bΦk < n ≤ mg1LR + bFk ,

(C.16)
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with n2 = bΦk + bFk +mg1. In (C.14), Υk1, Υk2, Υk3, and Υk4 are given by

Υk1 =−
sgn
(
cFk
)(

n− 1
)
!

( 1

LR

mg1∑
j=1

nFk,j + 1
)−n2 , (C.17)

Υk2 =
(
−1
)1−n1

sgn
(
cFk
)(

n− 1
)
!

n2∑
l=1

( 1

LR

mg1∑
n=1

nFk,n + 1
)−(n2−l+1)

(
l − n1 − 1

l − 1

)( 1

LR

mg1∑
n=1

nFk,n
)n1−l

,

(C.18)

Υk3 =−
sgn
(
cFk
)(

n1 − 1
)
!

( 1

LR

mg1∑
j=1

nFk,j + 1
)−(n2−n1+1)

, (C.19)

and

Υk4 =
sgn
(
cFk
)(

n1 − 1
)
!

mg1

(
LR−1

)
−bΦk∑

l=1

(
−1
)l+1

(
n2 − n1 + l − 1

l − 1

)( 1

LR

mg1∑
j=1

nFk,j
)−(n2−n1+l)

,

(C.20)

where n1 = n−mg1 (LR − 1) + bΦk .

The CDF of
∥∥g1i∗θi∗∥∥2 is given by F∥∥∥g1i∗θi∗

∥∥∥2 (x) = (FGSC (x))NS . Based on (C.13),

and employing the multinomial theorem, the CDF of
∥∥g1i∗θi∗∥∥2 is derived as (5.6).

C.2 Proof of Lemma 3

According to (5.4), the CDF of γ1 can be written as

Fγ1(x) =Pr
{∥∥g1i∗θi∗∥∥2 ≤ x

γP
,
∣∣h

1i∗

∣∣2 ≤ Q

P

}
+ Pr

{∥∥g1i∗θi∗∥∥2∣∣h1i∗∣∣2 ≤ x

γQ
,
∣∣h1i∗∣∣2 ≥ Q

P

}
.

(C.2)

The CDF of
∣∣h

1i∗

∣∣2 is expressed as

F∣∣h1i∗
∣∣(x) = 1−

Γ
(
mh1, x

mh1
Ωh1

)
Γ
(
mh1

) (C.3)
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By substituting (C.3) and (5.6) into (C.2), the closed-form expression of Fγ1(x) is derived

as (5.10).

C.3 Proof of Theorem 10

Based on (C.8), the high SNR regime with γ̄P → ∞ is considered. Applying the Taylor

series expansion truncated to the kth order given by ex =
k∑

j=0

xj

j! + o
(
xk
)
in (C.8), the

asymptotic expression for (C.8) is written as

(
F
(
x
))NR−LR =

(mg1

Ωg1

)mg1

(
NR−LR

)
xmg1

(
NR−LR

)
(
mg1!

)NR−LR
. (C.3)

Substituting (C.1), (C.5) and (C.3) into (C.4) yields

ΦGSC

(
s
)
=(
mg1

Ωg1
)mg1NR

K
(
SΦ
K , NR, LR,mg1, a

Φ
k , b

Φ
k

)
(s+

mg1

Ωg1
)
mg1NR

. (C.4)

Note that L [FGSC (x)] = ΦGSC (s) /s [46], which is derived as

L
[
FGSC

(
x
)]

=K
(
SΦ
K , NR, LR,mg1, a

Φ
k , b

Φ
k

) (1
s
−

mg1NR∑
r=1

(mg1

Ωg1

)r−1(
s+

mg1

Ωg1

)r ). (C.5)

Taking the inverse Laplace transform of (C.5), FGSC

(
x
)
is obtained as

FGSC

(
x
)
=K

(
SΦ
K , NR, LR,mg1, a

Φ
k , b

Φ
k

) (
1−

mg1NR∑
r=1

(mg1

Ωg1

)r−1(
r − 1

)
!
xr−1e

−
mg1
Ωg1

x)
. (C.6)

Again, employing the Taylor series expansion truncated to the kth order given by ex =
k∑

j=0

xj

j! + o
(
xk
)
in (C.6), (C.6) can be rewritten as

FGSC

(
x
)
=
(mg1x

Ωg1

)mg1NR

K
(
SΦ
K , NR, LR,mg1, a

Φ
k , b

Φ
k

)
. (C.7)
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Based on (C.7), the asymptotic expression for the CDF of
∥∥g1i∗θi∗∥∥2 is given by

F∥∥g1i∗θi∗

∥∥2

(
x
)
=
[(mg1x

Ωg1

)mg1NR

K
(
SΦ
K , NR, LR,mg1, a

Φ
k , b

Φ
k

) ]NS

. (C.8)

By substituting (C.8) into (C.2), the first non-zero order expansion of the CDF of γ1

is attained and yields the asymptotic outage probability of cognitive relay network with

the proportional interference power constraint as (5.14).



Appendix D

Proofs in Chapter 6

D.1 Proof of Lemma 4

Consider a homogeneous PPP Φs with density λs, the aggregate interference from the

SU-Txs is given by Is,z =
∑

i∈Φs
Wsi,z|Xi,z|−α. The Laplace transform of Is,z is

LIs,z (s) =E
(∏
i∈Φs

EWsi,z

(
exp

(
−sWsi,z|Xi,z|−α))). (D.1.1)

Applying the Generating functional of homogeneous PPP in [134] and the polar-coordinate

system, LIs,z (s) is derived as

LIs,z (s) = exp
(
−
∫ ∞

0

(
1−EWsi,z

[
exp

(
−sWsi,zr

−α
)])

λs2πrdr
)

=exp
(
−λsπE

[
W

2
α
si,z

]
Γ
(
1− 2

α

)
s

2
α

)
. (D.1.2)

Then the focus turns to derive the expectation of Wsi,z. According to [156] and

[101],
∣∣∣h0,z

h†
i,si∥∥∥h†
i,si

∥∥∥
∣∣∣2∼Exp (1), and ∥hi,zGi,si∥

2 ∼ Gamma (Ns − 1, 1). Thus, the PDF
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distribution of Wsi,z = σ2s

∣∣∣hi,z
h†
i,si∥∥∥h†
i,si

∥∥∥
∣∣∣2 + σ2n∥hi,zGi,si∥

2 is derived as

fWsi,z
(x) =



(
1− PA

(Ns−1)PI

)1−Ns
(
PIe

x
PI

)−1
[
1−

Ns−2∑
k=0

(
Ns−1
PA

− 1
PI

)k xk

k! e
−
(

Ns−1
PA

− 1
PI

)
x
]

µ ̸= 1
Ns

xNs−1e
− x

PI

PI
Ns−1(Ns−1)!

µ = 1
Ns
.

(D.1.3)

Taking the expectation of Wsi,z by using E
[
W

2
α
si,z

]
=
∫∞
0 x

2
α fWsi,z

(x) dx , and sub-

stituting the derived expression of E
[
W

2
α
si,z

]
into (D.1.2), the result is derived as (6.5).

D.2 Proof of Theorem 2

According to the SIR of the typical PU-Rx in (6.2), the sum interference at the typical

PU-Rx is defined as IPri,AN = Ip,p0 + P−1
p Is,p0 , thus the CDF of γpSIR is expressed as

F
{p}
γp
SIR

(
γ
{p}
th

)
=EΦp

{
EΦs

{
Pr
{
|hp0 |

2 ≤ γ
{p}
th IPri,ANrp

α
∣∣∣ Φs,Φp

}}}
= 1−EΦp

{
EΦs

{∫ ∞

0
e−τγ

{p}
th rpαdPr (IPri,AN ≤ τ)

}}
= 1− LIPri,AN

(
γ
{p}
th rp

α
)
.

(D.1.2)

By utilizing similar approach in the Appendix A of [205] and based on Lemma 4,

the outage probability at the typical PU-Rx is derived as

P pri,AN
out

(
γ
{p}
th

)
=


1− exp

(
−π
(
λpΓ

(
1 + 2

α

)
+ λs

(
Ps
Pp

) 2
αΥ1

)
δ
)

µ ̸= 1
Ns

1− exp
(
−π
(
λpΓ

(
1 + 2

α

)
+ λs

(
µPs
Pp

) 2
α
Γ(Ns+

2
α)

Γ(Ns)

)
δ
)

µ = 1
Ns
,

(D.1.3)

where δ = Γ
(
1− 2

α

) (
γ
{p}
th

) 2
α rp

2. By inverting (D.1.3), the maximum permissive transmit

power at the SU-Txs is derived as (6.8).
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D.3 Proof of Lemma 5

The PDF and CDF of ∥h0,s0∥
2 are given by

f∥h0,s0∥
2 (x) =

xNs−1e−x

(Ns − 1)!
, and F∥h0,s0∥

2 (x) = 1− e−x
(Ns−1∑
m=0

xm

m!

)
, respectively.

(D.1.3)

Let us define ISec,AN = PpIp,s0 + Is,s0 . Based on the SIR in (6.3), the CDF of γs,AN
SIR

is represented as

F
{s}
γs,AN
SIR

(
γ
{s}
th

)
= EΦp

{
EΦs

{
Pr
{
∥h0,s0∥

2 ≤ γ
{s}
th ISec,ANr

α
s σ

−2
s |Φs,Φp

}}}
= 1−

Ns−1∑
m=0

EΦp

{
EΦs

{∫ ∞

0
e−τγ

{s}
th rαs σ

−2
s
(
τγ

{s}
th rαs σ

−2
s

)m
dPr

(
ISec,AN ≤ τ

)}} 1

m!

(a)
= 1−EΦp

{
EΦs

{∫ ∞

0
e−τγ

{s}
th rαs σ

−2
s dPr

(
ISec,AN ≤ τ

)}}
−

Ns−1∑
m=1

(rαs )
m

m!(−1)m
EΦp

{
EΦs

{∫ ∞

0

dm
(
e−τγ

{s}
th xσ−2

s
)

dxm

∣∣∣∣∣
x=rαs

dPr (ISec,AN ≤ τ)
}}

, (D.1.4)

where (a) follows from the fact that dm(e
−τγ

{s}
th

xσ−2
s )

dxm

∣∣∣∣∣
x=rαs

= (−τγ{s}th σ−2
s )me−τγ

{s}
th rαs σ

−2
s ,m >

0. After some manipulations, it is derived that

F
{s}
γs,AN
SIR

(
γ
{s}
th

)
= 1− LISec,AN

(
γ
{s}
th rαs σ

−2
s

)
−

Ns−1∑
m=1

(
rαs
)m

m!
(
−1
)m dm

{
LISec,AN

(
γ
{s}
th xσ−2

s

)}
dxm

∣∣
x=rαs

.

(D.1.5)

Utilizing [205, eq. (4)] and Lemma 4, it is derived that

LISec,AN

(
γ
{s}
th rαs σ

−2
s

)
= exp

(
−Λl

(
γ
{s}
th

) 2
α r2s
)
, (D.1.6)

where Λl is given in (6.11). The the Faà di Bruno’s formula is applied to solve the
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derivative of mth order as follows:

dm
[
exp

(
−Λl

(
γ
{s}
th

) 2
αx

2
α

)]
dxm

∣∣
x=rαs

=exp
(
−Λl

(
γ
{s}
th

) 2
α r2s
)∑

m!

m∏
j=1

((−Λl(γ
{s}
th )

2
α )

j−1∏
k=0

( 2α − k)(rs)
2−jα)

mj

mj !j!mj
. (D.1.7)

By substituting (D.1.7) into (D.1.5), the closed-form expression for the CDF of SIR

at the typical SU is derived as (6.10).

D.4 Proof of Lemma 6

Let us define IEve,AN = PpIp,ek + Is,ek + σ2nIs0,ek,an, the CDF of γeSIR can be written as

F
{e}
γe,AN
SIR

(
γ
{e}
th

)
= EΦe

{
EΦp

{
EΦs

{ ∏
ek∈Φe

Pr
{∣∣h0,e

h†
0,si∥∥h†
0,si

∥∥∣∣
2

≤σ−2
s IEve,ANγ

{e}
th

∣∣Xek

∣∣α∣∣Φs,Φp,Φe

}}}}
.

(D.1.4)

According to [156], h0,ek

h†
0,si∥∥∥h†
0,si

∥∥∥ is a zero-mean complex Gaussian variable, which is

independent of h†
0,si

, and
∣∣h0,ek

h†
0,si∥∥∥h†
0,si

∥∥∥
∣∣2 follows the exponential distribution with unit

mean. Thus, the CDF of γeSIR can be represented as

F
{e}
γe,AN
SIR

(
γ
{e}
th

)
= EΦe

{ ∏
ek∈Φe

(
1−EΦp

{
EΦs

{∫ ∞

0
e−τσ−2

s γ
{e}
th

∣∣Xek

∣∣αdPr (IEve,AN ≤ τ
)}})}

.

(D.1.5)
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According to the proof of Lemma 3.1 in [206], (D.1.5) is expressed as

F
{e}
γe,AN
SIR

(
γth
)
=EΦe

{ ∏
ek∈Φe

(
1− LIEve,AN

(
σ−2
s γ

{e}
th |Xek |

α))}. (D.1.6)

By using the Generating functional of homogeneous PPP Φe [134], (D.1.6) is solved

as

F
{e}
γe,AN
SIR

(γth) = exp
[
−2πλe

∫ ∞

0
LIEve,AN

(
σ−2
s γ

{e}
th |Xek |

α) |Xek | d |Xek |
]
. (D.1.7)

Now utilizing [205, eq. (4)] and Lemma 4, the Laplace transform of IEve,AN is

derived as

LIEve,AN
(s) =



exp
(
−π
(
λpΓ

(
1 + 2

α

)
η−

2
αµ−

2
α + λs

Γ
(
Ns+

2
α

)
Γ
(
Ns

) )
Γ
(
1− 2

α

)(
γ
{e}
th

) 2
α
∣∣Xek

∣∣2)( 1−µ(
Ns−1

)
µ
γ
{e}
th + 1

)−(Ns−1)
µ = 1

Ns
,

exp
(
−π
(
λpΓ

(
1 + 2

α

)
η−

2
α + λsΥ1

)
Γ
(
1− 2

α

)
(
γ
{e}
th

) 2
αµ−

2
α |Xek |

2
)( 1−µ

(Ns−1)µγ
{e}
th + 1

)−(Ns−1)
µ ̸= 1

Ns
.

(D.1.8)

By substituting (D.1.8) into (D.1.7), it is obtained that

F
{e}
γe
SIR

(
γ
{e}
th

)
=

exp
[
−2πλe

( 1− µ(
Ns − 1

)
µ
γ
{e}
th + 1

)−(Ns−1)∫ ∞

0
exp

(
−Λl

(
γ
{e}
th

) 2
α |Xek |

2) |Xek | d |Xek |
]
,

(D.1.9)

where Λl is given in (6.11). By applying [161, Eq. 3.326.2.10], the CDF of γe,AN
SIR is

derived as (6.14).
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Proofs in Chapter 7

E.1 Proof of Theorem 18

Recall that ΓR and ΓD are two random variables, which are dependent on Z2. In order

to express (7.7) in terms of the product of two independent random variables, the term

Pr{ΓR ≥ γth,ΓD ≥ γth} is conditioned on Z2. Thus,

Pr{ΓR ≥ γth,ΓD ≥ γth} = Pr{ΓR ≥ γth|Z2}Pr{ΓD ≥ γth|Z2}, (E.1)

where Pr{ΓR ≥ γth|Z2 = z2} and Pr{ΓD ≥ γth|Z2 = z2} are two independent probabili-

ties for a given z2. The expressions for Pr{ΓR ≥ γth|Z2 = z2} and Pr{ΓD ≥ γth|Z2 = z2}

are then derived and simplified in the following. The term Pr{ΓR ≥ γth|Z2 = z2} can be

207



Appendix E. Proofs in Chapter 7 208

obtained as

Pr{ΓR ≥ γth|Z2} = Pr

{
min

(
ρZ1,

PI
Y1

)X1

Z2
≥ γth

}
= Pr

{
X1 ≥

Z2γth
Z1ρ

, Y1 ≤
PI
Z1ρ

}
︸ ︷︷ ︸

JR,I

+Pr

{
X1 ≥

Y1Z2γth
PI

,
PI
Y1ρ

≤ Z1

}
︸ ︷︷ ︸

JR,II

, (E.2)

where (E.2) presents the probability that SIR is greater than γth based on the three

important power constraints. Note that (E.2) is presented in terms of the addition of

JR,I and JR,II based on two possibilities: ρZ1 <
PI
Y1

and ρZ1 >
PI
Y1

. Conditioning JR,I

in (E.2) on Z1 and taking the expected value of the results over the distribution of Z1,

it is derived as

JR,I =

∫ ∞

0
e
−Z2γth

z1ρλ1 (1− e
− PI

z1ρω1 )MfZ1(z1)dz1

=

∫ ∞

0
e
−Z2γth

z1ρλ1 (1− e
− PI

z1ρω1 )M
zN−1
1 e

− z1
PPUtx

ν1

Γ(N)(PPUtxν1)
N
dz1. (E.3)

Note that by conditioning JR,I on Z1, the two terms in JR,I become independent

with respect to one another and therefore, JR,I can be presented as the product of the

two terms. Similarly, by conditioning JR,II in (E.2) on Y1 and by taking the expected

value of the result over the distribution of Y1, it is derived as

JR,II =

∫ ∞

0
e
− y1Z2γth

PIλ1
(
1− FZ1(

PI
y1ρ

)
)
fY1(y1)dy1

=

∫ ∞

0
e
− y1Z2γth

PIλ1
(
1−

Γ(N, PI
PPUtxν1y1ρ

)

γ(N)

)M
ω1

M−1∑
k

(
M − 1

k

)
(−1)ke

−( k+1
ω1

)y1dy1.

(E.4)
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In the same manner, the term Pr{ΓD ≥ γth|Z2} in (7.12) can be obtained as

Pr{ΓD ≥ γth|Z2} = Pr

{
min

(
ρZ2,

PI
Y2

)X2

Z3
≥ γth

}
= Pr

{
X2 ≥

γthZ3

Z2ρ
, Y2 ≤

PI
Z2ρ

}
︸ ︷︷ ︸

JD,I

+Pr

{
X2 ≥

γthY2Z3

PI
, Y2 ≥

PI
Z2ρ

}
︸ ︷︷ ︸

JD,II

.

(E.5)

Since JD,I is conditioned on Z2, the joint probability can be presented as the product

of two independent probabilities, which is written as

JD,I = Pr{X2 ≥
γthZ3

ρZ2
}︸ ︷︷ ︸

I1

Pr{Y2 ≤
PI
ρZ2

}︸ ︷︷ ︸
I2

,

=
(PPUtxν3)

−N (1− e
PI

Z2ρω2 )M

N( γth
ρZ2λ2

+ 1
PPUtxν3

)
, (E.6)

where I1 is obtained by applying [207, Eq 3.326.2]

I1 =

∫ ∞

0
e
− γthz3

ρZ2λ2 fZ3(z3)dz3 =
(PPUtxν3)

−N

N( γth
ρZ2λ2

+ 1
PPUtxν3

)
, (E.7)

and

I2 = (1− e
− PI

Z2ρω2 )M . (E.8)

Let us condition JD,II on Z3

JD,II |Z3 = Pr{X2 ≥
Y2Z3γth
PI

, Y2 ≥
PI
ρZ2

}

=

∫ ∞

PI
ρZ2

e
− y2Z3γth

PIλ2 fY2(y2)dy2

=

∫ ∞

PI
ρZ2

e
− y2Z3γth

PIλ2
M

ω2

M−1∑
k

(
M − 1

k

)
(−1)ke

−( k+1
ω2

)y2dy2. (E.9)
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ΘR =Pr{Γ∞
R ≥ γth}

=Pr

{
X1 ≥

PPUtxNν2γth
(
ω1 + ω1 lnM + Y 1

)
PI

, Y 1 ≥
PI

ρNPPUtxν1
− ω1 − ω1 lnM

}

+ Pr

{
X1 ≥

PPUtxν2γth
ρPPUtxν1

}
Pr

{
−ω1 − ω1 lnM ≤ Y 1 ≤

PI

ρPPUtxNν1
− ω1 − ω1 lnM

}
(E.2)

=

∫ ∞

uR

(
1− FX1

((
ω1 + ω1 lnM + Y 1

)
PPUtxNν2γth

PI

))
f (y1) dy1

+ e
− ν2γth

λ1ρν1

(
1

2

[
Φ

(
uR
2ω1

)
− Φ

(
uR∗

2ω1

)])
(E.3)

=
e
−

PPUtx
Nν2γthω1(1+lnM)

λ1PI

2ω1π

∫ ∞

uR

e
− y1

2

4ω1
2−

PPUtx
Nν2γthy1

λ1PI dy1

+
1

2
e
− ν2γth

λ1ρν1

[
Φ

(
uR
2ω1

)
− Φ

(
uR∗

2ω1

)]
. (E.4)

Averaging JD,II over the PDF of Z3 , it is derived as

JD,II =

∫ ∞

0
JD,II |Z3fZ3(z3)dz3

=

∫ ∞

PI
ρZ2

M

ω2

M−1∑
k

(
M − 1

k

)
(−1)ke

−( k+1
ω2

)y2 (PPUtxν3)
−N

N(y2γthPIλ2
+ 1

PPUtxν3
)
dy2 (E.10)

The outage probability can be evaluated using the results obtained from (E.3), (E.4),

(E.6), and (E.10) in (7.12).

E.2 Proof of Theorem 19

The term ΘR is obtained in (E.4) at the top of next page. The terms in (E.3) can

be obtained using the CDF and PDF expressions for X1 and Y 1. Applying [207, Eq
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3.322.1], ΘR in (E.4) is simplified as

ΘR =
eω1γR

2−ω1γR(1+lnM)

2

(
1− Φ

(
γR

√
ω1 +

uR
2ω1

))
+

1

2
e
− ν2γth

λ1ρν1

[
Φ

(
uR
2ω1

)
− Φ

(
uR∗

2ω1

)]
, (E.5)

where γR =
PPUtxNν2γth

λ1PI
, Φ (x) = 2√

π

∫ x
0 e

−t2dt, uR = PI
ρNPPUtxν1

− ω1 − ω1 lnM , and

uR∗ = −ω1 − ω1 lnM . Similarly, by substituting the parameters of (E.5) using ν1 → ν2,

ω1 → ω2, λ1 → λ2, and ν2 → ν3, ΘD is obtained as

ΘD =
eω2γD

2−ω2γD(1+lnM)

2

(
1− Φ

(
γD

√
ω2 +

uD
2ω2

))
+

1

2
e
− ν3γth

λ2ρν2

[
Φ

(
uD
2ω2

)
− Φ

(
uD∗

2ω2

)]
, (E.6)

where uD = PI
ρNPPUtxν2

− ω2 − ω2 lnM,uD∗ = −ω2 − ω2 lnM , and γD =
PPUtxNν3γth

λ2PI
.

Substituting (E.5) and (E.6) into (7.23), a closed-form expression for the asymptotic

outage probability can be obtained.



Appendix F

Proofs in Chapter 8

F.1 Proof of Theorem 20

According to (8.7) and E

{∥∥∥hSkx∗

∥∥∥2} = Nk, E
{
ISkx∗

}
is rewrote as

E
{
ISkx∗

}
= E

{
Pt,Skx∗

∥∥∥hSkx∗

∥∥∥2L0

(
max

{∥∥∥xSkx∗

∥∥∥ , d})−ηk
}

= Pt,Skx∗
NkL0E

{(
max

{∥∥∥xSkx∗

∥∥∥ , d})−ηk
}

= Pt,Skx∗
NkL0

[∫ d

0
f∥∥∥xSkx∗

∥∥∥ (x) d−ηkdx +

∫ ∞

d
f∥∥∥xSkx∗

∥∥∥ (x)x−ηkdx
]

(F.1.1)

By using the PDF of
∥∥∥xSkx∗

∥∥∥ in (8.5) of Lemma 10, it is derived that

E

{
ISkx∗

}
=
Pt,Skx∗

NkL0

Πk

[
d−ηk

∫ d

0
x exp

{
−

K∑
j1=1

ζk,j1x
2ηk/ηj1

}
dx

+

∫ ∞

d
x−(ηk−1)exp

{
−

K∑
j2=1

ζk,j2x
2ηk/ηj2

}
dx
]
. (F.1.2)
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Then E {IBx} is derived as

E {ISx} =

K∑
j=1

{
E

{ ∑
Sx∈Φj\Sx∗

Pt,j

∣∣∣hSxu0

gH
Sxuj∥∥gSxuj

∥∥∣∣∣
2

L0(max {∥xSxu0∥ , d})
−ηj
}}

=
K∑
j=1

Eh

{
Pt,jL0

∣∣∣hSxu0

gH
Sxuj∥∥gSxuj

∥∥∣∣∣
2}
ESx∗

{
EΦj

{ ∑
Sx∈Φj\Sx∗

(max {∥xSxu0∥ , d})
−ηj
}}

(F.1.3)

Given the distance between the typical MT and the associated BS as
∥∥∥xSkx∗

∥∥∥ = x,

the interfering BSs need to be located outside a disc of radius ρj,k
1/ηjxηj/ηk to satisfy the

BRP cell association, in which the biased received power at the typical MT resulting from

the associated BS is higher than the biased received power at the typical MT resulting

from any other BSs [197]. Therefore, the radius between the the interfering BSs and the

typical MT should be larger than rI,min, where rI,min = ρj,k
1/ηjxηj/ηk . The Campbell’s

Theorem [31] is applied to (F.1.3) to give

E {ISx} =
K∑
j=1

E

{
Pt,jL0

∣∣∣hSxu0

gH
Sxuj∥∥gSxuj

∥∥∣∣∣
2}
ESx∗

{
λj ∫

R2/r2I,min

(max {x, d})−ηjdx
}

=

K∑
j=1

2πPt,jL0λjESx∗

{∫ ∞

rI,min

(max {r, d})−ηjrdr
}

=
K∑
j=1

2πPt,jL0λj

∫ ∞

0

∫ ∞

rI,min

(max {r, d})−ηjrdrf∥∥∥xSkx∗

∥∥∥ (x) dx (F.1.4)

As such, E {ISx} is derived as

E {ISx} =

K∑
j=1

2πPt,jL0λj

[∫ xd

0

(
d−ηj

∫ d

ρj,k
1/ηjx

ηj/ηk
rdr+

∫ ∞

d
r−(ηj−1)dr

)
f∥∥∥xSkx∗

∥∥∥ (x) dx+∫ ∞

xd

∫ ∞

ρj,k
1/ηjx

ηj/ηk
r−(ηj−1)rdrf∥∥∥xSkx∗

∥∥∥ (x) dx
]

(F.1.5)

where xd = dηk/ηjρj,k
−ηk/ηj2 .
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Substituting the PDF of
∥∥∥xSkx∗

∥∥∥ in (8.5) into (F.1.5), E {ISx} is derived as

E {ISx} =
L0

Πk

K∑
j=1

2πPt,jλj

[∫ d
ηk/ηj ρj,k

−ηk/ηj
2

0

x

2dηj
exp

{
−

K∑
j3=1

ζk,j3x
2ηk/ηj3

}
( ηjd

2

(ηj − 2)
− ρj,k

2/ηjx2ηj/ηk
)
dx+ (ηj − 2)−1

∫ ∞

d
ηk/ηj ρj,k

−ηk/ηj
2
x
(
ρj,k

1/ηjxηj/ηk
)−(ηj−2)

exp
{
−

K∑
j4=1

ζk,j4x
2ηk/ηj4

}
dx
]
. (F.1.6)

Combining (F.1.2) and (F.1.6), the average received power at the typical MT associ-

ated with the kth tier is derived as Theorem 20.

F.2 Proof of Corollary 7

By substituting ηk = ηj = η into (8.9), E {Pru,k} is derived as

E {Pru,k} =
Pt,Skx∗

NkL0

Πk

[
d−η

∫ d

0
t exp

{
−ϖkt

2
}
dt︸ ︷︷ ︸

A1

+

∫ ∞

d
t−(η−1) exp

{
−ϖkt

2
}
dt︸ ︷︷ ︸

A2

]

+
L0

Πk

K∑
j=1

2πPt,jλj

[ ηd2

2dη (η − 2)

∫ dρj,k
−1/η

0
x exp

{
−ϖkx

2
}
dx︸ ︷︷ ︸

A3

−
ρj,k

2/η

2dη

∫ dρj,k
−1/η

0
x3 exp

{
−ϖkx

2
}
dx︸ ︷︷ ︸

A4

+(η − 2)−1ρj,k
−(η−2)/η

∫ ∞

dρj,k−1/η

x−(η−3) exp
{
−ϖkx

2
}
dx︸ ︷︷ ︸

A5

]
,

(F.2.1)

where Πk =
∫∞
0 r exp

(
−ϖkr

2
)
dr.

To derive (8.11), A1, A2, and Πk can be solved by changing the variable t = x2, solve

A2 and A5 by using
∫∞
u

e−x

xv dx = u−
v
2 e−

u
2W− v

2
,
(1−v)

2

(u) in [172, eq. (3.381.6)], and A3

can be solved by using
∫ x
0 e

−ttα−1dt = Υ(α, x) in [172, eq. (8.350.1)].
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F.3 Proof of Theorem 21

According to (8.8) and (8.14), the outage probability of the typical MT in the kth tier

is written as

Pout,k (γth) =1−
∫ ∞

0
Pr
[∥∥hu0,Skx∗

∥∥2∥∥xu0,Skx∗

∥∥−ηk

(IU + σ2) τk
> γth

]
f∥∥∥xu0,Skx∗

∥∥∥ (x) dx, (F.3.1)

where f∥∥∥xu0,Skx∗

∥∥∥ (x) is given in Lemma 2. The complementary cumulative distribution

function (CCDF) of the typical MT at distance x from its associated BS in kth tier is

given by

Pr
[∥∥hu0,Skx∗

∥∥2∥∥xu0,Skx∗

∥∥−ηk

(IU + σ2) τk
> γth

]
= EIU

{
Pr
[∥∥∥hu0,Bkx∗

∥∥∥2 > (IU + σ2
)
γthτk

∥∥∥xu0,Bkx∗

∥∥∥ηk]∣∣∣IU}
=

N−1∑
m=0

1

m!

∫ ∞

0
exp

{
−
(
τ + σ2

)
γthτk

∥∥∥xu0,Bkx∗

∥∥∥ηk}
((
τ + σ2

)
γthτk

∥∥∥xu0,Bkx∗

∥∥∥ηk)mdPr (IU ≤ τ) . (F.3.2)

By using dm(e
−(τ+σ2)γthτkϕ

∥∥xu0,Bkx∗

∥∥ηk
x
)

dxm

∣∣∣∣∣∣
x=ϕ−1

= (−
(
τ + σ2

)
γthτkϕ

∥∥∥xu0,Bkx∗

∥∥∥ηk)m
e
−(τ+σ2)γthτk

∥∥∥xu0,Bkx∗

∥∥∥ηk
for m > 0, (F.3.2) can be rewrote as

Pr [SINRk > γth] = exp
{
−σ2γthτk

∥∥xu0,Skx∗

∥∥ηk}LIU

(
γthτk

∥∥xu0,Skx∗

∥∥ηk)+N−1∑
m=1

ϕ−m

(−1)mm!

dm
(LIU

(
γthτkϕ

∥∥xu0,Skx∗

∥∥ηk
x
)

e
σ2γthτkϕ

∥∥xu0,Skx∗

∥∥ηk
x

)
dxm

∣∣∣
x=ϕ−1

, (F.3.3)

The Laplace transform of IU is LIU (s) =
K∏
j=1

LIU,j
(s). Here, it is assumed that

Hj =
∣∣∣ hH

ux,j ,Bx,j∥∥hH
ux,j ,Bx,j

∥∥hu0,ux,j

∣∣∣2. According to the Generating functional of homogeneous
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PPP in [134], LIU,j
(s) is derived as

LIU,j
(s) = exp

{
−
∫ [

1−EHj

(
exp

(
−sτjHjr

−α
))]

λj2πrdr
}

= exp
{
−λjπτj

2
ηjEh

{
Hj

2
ηj
}
Γ
(
1− 2

ηj

)
s

2
ηj

}
= exp

{
−

K∑
j=1

λjπτj
2
ηj Γ
(
1 +

2

ηj

)
Γ
(
1− 2

ηj

)
s

2
ηj

}
. (F.3.4)

Substituting the expression for LIU (s) into (F.3.3), Pr [SINRk > γth] is derived as

Pr [SINRk > γth] = exp
{
−σ2γthτk

∥∥xu0,Skx∗

∥∥ηk − K∑
j=1

ϑj
∥∥xu0,Skx∗

∥∥ 2ηk
ηj (γth)

2
ηj

}

+
N−1∑
m=1

ϕ−m

(−1)mm!

dm

dxm

[
exp

{
−σ2γthτkϕ

∥∥xu0,Skx∗

∥∥ηkx
−

K∑
j=1

ϑk,j
∥∥xu0,Skx∗

∥∥ 2ηk
ηj (ϕγth)

2
ηj x

2
ηj

}∣∣∣
x=ϕ−1

. (F.3.5)

It is assumed thatA (x) = −σ2γthτkϕ
∥∥xu0,Skx∗

∥∥ηkx− K∑
j=1

ϑk,j
∥∥xu0,Skx∗

∥∥ 2ηk
ηj
(
ϕγth

) 2
ηj x

2
ηj ,

then the derivative of mth order is solved by applying the Faà di Bruno’s formula as

follows:

dm [exp (A (x))]

dxm

∣∣∣∣
x=ϕ−1

=

∑ m!
m∏
i=1

mi!i!mi

exp
{
−σ2γthτk

∥∥xu0,Skx∗

∥∥ηk − K∑
j=1

ϑk,j
∥∥xu0,Skx∗

∥∥ 2ηk
ηj γth

2
ηj

}
(
−σ2γthτkϕ

∥∥xu0,Bkx∗

∥∥ηk − K∑
j=1

ϑk,j(γth)
2
ηj
∥∥xu0,Bkx∗

∥∥ 2ηk
ηj

2

ηj
ϕ
)m1

m∏
l=2

(
−

K∑
j=1

ϑk,j(γth)
2
ηj
∥∥xu0,Bkx∗

∥∥ 2ηk
ηj

l−1∏
i=0

( 2
ηj

− i
)
ϕl
)ml

. (F.3.6)
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Substituting (F.3.6) into (F.3.5), Pr [SINRk > γth] is derived as

Pr [SINRk > γth] = exp
{
−σ2γthτk

∥∥xu0,Bkx∗

∥∥ηk − K∑
j=1

ϑk,jγth
2
ηj
∥∥xu0,Bkx∗

∥∥2ηk/ηj}

+

N−1∑
m=1

ϕ−m

(−1)m
∑ 1

m∏
i=1

mi!i!mi

(
−σ2γthτkϕ

∥∥xu0,Bkx∗

∥∥ηk − K∑
j=1

ϑk,j(γth)
2
ηj

2

ηj
ϕ
∥∥xu0,Bkx∗

∥∥ 2ηk
ηj

)m1

m∏
l=2

(
−

K∑
j=1

ϑk,j(γth)
2
ηj
∥∥xu0,Bkx∗

∥∥ 2ηk
ηj

l−1∏
i=0

( 2
ηj

− i
)
ϕl
)ml

]
. (F.3.7)

Now, theorem 21 can be proved by substituting (F.3.7) and (8.5) into (F.3.1).

F.4 Proof of Theorem 24

Based on (8.31), the outage probability of a typical MT associated with the kth tier as

N → ∞ can be given as

P∞
out,k (γth) =1−

∫ ∞

0
Pr
[ϕE{Pru0 ,k

}
NkL0

∥∥∥xu0,Skx∗

∥∥∥−ηk

IU + σ2
> γth

]
f∥∥∥xu0,Skx∗

∥∥∥ (x) dx
=1−

∫ ∞

0
FIU

(
ϕE
{
Pru0 ,k

}
NkL0

∥∥∥xu0,Skx∗

∥∥∥−ηk
(γth)

−1−σ2
)
f∥∥∥xu0,Skx∗

∥∥∥ (x) dx.
(F.4.1)

The Gil-Pelaez theorem is utilized to derive the CDF of IU as

FIU (x) =
1

2
− 1

π

∫ ∞

0

Im
[
e−jwxϕ∗ (w)

]
w

dw. (F.4.2)

Substituting (F.4.2) into (F.4.1), the outage probability of a typical MT associated

with the kth tier as N → ∞ is derived as (8.32).
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