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Abstract

Dynamics of baroclinic jets on extrasolar planets is studied using three-dimensional
general circulation models (GCMs) which solve the traditional hydrostatic primitive
equations. The focus is on: i) baroclinic flow and instability on hot-Jupiters; ii)
detailed GCM intercomparison in a commonly used extrasolar planet setup; and,
iii) equatorial superrotation on Earth-like planets.

Stability, non-linear evolution and equilibration of high-speed ageostrophic jets are
studied under adiabatic condition relevant to hot-Jupiters. It is found that zonal jets
can be baroclinically unstable, despite the planetary size of the Rossby deformation
scale, and that high resolution is necessary to capture the process. Non-linear jet
evolution is then used as a test case to assess model convergence in five GCMs
used in current hot-Jupiter simulations. The GCMs are also tested under a diabatic
condition (thermal relaxation on a short timescale) similar to that used in many
hot-Jupiter studies. In the latter case, in particular, the models show significant
inter- and intra-model variability, limiting their quantitative prediction capability.
Some models severely violate global angular momentum conservation.

The generation of equatorial superrotation in Earth-like atmospheres, subject
to “Held & Suarez-like” zonally-symmetric thermal forcing is also studied. It is
shown that transition to superrotation occurs when the meridional gradient of the
equilibrium surface entropy is weak in this setup. Two factors contribute to the
onset of superrotation — suppression of breaking Rossby waves (generated by mid-
latitude baroclinic instability) that decelerate the equatorial flow, and, generation of
inertial and barotropic instabilities in the equatorial region that provide the stirring
to accelerate the equatorial flow.

In summary, forcing condition and physical setup used in current hot-Jupiter
simulations severely stretch model performance and predictive capability. Super-
rotation in Earth-like conditions may be common, but its strength decreases with
resolution. Broadly, numerical convergence must be assessed in GCM experiments
for each problem or setup considered.

4



Acknowledgments

My deepest gratitude goes to my supervisor James Y-K. Cho, for all his support
and encouragement. It has been a privilege to benefit from his knowledge, guidance
and generosity and from the numerous enlightening and stimulating discussions with
him.

Many thanks to the members of the Planetary Atmosphere and Dynamics Group
(PAD) for many hours of productive discussions, support, and for the feedback
on the work in this thesis: Heidar Thor Thrastarson, Christopher Watkins, Orkan
Umurhan, Stephen Thomson, Zoe Gumm, and, James Y-K. Cho. Special thanks
goes to Stephen Thomson and Christopher Watkins for reading this thesis.

I thank my husband, Martin, for supporting and helping me in so many ways.

Thanks to my parents, for their understanding and encouragement.

Thanks to my friends and colleagues in the Astronomy Unit for making my time at
Queen Mary a very enjoyable experience.

Many thanks to my examiners Prof. Peter Read and Prof. David Dritschel for
a very enjoyable viva and for their many useful and inspiring comments, which have
greatly improved this thesis.

This work is supported by a research studentship from the Westfield Trust Fund
and from the Science and Technology Facilities Council (STFC).

5



Contents

Abstract 4

Acknowledgments 5

List of Figures 8

List of Tables 11

1 Introduction 12
1.1 Extrasolar Planets and Their Atmospheres . . . . . . . . . . . . . . . 12
1.2 Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3 Previous Modelling Work . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.4 Outline of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2 Governing Equations and Numerical Model 19
2.1 The Primitive Equations . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Parameter Regime . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 Numerical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.3.1 The BOB Equations in Continuous Form . . . . . . . . . . . . 29
Appendix 2.A Numerical Methods . . . . . . . . . . . . . . . . . . . . . . 31

2.A.1 Finite Difference Method . . . . . . . . . . . . . . . . . . . . . 31
2.A.2 Leapfrog Time-Differencing . . . . . . . . . . . . . . . . . . . 31
2.A.3 Spectral Method . . . . . . . . . . . . . . . . . . . . . . . . . 34

3 Baroclinic Instability on Hot-Jupiters 36
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Linear Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.2.1 Charney-Stern-Pedlosky Criteria . . . . . . . . . . . . . . . . 38
3.2.2 Governing Equations . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.3 Two-Layer, Beta-Plane Analysis . . . . . . . . . . . . . . . . . 40
3.2.4 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.3 Non-Linear Evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.3.1 Model and Setup . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.3.2 Paradigm Case . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.3.3 High Latitude Westward Jet . . . . . . . . . . . . . . . . . . . 68
3.3.4 Equatorial Jet . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.3.5 Numerical Convergence . . . . . . . . . . . . . . . . . . . . . . 73

3.4 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . 80
Appendix 3.A Non-dimensional Analysis . . . . . . . . . . . . . . . . . . . 82

6



Contents 7

4 Intercomparison of General Circulation Models for Hot-Jupiters 87
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.2 Dynamical Cores and Test Cases . . . . . . . . . . . . . . . . . . . . 90

4.2.1 Dynamical Cores . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.2.2 Test Cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.3.1 Test Case 1 (TC1): Steady-State . . . . . . . . . . . . . . . . 97
4.3.2 Test Case 2 (TC2): Baroclinic Wave . . . . . . . . . . . . . . . 106
4.3.3 Test Case 3 (TC3): Diabatic Forcing . . . . . . . . . . . . . . 115

4.4 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . 128
Appendix 4.A Tables of Values for Test Cases . . . . . . . . . . . . . . . . 132

5 Superrotation in Held & Suarez-like Flows With Weak Surface
Temperature Gradient 135
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.2 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

5.3.1 Wave-mean Flow Analysis . . . . . . . . . . . . . . . . . . . . 145
5.3.2 Resolution and Dissipation . . . . . . . . . . . . . . . . . . . . 155
5.3.3 Other Sensitivities/Insensitivities . . . . . . . . . . . . . . . . 166

5.4 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . 166

6 Conclusion 168
6.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
6.2 Outlook and Future Work . . . . . . . . . . . . . . . . . . . . . . . . 171

Bibliography 176



List of Figures

1.1 Transit method of detection. . . . . . . . . . . . . . . . . . . . . . . . 14

2.1 Slab model of the stably stratified atmosphere. . . . . . . . . . . . . . 23

3.1 Vertical structure of the two-layer primitive equations model. . . . . . 41
3.2 Growth rate and phase speed for HD209458b, as a function of wave-

length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3 Growth rate and phase speed at φ = 45◦ for Earth, Jupiter and

GJ436b as a function of wavelength. . . . . . . . . . . . . . . . . . . 48
3.4 The basic state zonal wind and potential temperature as a function

of latitude and pressure for runs: a) E45N, b) W60N, and c) EEQ. . . 53
3.5 Meridional cross-section of the meridional potential vorticity gradient

for run E45N. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.6 Temperature and relative vorticity from run E45N for t = 0 τ to t = 8 τ . 56
3.7 Evolution of globally-averaged eddy kinetic energy for runs E45N,

W60N and EEQ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.8 Time evolution of total eddy energy (EKE+EPE), zonal potential

energy (APE) and zonal kinetic energy (ZKE) for E45N (top left),
W60N (top right), EEQ (bottom left), and E45N2b (bottom right). . 59

3.9 Perturbation streamfunction, perturbation meridional velocity and
perturbation temperature as a function of pressure and longitude at
t = 6 τ for run E45N. . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.10 Same as Figure 3.6 but for t = 10 τ and t = 40 τ . . . . . . . . . . . . 61
3.11 Zonal mean zonal wind and potential temperature contours for runs

a) E45N at t = 30 τ , b) W60N at t = 60 τ and c) EEQ at t = 60 τ . . 63
3.12 Vertically and temporally averaged divergence of Eliassen-Palm flux

for runs E45N, W60N and EEQ . . . . . . . . . . . . . . . . . . . . . 64
3.13 Eliassen-Palm flux vectors and their divergences for the E45N, W60N

and EEQ simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.14 Top: Basic state zonal wind and potential temperature for run E45N2b

with the lower boundary extended to 2 bars. Bottom: Relative vor-
ticity from run E45N2b at t = 10 τ . . . . . . . . . . . . . . . . . . . . 67

3.15 Temperature field for run W60N at t = 9 τ and for run E45N at t = 7 τ . 69
3.16 Temperature and relative vorticity for run EEQ at t = 26 τ . . . . . . 72
3.17 Relative vorticity field for run EEQ at varying horizontal resolution. . 75
3.18 Kinetic energy density as a function of (total) wavenumber n for the

fields shown in Figure 3.17. . . . . . . . . . . . . . . . . . . . . . . . 77
3.19 Same as Figure 3.17 but with τ−1

d = 5.07× 10−4 s−1 in all runs. . . . 79

8



List of Figures 9

3.20 Non-dimensional growth rate and phase speed for HD209458b, as a
function of non-dimensional wavenumber. . . . . . . . . . . . . . . . . 85

3.21 Non-dimensional growth rate as a function of non-dimensional wavenum-
ber for different values of R̂o. . . . . . . . . . . . . . . . . . . . . . . 86

4.1 Cubed-sphere grid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.2 Top: The basic state zonal wind and potential temperature, as a func-

tion of latitude and pressure for the steady-state test. Bottom: Basic
state relative vorticity field as a function of longitude and latitude in
cylindrical-equidistant view at the 975 hPa pressure level. . . . . . . . 98

4.3 Top: Symmetry deviation l2-norm of [u(t)−u(t)] for MITgcm cubed-
sphere steady-state case simulations. Bottom: Relative vorticity field
at t = 2.5 τ , at the 975 hPa level, from the C64 resolution simulation
in the top panel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

4.4 The degradation l2-norm of [u(t) − u(0)] for all the dynamical cores
with varying horizontal resolutions. . . . . . . . . . . . . . . . . . . . 103

4.5 Relative vorticity field from T170L20 simulation with BOB in cylindrical-
equidistant view, at the 975 hPa pressure level for t = 6 τ to t = 18 τ . 108

4.6 Cylindrical equidistant view of relative vorticity field at t = 10 τ from
different model cores. . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.7 Differences of the root mean square l2 vorticity norm between high
resolution reference solution and lower resolution solutions within the
same model core. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

4.8 Differences of the root mean square l2 vorticity norm between T170L20
reference solution for BOB and solutions with other dynamical cores
at various resolutions. . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

4.9 Temperature with wind vectors overlaid, for the diabatic forcing test
case with different model cores, at three times at the 475 hPa level. . 119

4.10 Time series of globally averaged temperature for the diabatic test case
with different model cores at various horizontal resolutions. . . . . . . 122

4.11 Time series of global angular momentum for the diabatic test case
with different model cores at various horizontal resolutions. . . . . . . 124

4.12 Time series of global total energy for the diabatic test case with dif-
ferent model cores at varying horizontal resolutions. . . . . . . . . . . 127

5.1 Form of F (p) given by equation (5.4). . . . . . . . . . . . . . . . . . . 140
5.2 Prescribed radiative equilibrium temperature distributions for the HS

case and the RTG case. . . . . . . . . . . . . . . . . . . . . . . . . . 141
5.3 The zonally-symmetric zonal-mean zonal wind and mass streamfunc-

tion for the control simulation and the RTG simulation at T170L30
resolution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

5.4 The time- and zonal-mean temperature and zonal wind for the control
simulation and the RTG simulation at T170L30 resolution. . . . . . . 144

5.5 Eliassen-Palm flux vectors and their divergences for the control sim-
ulation and the RTG simulation at T170L30 resolution. . . . . . . . . 146



List of Figures 10

5.6 C spectra at p = 500 hPa for the control simulation and RTG simu-
lation at T170L30 resolution. . . . . . . . . . . . . . . . . . . . . . . 148

5.7 Ertel potential vorticity for the control simulation and the RTG sim-
ulation at T170L30 resolution. . . . . . . . . . . . . . . . . . . . . . . 152

5.8 Perturbation geopotential with wind vectors overlaid for the RTG
simulation at T170L30 resolution. . . . . . . . . . . . . . . . . . . . . 153

5.9 Symmetric and antisymmetric mode Wheeler-Kiladis diagrams of the
equatorial geopotential height field for the control (panels a and c)
and the RTG (panels b and d) simulations at p = 500 hPa. . . . . . . 154

5.10 Initial zonal wind and the equilibrated zonal mean zonal wind from
the shallow water model simulations at T170 and T42 resolution. . . 156

5.11 Shallow-water potential vorticity in cylindrical-equidistant view for
setups SW1 and SW2 at T170 horizontal resolution, at t = 16 days. . 157

5.12 The time- and zonal- mean zonal wind for the RTG simulation at
T42L30, T85L30 and T170L30 resolutions. . . . . . . . . . . . . . . . 158

5.13 Time series of column-averaged zonal wind at the equator at varying
horizontal resolutions for the control simulation and the RTG simu-
lation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

5.14 Time series of 〈ueq〉 at T85L30 resolution with varying ν8 for the
control simulation and the RTG simulation. . . . . . . . . . . . . . . 163

5.15 Ertel potential vorticity for the RTG simulation at T42L30 and T170L30
resolutions on the Θ = 330 K surface. . . . . . . . . . . . . . . . . . 164

5.16 Zonal-mean Ertel potential vorticity and zonal-mean zonal wind for
the RTG simulation at T42L30 and T170L30 resolutions on the Θ =
330 K surface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165



List of Tables

2.1 Measured and estimated parameter values for hot-Jupiter HD 209458b,
Jupiter and the Earth. . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.1 Summary of jet configurations discussed. . . . . . . . . . . . . . . . . 50

4.1 Table of vertical and horizontal grid resolutions as well as other
parameters needed for reproduction of steady-state case with pseu-
dospectral cores. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

4.2 As in Table 4.1, but for MITgcm in longitude-latitude grid. . . . . . . 132
4.3 Same as Table 4.1, but for MITgcm in cubed-sphere grid. . . . . . . . 133
4.4 Table of vertical and horizontal grid resolutions as well as other pa-

rameters needed for reproduction of baroclinic wave test case with
pseudospectral cores. . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

4.5 Same as Table 4.4, but for MITgcm in longitude-latitude grid. . . . . 133
4.6 Same as Table 4.4 but for MITgcm in cubed-sphere grid. . . . . . . . . . 133
4.7 Table of vertical and horizontal grid resolutions as well as other pa-

rameters needed for reproduction of diabatic forcing test case with
pseudospectral cores. . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

4.8 Same as Table 4.7 but for MITgcm in longitude-latitude grid. . . . . 134
4.9 Same as Table 4.7 but for MITgcm in cubed-sphere grid. . . . . . . . 134

5.1 Parameter values used in the simulations. . . . . . . . . . . . . . . . . 139

11



1 Introduction

1.1 Extrasolar Planets and Their Atmospheres

Following the discovery of the first extrasolar planets in 1992, around 1800 planets,

orbiting a star other than the Sun, have been detected to date (http://exoplanet.eu).

The first planets were of several Earth-mass and were detected orbiting a pulsar PSR

B1257+12 by the pulsar timing method (Wolszczan and Frail, 1992). In 1995, the

first Jupiter-mass planet orbiting a main-sequence star, 51 Pegasi, was detected

using the radial velocity technique (Mayor and Queloz, 1995). Since these early dis-

coveries, the rate of detection has been rising due to improved observation techniques

and dedicated ground- and space-based telescopes and spacecrafts (e.g., HATNet,

SuperWASP, CoRoT, Kepler, etc.). To date, the majority of the confirmed extra-

solar planets (henceforth exoplanets) have been discovered by the radial velocity

and transit methods. The former measures the variation in the speed with which

the star moves toward or away from the observer as a response to the orbiting

planet’s gravitational pull. The latter detects planets by measuring a small dip in

the star’s brightness as the planet transits between the star and the observer’s line

of sight. Both methods are biased towards finding more massive planets on small

orbits. Other detection methods include direct imaging, gravitational microlensing,

and transit timing variation techniques. At present, the majority of the confirmed

exoplanets are between the size of the Earth and Neptune. This observation followed

the recent NASA Kepler mission announcement of over 700 new exoplanets validated

by a statistical method (Lissauer et al., 2014; Rowe et al., 2014). However, prior to

the announcement, Jupiter size planets on close-in orbits ( a . 0.05 AU, where a is

semi-major axis, and 1 AU=1.496× 1011 m) — the so-called “hot-Jupiters” — were

the most common exoplanets.

The diverse range of physical and orbital characteristics (e.g., masses, radii, tem-

peratures, orbital periods, semi-major axes, surface properties, eccentricities, etc.)

of the exoplanets motivate the study of their atmospheres and provide an opportu-

nity to apply and extend theories of atmospheric dynamics, beyond the parameter

12
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regimes applicable to the Solar System planets. Moreover, since dynamics affects

temperature distributions and the observed spectra, understanding general circula-

tion is crucial for guiding and interpreting observations of exoplanet atmospheres.

The transit method makes it possible to observe some properties of extrasolar

planet atmospheres. Due to the larger probability of hot-Jupiters transiting their

host stars (the probability of transit is R∗/a, where R∗ is the stellar radius), these

planets are by far the best characterized exoplanets and have received the most

attention in exoplanet atmospheric studies. Due to their close proximity to the star,

tidal forces are believed to maintain a rotation rate synchronous with the circular

orbit (e.g., Goldreich and Soter, 1966), leading to permanent day and night sides

on the planet. This situation presents a new regime of atmospheric circulation

not encountered in our Solar System: moderately rotating (rotation periods of few

days) giant planets, which are continuously exposed to intense stellar heating on

the same side. In the first part of this thesis, baroclinic jet dynamics is studied

under conditions relevant to not only spin-orbit synchronized but also more distant

unsynchronized hot-Jupiters. The atmospheres of smaller, terrestrial planets are also

becoming amenable to observations, and it is equally important to study the range

of circulations permitted under Earth-like parameter regimes. In the second part of

this thesis, the focus is therefore shifted from hot-Jupiter to Earth-like conditions.

All planets with atmospheres, independent of their proximity to the host star, are

expected to possess stably stratified (i.e., entropy increases with height), dynamically

active layers in which advective and radiative transport is important. Dynamics and

dissipation processes govern the energy distribution in these layers. Incoming stellar

radiation provides forcing. Part of this incoming radiation is scattered or reflected

and part is absorbed by the deeper atmosphere or the ground on terrestrial planets.

The atmosphere itself, radiates at much longer wavelengths (mostly in infrared for

planets orbiting Sun-like stars). Part of this outgoing radiation is absorbed by trace

constituents elsewhere in the atmosphere and part is lost to space. Clouds, if present,

can either reflect the incoming stellar radiation or trap the outgoing radiation. If

radiative cooling timescales are long compared to dynamic timescales, an adiabatic

description can be valid.

The stably stratified well-mixed layers are bounded at the top by a layer in which

molecular diffusion and ion drag dominate the advection. On gas giants, convection

becomes the dominant energy transport mechanism in the optically thick layers

underlying the dynamically active radiative layers. The gas giants in our Solar

System are expected to have heat fluxes emanating from their convective interiors.

These fluxes can stir the stably stratified dynamic layers from below and hence drive
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Figure 1.1: Transit method of detection. During the transit (or primary eclipse),
the planet blocks a small fraction of star’s flux. During occultation (or
secondary eclipse) all planetary flux is blocked. The graph below shows
the light curve of a star during transit.

vigorous atmospheric motions. For the gas giants in our Solar System, the radiative-

convective boundary is situated in the region 0.1-1 bar. For highly irradiated hot-

Jupiters the radiative-convective boundary may extend down to as deep as 1000 bars

(Guillot and Showman, 2002). However, the location of this boundary on tidally

synchronized hot-Jupiters is likely to vary substantially between the day and night

sides.

1.2 Observations

As discussed above, most observations of exoplanet atmospheres are of close-in giant

planets. In particular, HD 209458b and HD 189733b are the two most studied and

observed hot-Jupiters. Both radial velocity and transit methods give the orbital

period of a planet — and, by invoking the tidal locking assumption, rotation rate.

By combining light curves of stars with transiting planets together with the radial

velocity observations, the planet’s mass can be obtained. As the planet passes in

front of the star, the starlight drops by the amount of the planet-to-star cross-

sectional area ratio. Thus, the shape of the light curve can also reveal the size
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of the planet, provided the stellar radius is known. This information, combined

with the mass gives the bulk density of the planet, and hence some insight into the

composition.

Measurements of both the transit (or primary eclipse) and the occultation (or

secondary eclipse) can give information about the composition and temperature

structure of the planetary atmosphere. The former occurs when the planet passes

in front of the star (from the observer’s view point), and the latter when the planet

passes behind the star (see Figure 1.1). During a transit, a small portion of the

starlight is filtered through the upper atmosphere of the planet where it is partially

absorbed at certain wavelengths. This gives a transmission spectrum of the plan-

etary atmosphere. If the star’s flux spectrum during the secondary eclipse, when

the planetary flux is blocked, is subtracted from its flux spectrum just before or

after (when both the star and planet contribute to the total flux), only the signal

from the planet remains. This gives an emission spectrum for the day-side of the

planet and it is possible to infer the brightness temperature of the planet at different

wavelengths.

Hot-Jupiter atmospheres are expected to be composed mostly of hydrogen and

helium. From the transmission and emission spectra of both HD 209458b and

HD 189733b a presence of trace species such as sodium, water, methane, carbon

monoxide and carbon dioxide has been inferred (e.g., Charbonneau et al., 2005;

Tinetti et al., 2007; Grillmair et al., 2008; Swain et al., 2008). Somewhat incon-

clusive constraints have also been placed on the horizontal temperature contrasts

between day and night sides of HD 209458b and HD 189733b. In some observations

(Knutson et al., 2007, 2009; Cowan et al., 2007), light curves of both these planets

exhibit 20–30% differences between the day and night side brightness temperatures,

which might suggest redistribution of thermal energy by atmospheric circulation. In

other observations (e.g., Crossfield et al., 2012), the day-night contrast in brightness

temperature is considerably larger, which might suggest low energy redistribution

by atmospheric circulation. In addition, pressure-temperature profiles can be in-

directly inferred from comparison of models and observations. But, such profiles

contain significant assumptions.

Some insight into atmospheric time variability can be obtained by measuring ab-

sorption and emission features at different epochs. For example, Grillmair et al.

(2008) report discrepancies in emission features between two epochs and Charbon-

neau et al. (2005) find spectral features in secondary eclipse that are inconsistent

with measurements in e.g., Knutson et al. (2007). This indicates that vigorous at-

mospheric motions in the stably stratified layers will strongly influence observable
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properties. Hence, a good understanding of atmospheric dynamics on extrasolar

planets is needed (e.g., Cho et al., 2003, 2008; Cho, 2008; Showman et al., 2008,

2009; Menou and Rauscher, 2009; Showman et al., 2011; Thrastarson and Cho,

2010; Watkins and Cho, 2010; Polichtchouk et al., 2014; Cho et al., 2014). Because

it is yet not possible to obtain observational constraints on two- or three-dimensional

(2D and 3D, respectively) flow structure, hydrodynamic models can be used to gain

an understanding into mechanisms that govern circulation and climate on an ex-

oplanet. Such models are also useful for determining the sensitivity of a planet’s

circulation and climate to changes in physical and dynamical parameters.

1.3 Previous Modelling Work

Large-scale atmospheric circulation of hot-Jupiters has been investigated using both,

2D and 3D hydrodynamic models. Using the one-layer, equivalent barotropic equa-

tions, which are a vertically integrated version of the primitive equations solved in

this thesis and introduced in Section 2.1, Cho et al. (2003) and Cho (2008) performed

global 2D simulations with small-scale turbulent forcing and large-scale deflection

of the bottom boundary to represent day-night differential heating experienced by

the synchronously rotating planet. Their simulations generally exhibited significant

time variability and led to several (one to three), broad zonal jets with flow speeds

of ∼103 m s−1, and, coherent polar vortices. At large deformation radii (see Chap-

ter 2) or with added angular momentum forcing, the equilibrated equatorial flow

was either eastward or westward — depending on the initial condition and forcing

details. Global, 2D simulations of hot-Jupiters with the shallow water model with a

mass source on the day-side and a sink on the night-side have also been performed

by e.g., Langton and Laughlin (2007); Showman and Polvani (2011). Both studies

exhibited relatively steady flows; but in the former study, retrograde jets were always

produced at the equator whereas, in the latter study, a superrotating jet formed as

a consequence of the applied angular momentum source which represents the effect

on the upper layer of momentum advection from the lower layer.

Using a 3D general circulation model (GCM), which solves the primitive equations,

Cooper and Showman (2006); Cooper and Showman (2005); Showman et al. (2008);

Menou and Rauscher (2009); Rauscher and Menou (2010); Thrastarson and Cho

(2010, 2011); Heng et al. (2011) performed global simulations, in which the day-side

heating and night-side cooling was parametrized with a simple Newtonian cooling

scheme. Studies by e.g., Showman et al. (2009); Lewis et al. (2010); Heng and Vogt
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(2011); Kataria et al. (2013) also use a primitive equation model, but represent the

thermal forcing by a non-gray, cloud-free radiative transfer scheme with opacities

calculated assuming local chemical equilibrium. An alternative modeling approach

was taken by Dobbs-Dixon and Lin (2008); Dobbs-Dixon et al. (2010), who solve

the full compressible Navier-Stokes equations.

With the exception of a few large-scale fast zonal jets, the consensus has not been

reached among different simulation results. Some studies show considerable vari-

ability and sensitivity to initial conditions (e.g., Cho et al., 2003; Cho, 2008; Thras-

tarson and Cho, 2010, 2011), while others produce supersonic jets and essentially no

time variability or sensitivity to initial conditions (e.g., Cooper and Showman, 2005;

Showman et al., 2009; Liu and Showman, 2013). Furthermore, it is not clear whether

GCMs, originally tested and developed for the Earth conditions (i.e., ∼ 50 m s−1

flow speeds, ∼ 60 K temperature differences, and, ∼10−40 days thermal relaxation

times), can fruitfully simulate markedly different conditions relevant to hot-Jupiters

(i.e., fast ∼ 1000 m s−1 flow speeds, large ∼ 1000 K temperature differences, and,

short ∼ 0.1− 5 days thermal relaxation times), which are much more exacting on a

numerical model.

Due to their ease of observability, a considerable effort has been given to mod-

elling atmospheres of hot-Jupiters. However, the atmospheres of Earth-like exo-

planets are also beginning to be accessible to characterization. Terrestrial exoplanet

atmospheric modelling has, thus far, received little attention and to date, the fo-

cus has mainly been on characterizing general circulation of spin-orbit synchronized

Earth-like planets (e.g., Merlis and Schneider, 2010; Heng and Vogt, 2011) rather

than unsynchronized Earth-like planets forced by zonally-symmetric thermal forc-

ing. Partly motivated by the terrestrial bodies in our Solar System, there are,

however, many theoretical studies characterizing the range of global circulations on

terrestrial unsynchronized planets at different rotation rates and radii [e.g.,Williams

(2003); Lee et al. (2007); Mitchell and Vallis (2010)].

1.4 Outline of the Thesis

In this thesis, dynamics of large-scale baroclinic jets (i.e., height-dependent jets) in

synchronized and unsynchronized hot-Jupiter, and, Earth-like atmospheres is stud-

ied using GCMs that solve the traditional hydrostatic primitive equations. The

hydrostatic approximation is appropriate for statically stable large-scale flows with

horizontal scale of motion greatly exceeding the vertical scale of motion. The hori-
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zontal to vertical aspect ratio of global scale flows on hot-Jupiter and the Earth-like

planets is large (∼ 100), and therefore the hydrostatic approximation is reason-

able. In particular, throughout this thesis a careful attention is paid to the ability

of a GCM to accurately simulate large-scale baroclinic jets. In Chapter 2, the

traditional hydrostatic primitive equations and the numerical model used in this

thesis are reviewed. Chapter 3 investigates stability and equilibration properties of

large-scale baroclinic jets in a dynamical parameter regime relevant to hot-Jupiters.

Both, linear normal mode analysis and non-linear initial-value calculations are car-

ried out in an adiabatic situation and the focus is placed on baroclinic instability

resulting from ageostrophic, high speed (1000 m s−1) prograde equatorial and high

latitude retrograde jets. Here, the ability of GCMs to capture baroclinic instability

in hot-Jupiter conditions is also discussed. Motivated by the variability in pub-

lished results of hot-Jupiters by others and the findings in Chapter 3, an extensive

intercomparison of five GCMs, which have recently been used to study hot-Jupiter

atmospheres, is presented in Chapter 4. Here, the goal is to identify each model’s

ability to accurately simulate dynamical response to the extreme conditions relevant

to hot-Jupiters. Many non-zonally-symmetrically forced simulations of planetary at-

mospheres, including those of synchronized hot-Jupiters, have been carried out to

study equatorial superrotation. However, few studies exist of equatorial superrota-

tion in Earth-like atmospheres under zonally-symmetric thermal forcing. In Chapter

5 transition and dynamical mechanisms leading to superrotation under such condi-

tions are investigated. Finally, conclusions and outlook for future work are given in

Chapter 6.



2 Governing Equations and

Numerical Model

2.1 The Primitive Equations

The hydrostatic primitive equations govern the large-scale dynamics of planetary

atmospheres (e.g., Holton, 1992). In this thesis, the primitive equations with dif-

ferent vertical coordinates are considered. Therefore, it is convenient to present the

equations in the generalized coordinate s. In the generalized vertical coordinate s,

the “dry” primitive equations in vector form read (e.g., Kasahara, 1974):

Dv

Dt
= −1

ρ
∇s p− g∇s z − fk×v + Fv + Dv (2.1a)

Dθ

Dt
=

θ

cpT
q̇net +Dθ (2.1b)

∂p

∂s
= −ρg ∂z

∂s
(2.1c)

0 =
∂

∂s

(
∂p

∂t

)
s

+ ∇s ·
(

v
∂p

∂s

)
+

∂

∂s

(
ṡ
∂p

∂s

)
, (2.1d)

where
D

Dt
≡
(
∂

∂t

)
s

+ v·∇s + ṡ
∂

∂s
.

Here, v(x, s, t) = (u, v) is the (zonal, meridional) velocity in the frame rotating

with Ω, the planetary rotation vector, and x ∈ R2; ṡ ≡ Ds/Dt is the general-

ized vertical velocity; z = z(x, s, t) is the physical height, directed locally upward

(in the direction of the unit vector k); ∇s is the 2D gradient operator, operat-

ing along constant surfaces of s = s(x, z, t); ρ(x, s, t) is the density; p(x, s, t) is

the pressure; f = 2Ω sinφ = 2Ω ·k is the Coriolis parameter, where φ is the lati-

tude; Fv(x, s, t) represents momentum sources; Dv(x, s, t) and Dθ(x, s, t) represent

momentum and potential temperature sinks, respectively; g is the gravitational ac-

celeration, assumed to be constant and to include the centrifugal acceleration con-

19
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tribution; θ(x, s, t) = T (pr/p)
κ is the potential temperature, where T (x, s, t) is the

temperature, pr is a constant reference pressure, and κ = R/cp, with R the specific

gas constant and cp the constant specific heat at constant pressure; and, q̇net(x, s, t)

is the net diabatic heating rate (i.e., heating minus cooling). The above equation

set is closed with the ideal gas equation of state, p = ρRT . The equation set (2.1)

assumes spherical geopotential approximation. This is a valid approximation for the

Earth because the rotation rate is not large enough to result in significant oblate-

ness. The oblateness is also expected to be insignificant on hot-Jupiters which are

characterized by moderate rotation rates (rotation period of ∼ 3 days). However,

non-spherical effects due to the tides raised on hot-Jupiters by their host star might

be important. Nevertheless, non-spherical effects are not considered in this thesis.

The equation set (2.1a)–(2.1d) is supplemented with the boundary conditions,

ṡ = 0 at s = sT (2.2a)

ṡ =
∂sB
∂t

+ vB ·∇sB at s = sB. (2.2b)

Here, sT is the boundary surface at the top of the modelled domain; sB is the

boundary surface at the bottom, at a fixed altitude above the reference height (z =

0); and, vB is horizontal velocity at the bottom surface. Boundary conditions (2.2)

imply no mass transport through the upper and lower boundary surfaces. Note, if

the lower boundary coincides with a constant s-surface (i.e., sB 6≡ sB(x, t)), then the

boundary condition (2.2b) simply reduces to

ṡ = 0 at s = sB . (2.3)

While letting s → z might be an intuitive choice for a vertical coordinate, in

practice it is common to use pressure or other, pressure-based, coordinates: for ex-

ample, s → p, s → σ(p), or s → η(p, ps). The σ-coordinate is a surface pressure

based coordinate such that σ(p) ≡ p/ps(x, t), where ps(x, t) is a deformable surface

pressure. The hybrid η-coordinate is a monotonic function of p, which reduces to a

pure p-coordinate at the top, and a pure σ-coordinate at the bottom of the domain.

It is defined implicitly through the relation p(x, η, t) = Aηpr + Bηps(x, t), where

Aη,Bη ∈ [0, 1]. In the p-coordinate, the continuity equation (2.1d) takes on a simple

diagnostic form. However, the p-coordinate system poses a computational disad-

vantage when modelling a planetary atmosphere with a solid surface, if topography

is present. In this case, the boundary condition (2.2b) becomes difficult to handle.

The σ-coordinate or the η-coordinate circumvents this problem because the planet’s
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surface does not cross a vertical coordinate surface in either coordinate systems.

The momentum equation (2.1a), the heat equation (2.1b) and the continuity equa-

tion (2.1d) are derived from the full Navier-Stokes equations, together with the

energy equation, equation of state, and boundary conditions in spherical geometry.

Two approximations are made to the Navier-Stokes equations: 1) the “shallow atmo-

sphere” and 2) the “traditional” approximations. The first assumes that the height

of the atmosphere zT is small compared to the planetary radius Rp (i.e., zT � Rp).

The second is formally valid in the limit of strong stratification, when the Prandtl

ratio (N/Ω)2 >> 1, where N is the Brunt-Väisälä frequency (see equation (2.16)).

In the traditional approximation, the Coriolis and metric terms involving vertical

velocity are omitted. Metric terms arise from representing the equations (2.1a –

2.1d) in spherical coordinates as the directions of the coordinate axes change with

position on the sphere. In the next section, the validity of the above approximations

is discussed.

As can be seen from equation (2.1c), the vertical momentum equation describes

the atmosphere in hydrostatic balance. This approximation restricts the vertical

motions to be slow compared to the horizontal motions. This restriction is equiv-

alent to assuming the vertical length scale of motion to be small compared to the

horizontal length scale. The hydrostatic primitive equations with the boundary con-

ditions (2.2), filter vertically propagating sound waves and horizontally propagating

waves that travel faster than the speed of sound. The only waves that remain are

the large-scale slowly evolving Rossby, or planetary, waves and smaller-scale faster

evolving gravity waves. The horizontally propagating external gravity, or Lamb,

wave travels at the speed of sound and is the fastest wave permitted.

2.2 Parameter Regime

Because HD 209458b is one of the most studied and observed hot-Jupiters, primarily,

physical parameters appropriate for HD 209458b are chosen in Chapters 3 and 4.

In Chapter 5, physical parameters for the Earth are adopted. Typical parameter

values for both are listed in Table 2.1. To appreciate how different the hot-Jupiter

parameter regime is compared to the gas giant planets in our Solar System, physical

parameters for Jupiter are also listed in Table 2.1 for convenience. Two of the most

obvious differences between hot-Jupiters and the Solar System giant planets are: 1)

the equilibrium temperature, and 2) the rotation rate. These differences and their

implications are discussed further below.
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Table 2.1: Measured and estimated parameter values for hot-Jupiter HD 209458b,
Jupiter and the Earth. Here, g is gravity; Rp is equatorial radius; Mp

is the planetary mass; a is the semi-major axis; P is period; Ω is ro-
tation rate; R is gas constant; cp is specific heat at constant pressure;
Hp is pressure scale height; Teq is equilibrium temperature; and, N is
Brunt-Väisälä frequency. For HD 209458b, g, Rp, Mp, a, and P are
measured from radial velocity and transit observations. To obtain Ω for
HD 209458b, spin-orbit synchronization is assumed. An estimate of Hp

is obtained from Hp = RTeq/g, where R for HD 209458b is estimated
assuming same composition as for Jupiter (i.e., 90% H2, 10% He), and,
Teq is calculated from equation (2.4).

Parameter HD 209458b Jupiter Earth Units
g 9.0 25.9 9.8 m s−2

Rp 108 7.0×107 6.37×106 m
Mp 1.35×1027 1.90×1027 5.97×1024 kg
a 0.05 5.2 1.0 AU
P 3.5 4333 365 days
Ω 2.1×10−5 1.6×10−4 7.3×10−5 s−1

R 3.5×103 3.5×103 287 J kg−1 K−1

cp 1.23×104 1.23×104 1004 J kg−1 K−1

Hp 6×105 2.7×104 104 m
Teq 1500 110 288 K
N 2×10−3 2×10−2 10−2 s−1

The equilibrium temperature Teq of a planet can be estimated, in a crude way, as

the black-body “effective” temperature

Teq ≈ Teff =

√
R∗
2a

(1− α)1/4T∗ =

{
(1− α)S

4σ

}1/4

. (2.4)

Here, α is the bond albedo, i.e., the fraction of reflected to total intercepted stellar

radiation, integrated over all wavelengths and directions; R∗ is the radius of a star;

a is the orbital semi-major axis; T∗ is the effective temperature of a star; S ≡
σT 4
∗ (R∗/a)2 is the stellar radiation flux incident upon the planet; and, σ = 5.67 ×

10−8 W m−2 K−4 is the Stefan-Boltzmann constant. Recall that hot-Jupiters are

found to orbit their host star on close-in orbits (i.e., a . 0.05 AU). Assuming that

hot-Jupiters orbit Sun-like stars with R∗ ∼ 7×108 m, and, T∗ ∼ 6000 K, and taking

α ≈ 0.25 (upper limit obtained for HD 209458b in Rowe et al., 2006), equation (2.4)

gives 1000 K < Teq < 2000 K. Similar estimates for the Earth and Jupiter give
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Figure 2.1: Slab model of the stably stratified radiative atmosphere lying above the
ground or the convective layer. (1− α)S/4 is the net solar radiation, B
is the energy flux in and out of the atmosphere, and G is the energy flux
out of the “ground”.

Teq ∼ 255 K and Teq ∼ 100 K, respectively. However, unlike a black body, a real

atmosphere is not completely transparent to the outgoing infrared radiation and the

lower layers of the atmosphere can have significantly warmer temperatures. For the

Earth, surface equilibrium temperature is warmer, Teq ∼ 288 K, and Teq ∼ 255 K is

more characteristic of a temperature in the upper troposphere.

Due to the expected high equilibrium temperatures, the radiative relaxation timescales

in the stably stratified radiative layers of hot-Jupiter atmospheres can be very

short—much shorter than for the Solar System bodies. The time taken to establish

a radiative equilibrium can be estimated by considering fluxes in and out of the

ground (or, for gas giants, the convective layer opaque to the incoming stellar radia-

tion) and the stably stratified atmosphere above (e.g., James, 1995). For simplicity,

the atmosphere here is crudely represented as a single slab of gas (see Figure 2.1).

Let G be the energy flux out of the ground, and B be the energy flux in and out of

the atmosphere and assume that the atmosphere is totally opaque to the outgoing

radiation (mostly infrared for planets orbiting Sun-like stars) and transparent to the

incoming radiation (mostly visible for planets orbiting Sun-like stars). In radiative

equilibrium fluxes in and out of the ground must balance:

(1− α)
S

4
+B = G, (2.5)
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as must the fluxes in and out of the atmosphere:

2B = G. (2.6)

If the atmospheric temperature Ta is disturbed away from the equilibrium, equation

(2.6) no longer holds. Instead

cpp

g

dTa
dt

= G− 2B, (2.7)

where cpp/g is the thermal capacity of an atmospheric column of unit cross sectional

area. With the aid of equations (2.5) and (2.4), equation (2.7) can be rewritten as

cpp

g

dTa
dt

= −B + σT 4
eq, (2.8)

and the flux in and out of the atmosphere B can be approximated using Stefan’s law

as B = σT 4
a . Assuming small departures of temperature 4T from the equilibrium

Teq, such that Teq = Ta − 4T and |4T | << Teq, equation (2.9) can be linearized

about Teq, to give
d(4T )

dt
= −

4σT 3
eqg

pcp
4T . (2.9)

The solution to this equation yields the estimate of the radiative time scale

τth ∼
cp p

4σ g T 3
eq

. (2.10)

Equation (2.10) can be used to estimate radiative time scales on an extrasolar planet.

However, in deriving equation (2.10), a single slab model of an atmosphere com-

pletely transparent to the incoming stellar radiation and totally opaque to the out-

going radiation is assumed. A more realistic model of an atmosphere would account

for a more complicated vertical structure, have depth-dependent opacities, and in-

clude other processes such as scattering of the incoming radiation by atmospheric

particles. More importantly, large temperature contrasts (∼ 100−1000 K) are often

observed in simulations of spin-orbit synchronized hot-Jupiters. Therefore, depar-

tures from the equilibrium Teq are not typically small (i.e., |4T | ∼ Teq) and the

application of equation (2.10) in estimating radiative timescales on spin-orbit syn-

chronized hot-Jupiters is somewhat questionable. Bearing in mind these caveats,

substitution of estimated values of parameters for HD 209458b (see Table 2.1) into

equation (2.10) yields τth ∼ 45 h at p =1 bar level. Similar estimates for the Earth
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and Jupiter result in considerably longer radiative time scales: τth ∼ 450 h and

τth ∼ 4.5×104 h, respectively. Equation (2.10) will be used to crudely estimate

radiative time scales when considering diabatic condition in Chapters 4 and 5.

Assuming spin-orbit synchronization, the implied rotation periods for hot-Jupiters

are typically 2-5 Earth days (50 − 120 h)—much slower than for Jupiter (10 h) or

other gas giants in our Solar System. The importance of rotation can be estimated by

performing a scale analysis on the horizontal equations of motion (equation (2.1a)).

If the horizontal length scale of motion scales as L and a typical flow speed scales

as U , then the advective term scales as U2/L, and the Coriolis term scales as f U .

The ratio of the advective to the Coriolis term is the Rossby number,

Ro ≡ U

fL
. (2.11)

For Ro << 1, the Coriolis terms dominate the advective terms in the horizontal

direction. In the absence of momentum sources/sinks, the only terms that can

balance the horizontal Coriolis force are the first two terms on the right hand side

of equation (2.1a). This balance is the geostrophic balance. If pressure (p) is taken

as a vertical coordinate, the first term on the right hand side of equation (2.1a)

vanishes on isobaric surfaces and the geostrophic balance becomes

fk×v ≈ −g∇p z (2.12)

or in spherical polar coordinates

f u ≈ − 1

Rp

∂Φ

∂φ
, f v ≈ 1

Rp cosφ

∂Φ

∂λ
, (2.13)

where Φ = gz is the specific geopotential above Rp and λ is longitude. Differentiating

these equations with respect to p and making use of the hydrostatic balance and the

definition of potential temperature, leads to the thermal wind balance (Pedlosky,

1986, e.g.,) that relates the vertical shear of the horizontal wind to the horizontal

temperature gradients:

∂u

∂p
=
R

fpRp

(
∂T

∂φ

)
p

,
∂v

∂p
= − R

fpRp cosφ

(
∂T

∂λ

)
p

. (2.14)

On large scales (i.e., L ∼ Rp) and away from the equator, geostrophic balance

holds reasonably well for both the Earth and Jupiter as both lie in low Rossby num-

ber regime Ro ∼ 0.001− 0.1. Typical value for U for hot-Jupiters is unknown and
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can only be crudely estimated from simulations. If U is taken as 200 – 2000 m s−1,

global scale Rossby number for HD 209458b is Ro ∼ 1 − 0.1. Bearing in mind the

caveats of such simple scaling analysis, the above estimates of Ro imply that the

Coriolis force is less important on hot-Jupiters than on the Earth or Jupiter.

A typical length scale of the most unstable baroclinic mode is the Rossby defor-

mation length scale

LD ≡
NH

f
, (2.15)

where H is the vertical scale of the flow and N is the Brunt-Väisälä frequency (see

equation (2.16)). Coherent vortices often have horizontal scales close to or larger

than LD. LD also sets the range over which flow structures can effectively interact.

In a stably stratified atmosphere, an adiabatically displaced fluid parcel oscillates

at the Brunt-Väisälä frequency

N =

√
g

T

(
∂T

∂z
+
g

cp

)
. (2.16)

For HD 209458b, N is estimated to be ∼ 2 × 10−3 s−1 corresponding to the

buoyancy oscillation period of under one hour. This estimate is obtained from

equation (2.16) by assuming that the vertical temperature gradient ∂T/∂z is neg-

ligible1 compared to the dry adiabatic lapse rate g/cp, and that T ≈ Teq. Equa-

tion (2.16) would yield stronger stratification (i.e., higher N) for ∂T/∂z > 0 and

weaker stratification (i.e., lower N) for ∂T/∂z < 0 and static instability (i.e., N < 0)

if ∂T/∂z < −g/cp. For the Earth and Jupiter (in the stratosphere) the stratifica-

tion is stronger: N ∼ 10−2 s−1 (this estimate is for the Earth in the troposphere)

corresponding to shorter buoyancy oscillation periods of ∼10 min.

If the vertical scale H is taken to be the pressure scale height Hp = RT/g,

the estimate of LD for HD 209458b at mid-latitudes is LD ∼ 4×107 m, giving

LD/Rp ∼ O(1). This implies that the dominant flow structures on hot-Jupiters can

be planetary in scale (e.g., Cho et al., 2003). In comparison, the dominant structures

on the Earth and Jupiter are much smaller with LD/Rp ∼ 0.01 for Jupiter, and

LD/Rp ∼ 0.1 for the Earth.

In a stratified rotating fluid, the motion is predominantly layer-wise and quasi-2D.

In this regime, turbulent flow exhibits inverse cascade of energy to larger scales as

a consequence of successive vortex mergers, and, forward cascade of enstrophy to

smaller scales (e.g., Vallis, 2006). On a rotating sphere, the meridional gradient of

1Based on radiative-transfer model calculations (e.g., Iro et al., 2004) assuming ∂T/∂z = 0 in
dynamically active radiative layers is reasonable.
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the Coriolis parameter β ≡ ∂f/∂y provides a restoring force on the growing eddies

in the meridional (north-south) direction but none in the zonal (east-west) direction.

As a consequence of this anisotropy, vortices grow to the largest available scale in

the zonal direction, forming zonal bands and jets (Rhines, 1975). The meridional

width of the jets is roughly characterized by the Rhines scale

Lβ = π

√
U

β
, (2.17)

where β ≡ R−1
p (∂f/∂φ) = 2Ω cosφ/Rp is the meridional gradient of the Coriolis

parameter. Thus, the expected number of bands on a sphere can be estimated to be

Njets ∼ πRp/Lβ ∼
√

2ΩRp/U . (2.18)

This “β mechanism” has been relatively successful in explaining the number, size,

and amplitudes of zonal jets on Solar System planets (e.g., Williams, 1978; Cho and

Polvani, 1996). Taking U ∼ 50 m s−1 for both Jupiter and the Earth, equation (2.18)

gives an estimate of ∼ 20 and ∼ 4 jets, respectively—similar to the number observed.

For hot-Jupiters, for 200 < U < 2000 m s−1, the estimate is 1–3 jets and hence the

dynamical structures are expected to be more global in scale than on Solar System

giant planets and the Earth. Consistent with these estimates, 2D simulations of hot-

Jupiter atmospheres forced at small scales obtain 1–3 jets (Cho et al., 2003; Cho,

2008). Published 3D simulations of hot-Jupiter atmospheres forced by day-night

heating contrast (e.g., Cooper and Showman, 2005; Showman et al., 2008; Menou

and Rauscher, 2009; Rauscher and Menou, 2010; Thrastarson and Cho, 2010, 2011)

also produce 1–3 jets. However, in this case the mechanism is unlikely to be the “β

mechanism” as such simulations are forced at scales comparable to or larger than

the jet scales and hence lack the inverse cascade.

Before describing the numerical model used in this thesis, a brief discussion about

the validity of the primitive equation model is needed. In this thesis, baroclinic

jet dynamics is studied in the atmospheres extending in height over less than five

scale heights. This implies that for hot-Jupiters zT/Rp < 0.03 and for the Earth

zT/Rp < 0.01, and hence, the shallow atmosphere assumption is well met. Because

for large scales (N/Ω)2 >> 1 for both hot-Jupiters and the Earth (see Table 2.1 for

the values of N and Ω), the traditional approximation is also valid. The condition

for neglect of the Coriolis terms involving vertical velocities from the zonal momen-

tum equation is 2ΩHp cosφ/U << 1. This condition is well met, as the quantity
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2ΩHp cosφ/U takes a value of ∼ 0.03 cosφ for both the Earth and hot-Jupiters

(assuming U ∼ 50 m s−1 for the Earth and U ∼ 1000 m s−1 for hot-Jupiters). Fur-

thermore, the hydrostatic description is justified since non-hydrostatic effects are

important for scales much smaller than considered in this thesis. Non-hydrostatic

effects are expected to become important for horizontal resolutions exceeding 400

total wavenumbers retained in the spherical harmonic expansion (e.g., Daley, 1988).

2.3 Numerical Model

To solve the dry, non-linear primitive equations in spherical “domain”, the parallel

dynamical core BOB (Scott et al., 2003) is used in most of the simulations in this

thesis. Other models are also used in the GCM intercomparison study in Chap-

ter 4 and will be described there. The dynamical core is essentially the engine of

a comprehensive GCM, which is what remains when all the sophisticated physical

parametrizations (e.g., convection, radiation, wave-drag, etc.) have been stripped

away. In this thesis, none of the sophisticated physical parametrizations are included

in the model. Only Newtonian relaxation to the prescribed “equilibrium” temper-

ature is used to represent diabatic heating/cooling in Chapters 4 and 5 and linear

momentum (Rayleigh) drag is used to represent surface boundary layer friction in

Chapter 5.

The BOB core uses the pseudospectral algorithm (Orszag, 1970; Eliasen et al.,

1970; Canuto et al., 2007) for the horizontal direction. Equations (2.1) in the

vorticity-divergence form are transformed with triangular truncation (i.e., M = N ,

where M is the maximum zonal wavenumber and N is the maximum total wavenum-

ber retained in the spherical harmonic expansion). Given M and N , all the nonlinear

products in the full set of equations (2.1) are first evaluated in physical space on a

Gaussian grid with enough points, in principle, to eliminate aliasing errors and then

transformed to spectral space. The linear terms are directly transformed.

For the vertical direction, a standard second-order finite difference scheme is used.

In this direction, the grid is equally spaced in p-coordinates. Note that BOB and

all other cores used in this thesis use the Lorenz grid (Lorenz, 1960), in which the

vertical velocity is defined at the boundary of the layers and the prognostic variables

(e.g., vorticity, divergence, and temperature/potential temperature) are defined at

the centres of the layers. The grid allows boundary conditions of no flux at the top

and bottom of the domain to be easily fulfilled. However, a spurious computational

mode is admitted, arising from an extra degree of freedom introduced in the potential
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temperature (Arakawa and Moorthi, 1988). In the simulations in this thesis, this

can lead to small-amplitude oscillations in the temperature field on the timescale of

a timestep.

As for the time integration, BOB uses a semi-implicit leap-frog scheme. In the

semi-implicit formulation, terms associated with gravity waves are treated implicitly

whereas other terms are treated explicitly. A small Robert-Asselin time filter coeffi-

cient ε (Robert, 1966; Asselin, 1972) is applied at every timestep in each layer to filter

the computational mode arising from using the second-order time-marching scheme

(see, e.g., Thrastarson and Cho, 2010). To integrate the equations over long sim-

ulation durations, explicit dissipation is applied to the prognostic variables so that

artificial accumulation of energy at small scales is prevented (e.g., Cho and Polvani,

1996; Thrastarson and Cho, 2011). The dissipations, Dv,θ in equations (2.1), are in

the form of a “hyperdissipation” operator (see equation (2.20) below).

2.3.1 The BOB Equations in Continuous Form

BOB solves equations (2.1) in the Eulerian framework in the p-coordinate:

∂ζ

∂t
= k ·∇×np +Dζ (2.19a)

∂δ

∂t
= ∇ · np −∇2

(
E + Φ

)
+Dδ (2.19b)

∂θ

∂t
= −∇·

(
θ v
)
− ∂(ωθ)

∂p
+

θ

cpT
q̇net +Dθ (2.19c)

∂Φ

∂ξ
= −cp θ (2.19d)

∂ω

∂p
= −δ, (2.19e)

where ζ = k · (∇× v) is the relative vorticity in the vertical direction;

np = −
(
ζ + f

)
k× v − δv − ∂(ωv)

∂p
;

δ = ∇ ·v is the divergence; E = (v ·v)/2 is the specific kinetic energy; ξ = (p/pr)
κ;

ω = Dp/Dt is the vertical velocity, where

D

Dt
≡ ∂

∂t
+ v·∇ + ω

∂

∂p
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is the material derivative with ∇ operating along constant surfaces of p; and the

diffusion terms Dχ, where χ = {ζ, δ, θ}, are given by:

Dχ = ν2p

[
∇2 + C

]p
χ , (2.20)

where p (different from p, the pressure) is the order of the hyperdissipation operator;

ν2p is the hyperdissipation coefficient; and, C = (2/R2
p)

p is a correction term added

to the vorticity and divergence equations to prevent damping of uniform rotations

for angular momentum conservation.

BOB has an additional constraint of no vertically integrated divergence over the

whole atmosphere. This constraint excludes the divergent “shallow-water mode”

(i.e., the Lamb mode), which has a barotropic vertical structure, and increases

the computationally stability of the model. With this additional constraint, the

boundary conditions (2.2) become

ω = 0 at p = 0, pB, (2.21)

and the lower boundary always coincides with a constant p-surface. The above

boundary conditions entail zero flux of any quantity through the upper and lower

pressure surfaces.

As already discussed, using the p-coordinate system with the boundary condi-

tions (2.21) means that the continuity equation (2.1c) simplifies to a simple diag-

nostic form (equation (2.19d)). Thus, BOB only integrates three equations—that is,

only three variables are prognostic. In the absence of sources and sinks (including hy-

perdissipation), the vertical discretization scheme preserves the global conservation

properties of absolute angular momentum, potential temperature and total energy.
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Appendix 2.A Numerical Methods

2.A.1 Finite Difference Method

The derivative of a function ψ(x) at point x0 can be approximated as forward,

backward or centered difference:

dψ

dx
(x0) = lim

∆x→0

ψ(x0 + ∆x)− ψ(x0)

∆x
(2.22)

dψ

dx
(x0) = lim

∆x→0

ψ(x0)− ψ(∆x− x0)

∆x
(2.23)

dψ

dx
(x0) = lim

∆x→0

ψ(x0 + ∆x)− ψ(x0 −∆x)

2∆x
(2.24)

where ∆x is the grid spacing in the x-direction. Provided ψ(x) is sufficiently smooth,

the accuracy of the finite difference methods can be determined by expanding ψ(x0±
∆x) terms in Taylor series about x0. For example, substituting

ψ(x0+∆x) = ψ(x0)+∆x
dψ

dx
(x0)+

(∆x)2

2

d2ψ

dx2
(x0)+

(∆x)3

6

d3ψ

dx3
(x0)+O[(∆x)4] (2.25)

into equation (2.22) gives

ψ(x0 + ∆x)− ψ(x0)

∆x
− dψ

dx
(x0) =

∆x

2

d2ψ

dx2
(x0) +

(∆x)2

6

d3ψ

dx3
(x0) +O[(∆x)3]. (2.26)

The right hand side of equation (2.26) is the truncation error. The lowest power of

∆x determines the order of accuracy of the scheme—hence the forward scheme is

first-order accurate. Similar treatment reveals that while the backward differencing

is also first-order accurate, the centered difference is second-order accurate.

2.A.2 Leapfrog Time-Differencing

The differential equation of form

dψ

dt
= F (ψ) (2.27)

can be solved using the three-time-level leapfrog scheme. If ζn is the numerical

approximation to ψ(n∆t), where ∆t is the timestep size, and n = 1, 2, ...,T , where

T is the total number of timesteps, the general form of the leapfrog scheme is

ζn+1 = ζn−1 + 2∆tF (ζn), (2.28)
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where superscript denotes the timestep. The numerical error introduced by the

leapfrog time-differencing scheme in wave-propagation problems can be examined

by considering the solution to the oscillation equation

dψ

dt
= i$ψ, (2.29)

where $ is a real constant representing frequency. If the leapfrog scheme is applied

to equation (2.29), the result is

ζn+1 = ζn−1 + 2i$∆tζn. (2.30)

The exact amplification factor Ae arising from the application of the leapfrog scheme

on equation (2.29) over one timestep is Ae ≡ ei$∆t. A numerical amplification factor

may be defined as ζn+1 = Aζn, such that equation (2.30) satisfies quadratic equation

A2 − 2i$∆tA− 1 = 0, (2.31)

whose roots are

A± = i$∆t±
√

1−$2∆t2 ≈ i$∆t±(1− 1

2
$2∆t2− 1

16
$4∆t4 +O[($∆t)6]) (2.32)

In the limit of good numerical resolution $∆t→ 0, A+ → 1 and A+ → −1. Hence,

the numerical solution behaves in two different ways. The mode associated with

A+ is “physical” and the mode associated with A− is “numerical” as it arises as

an artifact of the numerical computation. A comparison of the expression for the

physical mode with the asymptotic behaviour of the exact amplification factor

Ae = ei$∆t = 1 + i$∆t− ($∆t)2

2
− i($∆t)3

6
+O[($∆t)4] (2.33)

reveals that the local truncation error (i.e., arising from taking one time step only)

of the leapfrog scheme is O [($∆t)3].

For $2∆t2 < 1, |A±| = 1 and both the physical and computational modes are

stable. In the case $2∆t2 > 1,

A± = |i$∆t± i
√
$2∆t2 − 1| > |i$∆t| > 1, (2.34)

and the leapfrog scheme is unstable. For $2∆t2 = 1, A+ = A− and the general
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solution to ζn is

ζn = C1(i$∆t)n + C2n(i$∆t)n. (2.35)

The magnitude of this solution grows as a function of timestep and hence, the scheme

is unstable for $2∆t2 = 1. The relative phase change is defined as

R = ($∆t)−1 arctan (Im[A]/R[A]), (2.36)

which is the ratio of the phase advance produced by one timestep of the scheme to

the change is phase experienced by the true solution. For leapfrog scheme

R± =
1

$∆t
arctan

(
±$∆t√

1−$2∆t2

)
(2.37)

and the computational and physical modes oscillate in opposite directions. In the

limit of good time-resolution the leapfrog time-differencing is accelerating as

R+ ≈ 1 +
($∆t)2

6
. (2.38)

The leapfrog computational mode can be controlled by incorporating a second-

derivative time filter, the Robert-Asselin filter (Robert, 1966; Asselin, 1972), to the

time integration cycle, such that each leapfrog step

ζn+1 = ζn−1 + 2i$∆tζn (2.39)

is followed by the filtering operation

ζn = ζn + ε(ζn−1 − 2ζn + ζn+1). (2.40)

Similarly, it can be shown that the amplification factor for the filtered physical mode

is

A+filter = 1 + i$∆t− 1

2(1− ε)
$2∆t2 +O[($∆t)4]. (2.41)

Therefore the filtering degrades the global truncation error from second-order to

first-order. It can also be shown that Robert-Asselin filter increases the phase error

as

R+filter ≈ 1 +
1 + 2ε

6(1− ε)
($∆t)2. (2.42)
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2.A.3 Spectral Method

Suppose that a function ψ(x) is periodic on the domain −π < x < π and that its first

derivative is continuous. Then ψ and ∂ψ/∂x can be represented by the convergent

Fourier series (or any other series whose expansion functions form and orthogonal

set)

ψ(x) =
∞∑

k=−∞

ake
ikx, (2.43)

and
dψ

dx
=

∞∑
k=−∞

ikake
ikx, (2.44)

where k is the wavenumber and ak are Fourier coefficients. In spectral method, the

series (2.43) will be truncated at a wavenumber N , but ak for |k| ≤ N are identical

as in the infinite series (2.43). Therefore, the error in the spectral representation of

dψ/dx is

E =
∑
|k|>N

ikake
ikx. (2.45)

If the sth derivative of ψ is piece-wise continuous and all lower derivatives are

continuous, then the Fourier coefficients satisfy the inequality

|ak| ≤
C

|k|s
, (2.46)

where C is a constant. Hence,

|E| ≤ 2
∞∑

k=N+1

C

|k|p−1
≤ 2C

∫ ∞
N

dp

ps−1
=

2C

s− 2

(
1

N s−2

)
. (2.47)

The spectral computation is equivalent to a finite difference computation with grid

spacing ∆x = 2π/(2N + 1) and therefore ∆x ∝ N−1 and

|E| ≤ C2(∆x)s−2, (2.48)

where C2 is another constant. Thus, if ψ is infinitely differentiable the truncation

error goes to zero faster than any finite power of ∆x and hence in this case the spec-

tral method is “infinite-order” accurate. Note however, that in turbulent flows, such

as those considered in the most part of this thesis, ψ is not infinitely differentiable

and the statement of infinite-order accuracy does not apply.

For the horizontal discretization in spherical geometry, instead of equation (2.43),
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the prognostic variable ψ(µ,λ), where µ ≡ sinφ, is represented as the truncated

series of spherical harmonics

ψ(µ,λ) =
M∑
m=0

N(m)∑
n=|m|

ψmn Y
m
n (µ,λ), (2.49)

where M and N determine the order of zonal and meridional truncation respectively

and

Y m
n (µ,λ) = Pm

n (µ)eimλ (2.50)

are the spherical harmonics (the eigenfunctions of the Laplacian operator in spherical

geometry), where Pm
n (µ) are the associated Legendre polynomials with normaliza-

tion conditions

1

2

∫ −1

1

dµPm
n P

m
n′ = δn,n′ (2.51)

1

4π

∫ −1

1

dµ

∫ 2π

0

dλY ∗mn Y m′

n′ = δm,m′δn,n′ . (2.52)

The coefficients ψmn are given by

ψmn =
1

4π

∫ 1

−1

dµ

∫ 2π

0

dλY ∗mn (µ,λ)ψ(µ,λ). (2.53)

The integral over λ is performed via the Fast Fourier Transform (FFT) and the

integral over µ is performed via Gaussian quadrature on a Gaussian grid

ψmn =
I∑
i=1

ψm(µi)P
m
n (µi)wi, (2.54)

where I is the number of meridional grid points, µi are the Gaussian grid points in

the meridional direction, and wi are the Gaussian weights.



3 Baroclinic Instability on

Hot-Jupiters

Baroclinic instability is investigated in flow conditions relevant to hot-Jupiters. The

instability is important for transporting and mixing heat, as well as for influencing

large-scale variability on the planets. Both linear normal mode analysis and non-

linear initial value simulations are carried out – focusing on the freely-evolving, adia-

batic situation. Using a high-resolution GCM which solves the traditional primitive

equations, it is shown that large-scale jets similar to those observed in current sim-

ulations of hot-Jupiters are likely to be baroclinically unstable on a timescale of few

to few tens of planetary rotations, generating cyclones and anticyclones that drive

weather systems. The growth rate and scale of the most unstable mode obtained

in the linear analysis are in qualitative, good agreement with the full non-linear

simulations. In general, unstable jets evolve differently depending on their signs

(eastward or westward), due to the change in sign of the jet curvature. For jets

located at or near the equator, instability is strong at the flanks – but not at the

core. Crucially, the instability is either poorly or not at all captured in simulations

with low resolution and/or high artificial viscosity. Hence, the instability has not

been observed or emphasized in past circulation studies of hot-Jupiters.

3.1 Introduction

Baroclinic instability is a generic flow instability that occurs in rotating, stably-

stratified fluids subject to a meridional (north-south) temperature gradient. Ex-

amples of such a fluid are planetary atmospheres and oceans. The temperature

gradient induces a vertical (altitudinal) shear in the mean flow by thermal wind

balance (see Chapter 2); hence, baroclinic flows are those that nominally vary in the

vertical direction. The instability itself is important because it gives rise to large-

and meso-scale weather systems on planets. It also serves as a source of turbulence,

which has been invoked as the initial condition in some simulations of extrasolar

36
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planets to generate plausible initial jet profiles (e.g., Cho et al., 2003, 2008). More

importantly, the instability is a source of spatio-temporal variability which could be

observed remotely.

Baroclinic instability on extrasolar planets has not been studied thus far. In

this work a simple linear analysis of a horizontally uniform jet in vertical shear is

performed. A highly-accurate pseudospectral GCM BOB (section 2.3) which solves

the hydrostatic primitive equations is used to study the non-linear evolution of a non-

uniform, gradient-wind balanced jet on an extrasolar planet. Here the main focus

is on close-in gaseous planets, as they remain the best studied type of extrasolar

planet thus far. However, many of the findings and much of the discussion apply to

hot extrasolar planets in general – regardless of whether a solid boundary is present

or the radiatively stable layer extends deeply into the planet.

For concreteness, calculations for a model planet with physical parameters appro-

priate for the extrasolar giant planet HD209458b (Table 2.1) are presented. The

focus is on the stability of broad, high-speed zonal jets – positive (eastward) at

the equator and negative (westward) at high latitude – under adiabatic (i.e., radia-

tive timescale much longer than the dynamic timescale) situation. Here “broad”

means width of ∼ LD, where LD is the Rossby deformation length (sections 2.2),

and “high-speed” means the speed is ∼ 1000 m s−1 at the core of the jet. Such jets

are commonly produced in diabatically-forced GCM simulations of synchronized

hot-Jupiters (e.g., Showman et al., 2008; Rauscher and Menou, 2010; Thrastarson

and Cho, 2010). A study of adiabatic behaviour is needed because it provides the

necessary baseline for comparing the instability under forced conditions and be-

cause, in many circumstances, the produced jets are not maintained by the applied

thermal forcing (but some flow-modified version, away from the specified radiative

equilibrium).

The basic approach in this work is to carefully study baroclinic instability in suf-

ficient generality, without complicating the fundamental process with details which

are still uncertain for extrasolar planets. The primary aim here is three-fold: 1) to

ascertain the importance of baroclinic instability as a generic process operating on

extrasolar planets; 2) to gain a better understanding of the outputs from current

extrasolar planet GCM simulations, made difficult by the complexity of solving the

primitive equations accurately; and, 3) to explore fundamental issues in baroclinic

instability that have received less emphasis in traditional geophysical fluid dynamics

studies, due to the markedly different parameter regime of many extrasolar planets

compared to that of the Earth.

The overall plan of the chapter is as follows. Section 3.2 presents linear stability
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analysis. Linear growth rates and phase speeds are calculated for the traditional

primitive equations on the “β-plane”, a differentially rotating plane tangent to the

surface of the planet at a given latitude. In section 3.3 the non-linear evolution of

the instability, obtained from full numerical simulations is presented. This section

also presents the description of the setup, as well as the non-convergence of under-

resolved and/or over-dissipated simulations. The foundation for baroclinic life-cycle

study is also laid in this section; a detailed discussion of the phenomenon is presented

elsewhere, as are of forced evolution and transient growth. Recapitulation and

discussion are given in section 4.4.

3.2 Linear Theory

3.2.1 Charney-Stern-Pedlosky Criteria

Necessary conditions for instability exist. These may be derived directly from global

conservation of pseudoenergy and are given in Charney and Stern (1962) and Ped-

losky (1964). Hence, the conditions shall not be derived here but simply listed for

the reader’s convenience. The conditions play an important role in this work, partic-

ularly in understanding the setup of the nonlinear initial value problem (section 3.3).

Let q = ρ−1(ω + 2Ω) · ∇Lϕ be the potential vorticity, where ω is the rela-

tive vorticity, Ω is the planetary vorticity, and ∇L is a gradient operator acting

on a materially conserved field ϕ, which may be a function of temperature and

pressure (e.g., potential temperature or entropy). Additionally, let x, y and z be

the zonal (i), meridional (j) and vertical (k) directions, respectively. Given the

zonal flow, U = U(y, z) i, and the basic state potential vorticity Q(y, z) such that

q(x, y, z) = Q + q′(x, y, z), one of the following necessary criteria must be met for

the onset of instability:

(i) ∂Q/∂y and ∂U/∂z are opposite signs at the upper boundary

(ii) ∂Q/∂y and ∂U/∂z are same signs at the lower boundary

(iii) ∂U/∂z is the same sign at the upper and lower boundaries – a condition that

is distinct from condition (i) or (ii), if ∂Q/∂y = 0

(iv) ∂Q/∂y changes sign somewhere in the interior.

Note that Q = Q(U) and the prime denotes deviation from the basic state.

For realistic flow profiles studied in section 3.3, the instability criterion is normally

satisfied through criterion (iv). In addition, criteria (i) and (ii) are also satisfied in
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most cases. These conditions are useful for assessing stability of any basic flow

configuration. However, they do not provide quantitative information, such as the

growth rates of unstable modes and phase speeds of waves/eddies generated by the

instability.

For the Earth, the stability analysis is typically based on the quasi-geostrophic

(QG) theory, in which small Rossby number Ro and order unity Burger number

Bu are assumed (Charney, 1947; Eady, 1949; Phillips, 1951). Given the horizontal

length scale L, and the Rossby deformation length scale LD (section 2.2), Bu is

defined as Bu = (LD/L)2. Note that both Ro and Bu vary with latitude. For

example, formally, Ro→∞ as φ→ 0.

In QG theory, adiabatic dynamics is governed by the material advection of po-

tential vorticity by geostrophic wind:

DqQG

Dt
= 0 ,

where D/Dt is the rate of change following the geostrophic wind

qQG = f +∇2ψ +
1

ρ
f 2

0

∂

∂z

(
ρ

N2

∂ψ

∂z

)
is the QG potential vorticity in the “β-plane approximation” (see section 3.2.3).

Here f = f0 +βy, where f0 = f(φ0) and β = (df/dy)|φ=φ0 for a specific latitude φ0;

ψ is the streamfunction; and, ∇2 is the horizontal Laplacian operator. Note that

qQG can be inverted – as with the full primitive equation q, under the QG balance

condition – to obtain all other dynamical variables (Hoskins et al., 1985).

The QG equations (the above advection equation for qQG plus boundary condi-

tions) derive from the more complete primitive equations. The standard QG equa-

tions are appropriate for large-scale motions on many planets, away from the low

latitudes. However, they are not broadly1 appropriate for a large number of ex-

trasolar planets, which are characterized by Ro of order unity (see section 2.2) –

even away from the equatorial region. More importantly, much dynamics of inter-

est on extrasolar planets occur in the equatorial region (section 3.3.4), where the

traditional QG theory does formally break down. Therefore, stability analysis is

performed using the full primitive equations.

1QG theory may still be valid locally on hot-Jupiters.
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3.2.2 Governing Equations

In this chapter linear analysis is performed on the hydrostatic primitive equa-

tions (2.1) in pressure (p) coordinates. In Eulerian frame of reference these equations

read:

∂v

∂t
+ v·∇v + ω

∂v

∂p
+ fk× v +∇Φ = Fv + Dv (3.1a)

∂θ

∂t
+ v·∇ θ + ω

∂θ

∂p
=

θ

cpT
q̇net +Dθ (3.1b)

∇·v +
∂ω

∂p
= 0 (3.1c)

∂Φ

∂p
+ hθ = 0 . (3.1d)

Here ∇ operates along constant surfaces of p (which in general is not materially

conserved); and h(p) = R (p/pr)
κ/ p . Otherwise the notation is same to that in

Chapter 2. As before, the above set of equations is closed with the ideal gas law,

p = ρRT . The equations are also supplemented with the boundary conditions (2.21).

3.2.3 Two-Layer, Beta-Plane Analysis

In this section, linearization of equations (3.1) on the β-plane is performed. Here

f(φ) is represented by f(y) = f0 +βy, where f0 and β are constants, y = Rp(φ−φ0)

and the motion is assumed to be periodic in the zonal direction with no meridional

component at the latitudinal boundaries. The β-plane is a tangent plane located at

φ0, and the setup is only formally justified for scales that are small compared to Rp.

However, in practice the β-plane approximation mainly results in small distortion of

planetary waves and captures the essential qualitative behaviour. For the analysis

in this section, source and dissipation terms in equations (3.1) are neglected – i.e.,

Fv = Dv = q̇net = Dθ = 0. This is because, as discussed in section 3.1, interest is

placed in the dynamics of jets that result from conditions e.g., when the net heating

is not large or the effective thermal relaxation time is not small.

A standard normal mode analysis of the baroclinic instability admitted by a two-

layer representation of equations (3.1) is performed. Similar work has been carried

out by Wiin-Nielsen (1963) and Fraedrich and Frisius (2001) for the Earth. As in

these studies, the equation set (3.1) is simplified to that appropriate for a discretised

model with two equally-spaced, stacked layers in the p-coordinate. In this model v,

θ and Φ are defined at odd levels and ω is defined at even levels. The structure is

illustrated in Figure 3.1. The equations for the interior levels are:
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Figure 3.1: Vertical structure of the two-layer primitive equations model. Different
field variables are defined on different levels; 1 hPa = 102 Pa = 1 mbar.
Bold lines are the layer boundaries.

∂v1

∂t
+ v1 ·∇v1 + ω2

(
v3 − v1

24p

)
+ fk×v1 = −∇Φ1 (3.2a)

∂v3

∂t
+ v3 ·∇v3 + ω2

(
v3 − v1

24p

)
+ fk×v3 = −∇Φ3 (3.2b)

∂θ1

∂t
+∇·(θ1 v1) +

ω2θ2

4p
= 0 (3.2c)

∂θ3

∂t
+∇·(θ3 v3)− ω2θ2

4p
= 0 (3.2d)

∇·v1 +
ω2

4p
= 0 (3.2e)

∇·v3 −
ω2

4p
= 0 (3.2f)

Φ1 − Φ3 = h24p θ2 , (3.2g)

where 4p = pr/2 denotes the pressure difference between odd or even numbered

levels and θ2 = θ = (θ1 + θ3)/2. It follows from equations (3.2e) and (3.2f) that

barotropic (vertically averaged) wind is non-divergent. In the present analysis, the

Brunt-Väisälä frequency N is taken to be uniform. This is consistent with GCM

simulations by Thrastarson and Cho (2010), which show static stability to be fairly

constant over one or two scale heights for a wide range of conditions.

Baroclinic instability in the two-level primitive equations system is obtained from
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perturbations of an unstable basic flow with uniform vertical shear and stratification:

ū1 = −ū3 = U0

v̄1 = v̄3 = 0

ω̄1 = ω̄3 = 0

θ̄1 = − 2f0

h24p
U0 y + σ0

θ̄3 = − 2f0

h24p
U0 y − σ0

θ̄2 = θ̄ = − 2f0

h24p
U0 y .

Here U0 (= U/2) characterizes the strength of the thermal wind and its shear; and,

σ0 = (θ1 − θ3)/2 is related to the reference static stability, S = −ρ−1 ∂ ln θ/∂p,

through

S =
σ0h2

4p
.

For simplicity meridionally-independent perturbations applied to the above basic

flow are considered. The equations (3.2) are now linearized about this basic state

to arrive at the following:

∂v′1
∂t

+ U0
∂v′1
∂x
− U0

4p
ω′2 i + fk×v′1 = −∂Φ′1

∂x
(3.3a)

∂v′3
∂t
− U0

∂v′3
∂x
− U0

4p
ω′2 i + fk×v′3 = −∂Φ′3

∂x
(3.3b)

∂θ′

∂t
− f0 U0

h24p
(v′1 + v′3)− σ0

ω′2
4p

= 0 (3.3c)

∇·v′1 +
ω′2
4p

= 0 (3.3d)

∇·v′3 −
ω′2
4p

= 0 (3.3e)

Φ′1 − Φ′3 = h24p θ′ . (3.3f)

The temperature equation (3.3c) is obtained by summing equations (3.2c) and (3.2d)

and linearising. Further, if the vertical average of a variable ξ is denoted by

ξ+ ≡
1

2
(ξ1 + ξ3)
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and the half vertical difference by

ξ− ≡
1

2
(ξ1 − ξ3) ,

summing and subtracting equations (3.3a) and (3.3b) give:

∂v′+
∂t

+ U0

∂v′−
∂x
− U0

4p
ω′2 i + fk×v′+ = −

∂Φ′+
∂x

(3.4a)

∂v′−
∂t

+ U0

∂v′+
∂x

+ fk×v′− = −
∂Φ′−
∂x

. (3.4b)

By applying curl and divergence, vorticity and divergence forms, respectively, of the

above equations are obtained. The equations set is closed when potential temper-

ature and pressure velocity ω are eliminated using the hydrostatic and continuity

equations. By introducing the streamfunctions, ψ1 and ψ3, and the velocity poten-

tials, χ1 and χ3, for levels 1 and 3 such that

∂2

∂x2
(χ1 + χ3) = 0

four evolution equations for the barotropic vorticity, baroclinic vorticity, baroclinic

divergence, and geopotential (i.e., potential temperature) are obtained:

∂2ψ′+
∂x2

=
∂2

∂x2

(
ψ′1 + ψ′3

2

)
,

∂2ψ′−
∂x2

=
∂2

∂x2

(
ψ′1 − ψ′3

2

)
,

∂2χ′−
∂x2

=
∂2

∂x2

(
χ′1 − χ′3

2

)
= − ω′2

4p
,

Φ′− =
h24p θ′

2
,

respectively. The evolution equations for these quantities are:

∂

∂t

(
∂2ψ′+
∂x2

)
= −U0

∂

∂x

(
∂2ψ′−
∂x2

)
− β

∂ψ′+
∂x

(3.5a)

∂

∂t

(
∂2ψ′−
∂x2

)
= −U0

∂

∂x

(
∂2ψ′+
∂x2

)
− f0

∂2χ′−
∂x2

− β
∂ψ′−
∂x

(3.5b)

∂

∂t

(
∂2χ′−
∂x2

)
= −

∂2Φ′−
∂x2

+ f0

∂2ψ′−
∂x2

− β
∂χ′−
∂x

(3.5c)

∂Φ′−
∂t

= U0f0

∂ψ′+
∂x
− Rσ0

2κ+1

∂2χ′−
∂x2

. (3.5d)
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At this point, the foregoing system of equations can be made non-dimensional for

a more “generalized” treatment, as is typical in instability studies. However, the

analysis of the equations presented in the dimensional form shall be described. It is

felt that this facilitates a more lucid interpretation of the results in some ways. For

the interested reader, the non-dimensional account is included in the Appendix 3.A

and the reader is referred to that section, especially for the dependence of the results

on non-dimensional parameters.

Denoting disturbances by

Ψ = Ψ̂ exp{ik (x− c t)} ,

where Ψ = (ψ′+,ψ′−,χ′−, Φ′−)T, Ψ̂ = (Ψ̂+, Ψ̂−, χ̂−, Φ̂−)T and c ∈ C, equations (3.5)

reduce to

M Ψ̂ = 0

with

M =


−c− β/k2 U0 0 0

U0 −c− β/k2 −i f0/k 0

0 i f0/k −c− β/k2 −i/k
f0 U0 0 −i kRσ0/2

κ+1 c

 .

For a non-trivial solution, det(M) = 0. This leads to a fourth-order characteristic

equation for c :

c4 + c3

(
3β

k2

)
+ c2

(
3β2

k4
− f 2

0

k2
− Rσ0

2κ+1
− U2

0

)
+

c

(
β3

k6
− β f 2

0

k4
− βRσ0

2κ k2
− β U2

0

k2

)
+(

Rσ0 U
2
0

2κ+1
− f 2

0 U
2
0

k2
− β2Rσ0

2κ+1 k4

)
= 0 . (3.6)

Equation (3.6) is solved numerically for c as a function of k, while keeping the

values of f0 , β ,U0 ,R ,σ0 and κ constant. If =m{c} 6= 0, the disturbances grow

or decay exponentially since they are proportional to exp{−i k c t}. Two of the

roots of equation (3.6) are stable eastward- and westward-traveling inertia-gravity

waves. The other two roots are baroclinic waves. These waves propagate neutrally
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(i.e., without growing or decaying) eastward and westward, if =m{c} = 0 (provided

<e{c} 6= 0).

The baroclinic wave solutions to equation (3.6) are presented in Figure 3.2 for a

planet with HD209458b parameters given in Table 2.1. The top panel shows the

growth rate, k ·=m{c}, as a function of wavelength 2π k−1 at several different lat-

itudes: φ = (60◦, 45◦, 35◦, 25◦). Note that the latitudinal dependence comes from

f0 and β. The growth rates are labelled “HD60” (red), “HD45” (green), “HD35”

(yellow) and “HD25” (blue), respectively. The bottom panel shows the correspond-

ing phase speeds <e{c}. Note here that unstable baroclinic waves travel westward

relative to the mean flow (<e{c} < 0).

From Figure 3.2 it can be seen that the wavelength of the most unstable mode

at φ = 60◦ is 1.7 × 108 m, corresponding to 1.8 undulations (i.e., ∼ 2 crests and

troughs each) at this latitude. The growth rate of the instability is 3.1 τ−1, where τ =

2πΩ−1 is the planetary rotation time. At φ = 45◦ and φ = 35◦, the most unstable

modes correspond to 2.2 and 2.3 undulations around their respective latitude circles

with growth rates 2.3 τ−1 and 1.5 τ−1, respectively. Hence, jets centred at lower

latitudes have increased growth times with modestly increased wavelengths of the

most unstable mode. Significantly, linear analysis predicts stability for jets located

at or equator-ward of φ = 28◦ (see e.g., the flat, blue curve labelled “HD25”).

To illustrate the dependence of the growth rate and phase speed on the character-

istic flow speed (or, equivalently, shear strength), in Figure 3.2 result obtained for

the case with U0 = 200 m s−1 at φ = 45◦ (black curve labelled “HD45L”) are pre-

sented. Comparing the “HD45” (green) and “HD45L” (black) curves, it can be seen

immediately that the growth rate of the most unstable mode decreases significantly

for the smaller U0 case. The instability takes ∼ 4 times longer to develop in the

weaker speed/shear case. Also note that the wavelength of the most unstable mode

decreases slightly. Hence, as U0 decreases, the number of undulations increases for

a jet located at a given latitude.

The qualitative behaviour described above is not restricted to HD209458b. It

applies to any planet that has a meridional temperature gradient. To illustrate the

general applicability of the results, presented in Figure 3.3 are the growth rates

and phase speeds at φ = 45◦ for several planets: Earth, Jupiter and GJ436b (red,

green and black curves, respectively). For the Earth, the wavelength of the most

unstable mode is 4100 km, corresponding to ∼ 7 undulations at midlatitude, with

growth rate of 1.6 τ−1 (i.e., growth time of 15 hours). This is consistent with many

studies of baroclinic instability on the Earth (e.g., Thorncroft et al., 1993; Polvani

et al., 2004). The corresponding values of undulations for Jupiter and GJ436b are
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Figure 3.2: Growth rate [k · =m{c}] (top) and phase speed [<e{c}] (bottom) for
HD209458b, as a function of wavelength 2π k−1. Curves “HD60”,
“HD45”, “HD35” and “HD25” represent growth rates and phase speeds
at φ = (60◦, 45◦, 35◦, 25◦); f0 = 4.2 × 10−5 sinφ s−1, β = 4.2 ×
10−13 cosφ m−1 s−1, U0 = 500 m s−1, R = 3500 J kg−1 K−1, σ0 = 300 K
and κ = 0.286. Curve “HD45L” has been computed for HD209458b
parameters at φ = 45◦, but with U0 = 200 m s−1.



3.2: Linear Theory 47

∼ 43 and ∼ 1 with growth rates 0.48 τ−1 and 0.56 τ−1, respectively. Accordingly, if

baroclinic instability occurs on these planets, it appears Jupiter simulations must

be of very high resolution ( ∼ T682, or 682 sectoral modes and 682 total modes

in the spectral expansion—this estimate is based on the ensuing discussion and has

not been explicitly verified in non-linear simulation experiments) to capture the

instability. On the other hand, the instability at the midlatitude of GJ436b would

clearly be of planetary scale and thus may lead to a possible observable variability

signal for this planet on a timescale of ∼ 1.8 planetary rotations. Note that the phase

speeds of the unstable baroclinic waves on Earth and Jupiter are very small (close

to zero) compared to those on the extrasolar planets, HD209458b and GJ436b.

A linear growth rate analysis with the two-layer QG model for HD209458b has

also been carried out. The QG results were compared with those from the primitive

equations model, presented above. In the two models, the growth rates at high

latitudes and midlatitudes are equivalent to within 5 per cent. However, at low

latitudes, the QG model overestimates the growth rates by approximately 25 per

cent. Moreover, the QG model predicts instability down to φ = 23◦, whereas the

primitive equations model predicts instability only down to φ = 28◦. Below these

latitudes, both models predict stability. Thus, ageostrophy appears to provide a

stabilizing factor in this case. Given that inertia-gravity waves are not filtered in

the primitive equations model (as they are in the QG model), the enhanced stability

may be due to the gravity waves “leaking away” some of the energy that drive the

instability.

3.2.4 Limitations

The preceding analysis is highly idealised. Therefore, it has limitations. For exam-

ple, in general, planetary jets possess a three-dimensional structure (i.e., (ū, v̄) =

(ū(x, y, p), v̄(x, y, p))) – with concurrent vertical and meridional shears, as well as

zonal asymmetry. Also, the atmosphere is continuously stratified. One effect of a

two-layer discretisation with uniform zonal flow in each layer is the inability to cap-

ture the symmetry breaking between eastward and westward jets. These limitations

are discussed more in detail below.

In flows with both vertical and horizontal shears, the growth of unstable baroclinic

waves may be suppressed by the “barotropic governor” effect (e.g., James, 1987;

Nakamura, 1993a; Pedlosky, 1964). The effect is not fundamentally related to the

sign of the jet, but a key ingredient is a counter-gradient eddy momentum flux

u′v′ generated under a horizontally sheared flow; here the overbar indicates a zonal
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Figure 3.3: Growth rate [k · =m{c}] (top) and phase speed [<e{c}] (bottom) at
φ = 45◦ for Earth, Jupiter and GJ436b as a function of wavelength
2π k−1. For the Earth, f0 = 10−4 s−1, β = 1.6 × 10−11 m−1 s−1, U0 =
20 m s−1, R = 287 J kg−1 K−1, σ0 = 15 K, κ = 0.286. For Jupiter,
f0 = 2.5 × 10−4 s−1, β = 3.5 × 10−12 m−1 s−1, U0 = 25 m s−1, R =
3779 J kg−1 K−1, σ0 = 24 K, κ = 0.286. For GJ436b, f0 = 3.9×10−5 s−1,
β = 1.4 × 10−12 m−1 s−1, U0 = 250 m s−1, R = 3500 J kg−1 K−1,
σ0 = 150 K, κ = 0.286. Note, σ0 values for Jupiter and GJ436b have
been computed assuming constant temperatures of 120 K and 750 K,
respectively. Note the change in scales, compared with Figure 3.2.
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average. The shear and the momentum flux reinforce each other to distort the

meridional structure of the wave, suppressing the growth rate and shortening the

wavelength of the most unstable mode. Thus, the full non-linear evolution of the

instability exhibits lower growth rates and shorter wavelengths, compared with those

indicated by the linear analysis presented in this section (see section 3.3).

The atmosphere is also continuously stratified. A representation more realistic

than a two-layer model changes the instability properties described in this section.

The main change is that the short-wave and long-wave cut-offs in the two-layer

representation (see Figures 3.2 and 3.3) no longer exist in the continuum of unstable

modes (e.g., Charney, 1947; Green, 1960; Kuo, 1979). The retained modes (Charney

and Green modes, discussed below) are not expected to change qualitatively the

asymptotic behaviour of the instability. However, they do provide additional modes

for wave-wave interaction during the non-linear growth phase – hence, affect the

details of the evolution; this may be significant for finite-time variability.

Another limitation of the linear model presented is that it does not distinguish

between the signs of the jet (or shear). This is because symmetry is preserved under

the interchange of the shear sign, given the laterally uniform flow; hence, distinction

between the two signs is not expected. This is in contrast to the flow used in the non-

linear simulation (section 3.3), in which the growth rate for an unstable westward

(negative shear) jet is smaller than that for the unstable eastward (positive shear)

jet at the same latitude. The two signed flows behave differently in this case because

of the change in the sign of the jet curvature. Furthermore, a westward jet has only

one unstable mode (Charney mode) as opposed to an eastward jet, which has an

infinite number of unstable modes (Green modes).

A similar observation has been made by Wang (1990), who observed a difference

between eastward- and westward-sheared baroclinic flows in the Charney model

(continuously stratified QG model on the β-plane). He has pointed out that the

maximum growth rate for the absolute value of non-dimensional shear is substan-

tially smaller for a flow with westward shear than a flow with eastward shear. More-

over, while the eastward jet is baroclinically unstable for any value of vertical shear

Λ, the westward jet is unstable only if

Λ < −β N
2H

f 2
0

. (3.7)

Note that, at φ = 45◦, the critical shear for HD209458b parameters used in this

work is: Λc = −7.9× 10−4 s−1. The shear of the unstable westward jet described in

section 3.3.3 is Λ = −1.7× 10−3 s−1, consistent with (3.7).
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Table 3.1: Summary of jet configurations discussed: b is a parameter that con-
trols the jet width [see equation (3.8)]. Note, in run E45N2b the bot-
tom boundary is set at p = 2 bar and the vertical structure function
F (z∗) in equation (3.8) is specified as F (z∗∗) = { 1 − tanh8[ (z∗∗ −
z2b) /∆z0 ] } sin4(π z∗∗/z1), where z∗∗ = −H log[(p + p0)/pr], with p0 =
60 hPa and z2b = 900 km.

Run Width (b) Latitude Direction

E45N 3.0 45◦N East
E45N2b 3.0 45◦N East
W60N 3.0 60◦N West
EEQ 0.5 0◦ East

3.3 Non-Linear Evolution

3.3.1 Model and Setup

To study the full non-linear evolution in spherical geometry, the pseudospectral

model, BOB is used. As described in Chapter 2, this model solves equations (2.19),

subject to the boundary conditions (2.21). To control the small-scale noise inherent

in the non-linear simulations, superdissipation (i.e., p=2 in equation (2.20)) is ap-

plied to the prognostic variables, {ζ, δ, θ}, and the superdissipation coefficient ν4 is

taken to be constant.

The non-linear evolution of baroclinic instability is studied by initializing the

model with an idealized jet that satisfies the necessary condition for baroclinic in-

stability, the Charney-Stern-Pedlosky condition described in section 3.2. The jet is

initially set to be either eastward or westward, and centred at a latitude between 0◦

to 60◦N. A large number of simulations have been performed for this study, care-

fully varying each parameter (jet location, strength, shear, profile, direction as well

as domain size, etc.) in an independent series of simulations. A very small subset

of these runs, which are used for discussions in sections 3.3.1 to 3.3.4, is given in

Table 3.1. The set illustrates the basic points of this study.

All the jets are initially non-linearly balanced so that a self-consistent background

temperature structure is generated (Figure 3.4). The jets are then perturbed at the

beginning of the simulation by an infinitesimal temperature disturbance which is
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independent of altitude, a barotropic “heat bump”, and allowed to evolve freely

thereafter. The setup is chosen to be similar to that in Polvani et al. (2004) for

validation and comparison purposes. For example, following that work, the initial

zonal flow u0 in the runs here is, in general,

u0(φ, p) =

U sinb[π sin2 (φ− φ0)]F (z∗), φ0 < φ < φT

0 , otherwise .
(3.8)

Here

F (z∗) =
1

2

[
1− tanh3

(
z∗ − z0

∆z0

)]
sin

(
πz∗

z1

)
(3.9)

with z∗ = −H log(p/pr), and φ0 and φT are taken to be the following: φ0 = 0

and φT = π/2 for jets centred at midlatitude (E45N and E45N2b), φ0 = π/12

and φT = π/2 for jets centred at 60◦N (W60N) and φ0 = −π/4 and φT = π/4

for jets centred on the equator (EEQ). The typical values of the parameters are:

U = ±1000 m s−1, z0 = 1823 km, z1 = 2486 km, ∆z0 = 414 km, H = 580 km,

and pr = 105 Pa (= 1 bar). The latitudinal width of the jet is determined by b in

(3.8), where b = 3 corresponds to a jet width of ∼ 40◦ (Figure 3.4a and Figure 3.4b)

and b = 1/2 to a width of ∼ 85◦ (Figure 3.4c). To discuss jets that closely match

those produced in current GCM simulations of extrasolar giant planets, runs which

are initialized with wider (b = 1/2) jets in the equatorial region and narrower jets

(b = 3) poleward of 45◦N are presented.

The basic state temperature, T0 = T0(φ, p), is obtained by combining meridional

momentum and hydrostatic balance equations:

∂T0

∂φ
= −H

R
(Rpf + 2u0 tanφ)

∂u0

∂z∗
. (3.10)

Integrating (3.10) results in a temperature distribution that is in non-linear, gradient

wind balance with the specified jet. Here a reference temperature of 1500 K is used

as the constant of integration. The value is consistent with the initial conditions

and results of many GCM simulations. The basic state flow u0(φ, p) and potential

temperature θ0(φ, p) for runs E45N (eastward midlatitude jet), W60N (westward

high latitude jet) and EEQ (wide eastward equatorial jet) are shown in Figure 3.4.

Recall that θ0 is related to T0 by θ0 = T0(pr/p)
κ. To catalyse the instability, T0 is

given a small perturbation T ′ in the form of a localized bump at all pressure levels

such that

T ′(λ,φ) = A sech2 [3 (λ− λ0)] sech2 [6(φ− φ0)] , (3.11)
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for −π < λ < π. Here A = 1 K and (φ0,λ0) represents the jet centre (lati-

tude, longitude).

The vertical domain, which typically extends from 1 to 10−3 bar, is resolved

by 20 equally spaced pressure levels — as in Polvani et al. (2004). The horizontal

resolution of results presented in section 3.3.2 to section 3.3.4 is T170, or 170 sectoral

modes and 170 total modes in the spectral expansion (see e.g., Thrastarson and

Cho, 2011). The resolution is designated “T170L20”. The inverse transformation is

performed on to a 512×256 Gaussian grid covering the entire globe. The grid size is

chosen for de-aliasing (Canuto et al., 2007, and references therein). Equations (3.1)

are integrated for up to 60 τ (i.e., 60 planetary rotations) with ν4 = 6× 1019 m4 s−1.

A timestep size, ∆t = 30 s, and a Robert-Asselin coefficient, ε = 0.01, are used for

the time integration.

As already mentioned, the choice of the initial conditions is partly motivated by

current GCM results of hot-Jupiter atmospheres. These studies suggest typical flow

speeds of O(100− 3000 m s−1) and zonal flow consisting of up to ∼ 3 jets – often a

broad equatorial eastward jet and a smaller amplitude narrower westward jet at a

higher latitude on both northern and southern hemispheres (e.g., Showman et al.,

2008; Rauscher and Menou, 2010; Thrastarson and Cho, 2010; Heng et al., 2011).

The altitudinal and latitudinal profiles used here roughly mimic those presented in

figure 9 of Showman et al. (2008) and figure 3 of Rauscher and Menou (2010).

In what follows, the evolution of the midlatitude eastward jet (run E45N) is first

described. Although such a jet is not commonly observed in current simulations

of hot-Jupiters, reviewing this case is useful because it allows the present work to

be compared with analogous studies – and observations – of the Earth and because

it allows a baseline to be constructed for other initial conditions presented here,

namely the high-latitude westward and equatorial eastward jets that match more

closely with aforementioned extrasolar planet simulations.

3.3.2 Paradigm Case

Run E45N is the “paradigm case”. It illustrates a typical non-linear evolution of a

perturbed baroclinic jet on a hot-Jupiter in numerical simulations with high resolu-

tion. Note that while the jets satisfy the (necessary) condition for instability, they

require an initial perturbation to evolve: without the perturbation no conversion of

the potential energy into eddy kinetic energy occurs and the flow remains zonally

symmetric (and stable) at all times. The jet is zonally symmetric and eastward

with speed 1000 m s−1 at the jet core and decaying to zero at the periphery (see
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Figure 3.4: The basic state zonal wind u0 [m s−1] (red) and potential temperature θ0

[K] (black) as a function of latitude and pressure for runs (see Table 3.1):
a) E45N, b) W60N, and c) EEQ. Contour interval for the zonal wind is
100 m s−1 and for the potential temperature 100 K. Negative contours
are dashed.
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Figure 3.4a). It meets the necessary conditions (i), (ii) and (iv) for baroclinic in-

stability. This can be seen from Figure 3.5, which shows (∂q0/∂y)θ evaluated on an

isentrope as a function of φ and p. Note, here q0 is the potential vorticity defined

on isobars,

q0(φ, p) = −g(fk +∇×v0)·∇θ0 ,

where ∇ is the three-dimensional gradient operator in (λ,φ, p) space; and, (∂q0/∂y)θ

is a derivative taken along an isentrope such that(
∂q0

∂y

)
θ

=

(
∂q0

∂y

)
p

−
(
∂θ0

∂y

)
p

(
∂θ0

∂p

)−1
∂q0

∂p
,

where y = Rpφ and (∂( · )/∂y)p is the derivative taken on an isobar. Other cases,

with jets of different sign or location, are to be compared with this one. In Figure 3.5

(∂q0/∂y)θ also changes sign in the horizontal direction. Thus the necessary condition

for barotropic instability is also satisfied. However, by considering dominant energy

conversions, in what follows it will be shown that the instability is predominantly

baroclinic rather than barotropic (cf. Figure 3.8).

Figure 3.6 presents the evolution of T (left column) and ζ (right column) fields

at the p = 975 hPa surface from run E45N, for t = 0 τ to t = 8 τ . The fields near

the reference pressure level (i.e., pr = 1000 hPa) are shown since the kinetic energy

is the maximum at the lower boundary for jet profiles shown in Figure 3.4, similar

to Gall (1976) and Simons (1972). Note that for these jets T ≈ θ at this pressure

level.

In Figure 3.6, the perturbed jet undergoes initially a period of linear growth

(t � 4τ), when the most unstable mode emerges. At this early stage, the T field

shows a small-amplitude perturbation from zonal symmetry. The ζ field, on the

other hand, is much more dynamic. At t=4 τ , finite-amplitude wave breaking in the

ζ field is already clearly evident, and the perturbation in this field is characterized by

a distinct northwest–southeast tilt on the poleward side of the jet and southwest–

northeast tilt on the equatorward side of the jet. The enhancement of the tilt

proceeds concomitantly with the barotropic component of the flow, which generates

negative meridional flux of the eddy zonal momentum (i.e., u′v′ < 0) on the poleward

flank of the jet and positive meridional flux of the eddy zonal momentum (i.e.,

u′v′ > 0) on the equatorward flank of the jet (see e.g., Nakamura, 1993b).

During this early stage of the evolution, conversion of available potential energy

(APE ) into eddy kinetic energy (EKE ) slowly begins, as can be seen from Figures 3.7
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Figure 3.5: Meridional cross-section of the meridional potential vorticity gradient
(∂q0/∂y)θ for run E45N (northern hemisphere). Maximum and min-
imum values are ± 3 × 10−12 K m kg−1 s−1 with contour interval
2× 10−13 K m kg−1 s−1. Negative values are in blue and positive are in
red. The zero contour is drawn with double thickness.

and 3.8 (top left panel). These quantities are defined:

APE = −
∫
S

∫ pr

0

pκ−1R
2g p κ

r

(θ′′)2

(
∂θ̂

∂p

)−1

dp dA (3.12)

EKE =

∫
S

∫ pr

0

1

2g

[
(u′)2 + (v′)2

]
dp dA , (3.13)

where θ′′ is the deviation of θ from its isobaric average θ̂, and the integrations are

over the surface area A and pressure p. The baroclinic instability taps the APE to

drive the eddy motions.

At t ≈ 5 τ a rapid non-linear development ensues in both fields. Note, for ex-

ample, the scale change in the ζ field at t = 6 τ . A large amplitude wave can

now also be clearly seen in the T field. In both fields, sharp frontal features form.

These dynamically-significant sharp features require very high resolution to capture

faithfully. This will be discussed more in detail in section 3.3.5. By t = 8 τ sharp

temperature gradients trail out around the anticyclonic region (large “clover-leaf”

shaped area of negative vorticity, shaded in blue), forming curved baroclinic fronts.

At this time, the EKE is well into its non-linear growth stage. Note the pools of
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Figure 3.6: Temperature T (left) and relative vorticity ζ (right) from run E45N
in polar stereographic view, centred on the north pole. The fields are
shown at the 975 hPa pressure level for t = 0 τ to t = 8 τ . Maximum and
minimum values for T are 1280 K and 1520 K, respectively, with contour
interval 6 K. For ζ, the maximum and minimum values are ±5×10−7 s−1

(t = 0 τ), ±1 × 10−6 s−1 (t = 4 τ), ±1 × 10−5 s−1 (t = 6 τ) and ±4 ×
10−5 s−1 (t = 8 τ); the contour intervals are, respectively, 2× 10−8 s−1,
4× 10−8 s−1, 4× 10−7 s−1 and 1.6× 10−6 s−1. The spectral resolution of
this simulation is T170L20 (see text). Note the large, nearly two orders
of magnitude, change in the magnitude of ζ during the evolution – as
well as the formation of sharp fronts and coherent vortices, particularly
at t = 6 τ and t = 8 τ .
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warm air that have been pinched off (cyclonic vortices embedded in the anticyclonic

region), intruding into the high latitudes (i.e., downgradient heat transport). Si-

multaneously, broad regions of cool air spread into the tropical region from higher

latitude (i.e., upgradient heat transport). Thus, the original equator–pole tempera-

ture gradient is significantly reduced by the instability.

The poleward heat transport can be checked against linear theory for eddy trans-

port (see e.g., Holton, 1992; Vallis, 2006) by examining the zonal cross-sections

of streamfunction, meridional velocity and temperature perturbations: ψ′, v′ and

T ′, respectively. The cross-sections at midlatitude are shown in Figure 3.9. As

can be seen, ψ′ and v′ tilt westward with height and T ′ tilts eastward with height,

demonstrating that heat transport is taking place. Note that, in the case of the

baroclinically unstable westward jet at the same latitude, the directions of the tilts

are reversed. This is because gradient wind balance produces a temperature distri-

bution that is warmer at the poles than at the equator, as can be seen in Figure 3.4b.

This results in an equatorward transport of heat by the eddies (section 3.3.3 and

Figure 3.13 (top right)).

The long-time evolution of the run presented in Figure 3.6 is illustrated in Fig-

ure 3.10 (t = 10 τ and t = 40 τ). By t ≈ 40 τ the T and ζ fields have organised into

essentially zonal structures and eddy activity has mostly ceased. The cyclones that

have emerged from the baroclinic wave breaking, strongly interact (t = 10 τ) and

ultimately merge into an unsteady cyclonic polar vortex (t = 40 τ). A similar “end-

state”, resulting from vortex mergers, has been observed in HD209458b simulations

of Cho et al. (2003).

The long-range interaction of the like-signed vortices on hot-Jupiters is more pro-

nounced than on the Earth (and other cool, rapidly-rotating planets). This can be

explained by the much larger Rossby deformation length scale, LD/Rp = O(1), on

the hot-Jupiter. Larger LD means more robust mergers and a more dynamic final

vortex (Cho et al., 2003, 2008; Cho and Polvani, 1996). Scott (2011) has recently

quantified this behaviour: merger and poleward migration of cyclones ensues if the

potential vorticity anomaly q′ associated with a vortex exceeds the magnitude of the

planetary vorticity 2Ω by ∼ 12 per cent. In this case, (q′/2Ω) ≥ 1.19 – i.e., anomaly

excess of 19 per cent – by t = 6 τ , consistent with Scott’s finding.

The temporal evolution of the global average EKE (the dashed blue line for run

E45N and solid black line for run EEQ in Figure 3.7) is typically described as a

“baroclinic growth – barotropic decay” cycle (e.g., Simmons and Hoskins, 1979;

Thorncroft et al., 1993). During the cycle, conversion ofAPE toEKE is impeded by

a positive feedback between the horizontal shear in the flow and the eddy momen-
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Figure 3.7: Evolution of globally-averaged eddy kinetic energy (per area) [J m−2] for
runs E45N (dashed blue line), W60N (dotted red line) and EEQ (solid
black line). The eddy kinetic energy for EEQ has been multiplied by a
factor of 40.
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Figure 3.8: Time evolution of total eddy energy (EKE+EPE) [m2 s−2], zonal po-
tential energy (APE) [m2 s−2] and zonal kinetic energy (ZKE) [m2 s−2]
for E45N (top left), W60N (top right), EEQ (bottom left), and E45N2b
(bottom right). For E45N and W60N all energies are scaled by 28000,
and for EEQ and E45N2b by 8000. Note that ZKE for EEQ and APE
for E45N2b is plotted on a separate y-axis. In all the simulations, APE
is converted into eddy energy during the baroclinic growth stage. The
eddy energy is subsequently returned to the mean flow (i.e., ZKE) during
the barotropic decay stage in E45N and W60N. Note that for simulation
W60N, conversion from ZKE into eddy energy is larger than conversion
from APE into eddy kinetic energy.
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Figure 3.9: Perturbation streamfunction ψ′ (top), perturbation meridional velocity
v′ (middle) and perturbation temperature T ′ (bottom) at midlatitude as
a function of pressure and longitude at t = 6 τ for run E45N. Contour
intervals are: −24×108 m2 s−1 to 11×108 m2 s−1 in steps of 108 m2 s−1,
−180 m s−1 to 320 m s−1 in steps of 20 m s−1 and −75 K to 125 K in
steps of 5 K, respectively. Note, ψ′ and v′ tilt westward with height and
T ′ tilts eastward with height, signifying meridional transport of heat and
reduction of equator-pole temperature gradient.
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Figure 3.10: Same as Figure 3.6 but for t = 10 τ and t = 40 τ . Contour interval for
temperature is 6 K. The maximum and minimum contours for relative
vorticity are ±4× 10−5 s−1 at t = 10 τ and ±10−5 s−1 at t = 40 τ . The
respective contour intervals are 1.6× 10−6 s−1 and 4× 10−7 s−1.

tum flux. At t ≥ 10 τ , the disturbances in run E45N are sheared out and EKE is

lost to the mean flow through the Reynolds stresses more than it is gained through

baroclinic conversion. In this process, eddy energy is returned to the zonal kinetic

energy (henceforth ZKE) as can be seen in Figure 3.8 (top left). The feedback is

the main component in the previously mentioned non-linear “barotropic governor ef-

fect”, affected by the horizontal shear in the jet, spherical geometry and ageostrophy

(see e.g., Nakamura, 1993b).

The zonal mean zonal wind ū and zonal mean zonal potential temperature θ̄

at the end of the life-cycle is presented in Figure 3.11 (see panel a on the left

for run E45N). The jet itself has becomes broader and more barotropic – much
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like the “LC1 life cycle” reported in Thorncroft et al. (1993). Furthermore, the

meridional entropy gradient dθ̄/dφ is significantly reduced compared to the initial

state, particularly at the lower levels in the domain (cf. Figure 3.4a). Much of

the APE is taken up by the kinetic energy of the zonal mean flow and the flow is

accelerated there. To quantify the accelerations, consider the transformed Eulerian-

mean zonal momentum equation (e.g., Andrews and McIntyre, 1978):

∂ ū

∂ t
= −

[
1

Rp cosφ

∂

∂ φ
(ū cosφ)− f

]
v̄∗ − ∂ū

∂ p
ω̄∗ +

1

Rp cosφ
∇ · F . (3.14)

Here v̄∗ and ω̄∗ represent the “residual” mean meridional circulation,

v̄∗ ≡ v̄ − ∂

∂p

(
v′θ′

∂θ̄/∂p

)
(3.15)

ω̄∗ ≡ ω̄ +
1

Rp cosφ

∂

∂φ

(
v′θ′

∂θ̄/∂p
cosφ

)
, (3.16)

and F=(Fφ,Fp) is the Eliassen-Palm (EP) flux vector with

Fφ = Rp cosφ

[
−u′v′ +

(
v′θ′

∂θ/∂p

)(
∂u

∂p

)]
(3.17)

Fp = Rp cosφ

[
(ζ + f)

(
v′θ′

∂θ/∂p

)
− u′ω′

]
. (3.18)

The influence of eddies on the mean flow is measured by the EP fluxes: a con-

vergent flux (∇ · F < 0) corresponds to the deceleration of the eastward flow and a

divergent flux (∇·F > 0) corresponds to acceleration. Figure 3.12 depicts vertically

and temporally averaged EP flux divergence for E45N (dashed line) over the life-

cycle. The EP fluxes are divergent in the net on the poleward flank of the jet, where

the flow is accelerated, and (more strongly) convergent in the net on the equatorial

flank, where overall the flow speed is reduced from the initial value (cf. Figure 3.11a

).

Figure 3.13 (top left) shows a more complete picture of the EP fluxes for the E45N

simulation. In the figure the latitude-pressure cross sections of EP flux vector field

and its divergence, ∇·F (contours) averaged over the life-cycle are shown. The EP

flux and its divergence are reminiscent of the “LC1 life cycle” reported in Thorncroft

et al. (1993) with Rossby waves, generated near the surface, propagating upward

and equatorward, transporting momentum poleward (cf. the equatorward pointing
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Figure 3.11: Zonal mean zonal wind ū (red) and potential temperature θ̄ (black)
contours for runs a) E45N at t = 30 τ , b) W60N at t = 60 τ and c)
EEQ at t = 60 τ . Wind contour interval for runs E45N and EEQ is
100 m s−1 and for run W60N is 50 m s−1. Temperature contour interval
is 100 K. Negative (westward) wind contours are dashed.
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Figure 3.12: Vertically and temporally averaged divergence of Eliassen-Palm (EP)
flux [m s−2] for runs E45N (dashed line), W60N (dotted line) and EEQ
(solid line) during the life-cycle in each run. The EEQ curve has been
multiplied by a factor of 100.

F vectors) and heat upward and poleward (cf. the upward pointing F vectors). The

vector field is divergent (positive) near the surface at mid- and high-latitudes and

convergent (negative) throughout the vertical domain on the equatorward flank of

the jet.

Finally, note that the most unstable mode for this simulation is ∼ 4 (see Fig-

ure 3.6). As discussed earlier, the linear theory of section 3.2.3 underestimates this

number to ∼ 2. However, the full numerical simulation shows that the simple lin-

ear theory is successful, at least qualitatively, in capturing the behaviour of the

instability in the following sense: the most unstable mode and the growth time for

the baroclinic wave amplitude for HD209458b are smaller than the corresponding

quantities for the Earth (cf., for example, Polvani et al., 2004).

Lower Boundary

As is well-known, boundary conditions are crucial in solving differential equations.

Differences in the conditions, even in relatively simple physical situations, can alter

the admitted solutions. For example, new or modified modes can be introduced or

existing modes can be filtered by employing rigid boundary condition (i.e., w = 0).
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Figure 3.13: Eliassen-Palm flux vector, F = (Fφ,Fp) [m2 s−2], and its divergence,
∇·F [m s−2], fields for the E45N simulation (top left), the W60N
simulation (top right), and the EEQ simulation averaged over the life-
cycle. Negative ∇·F values are dashed (and in blue) and positive
values are solid (and in red). Maximum and minimum ∇·F values are
±10000 m s−2 in top panels and ±2000 m s−2 in bottom panels. The
reference vector has magnitude of 500 m2 s−2 (top left), of 300 m2 s−2

(top right), and 100 m2 s−2 (bottom). Fφ and Fp are scaled by 1 radian
of latitude and 1 Pa of pressure, respectively. In addition, Fp is scaled
by a factor of 0.5 in all panels. The wave propagation is upward and
equatorward in the E45N simulation; downward and equatorward on
the Northern hemisphere and poleward on the Southern hemisphere in
the W60N simulation; and, upward and equatorward and poleward in
the EEQ simulation.
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The lower boundary of the simulations discussed in this chapter is rigid and located

at 1 bar for the most part. In this case, the vertical wind shear in the basic flow

used is small, but non-zero, at the bottom boundary and baroclinically unstable

modes can arise due to the presence of the boundary – via condition (ii) of the

Charney-Stern-Pedlosky criteria. However, the stably-stratified radiative zone in

hot-Jupiter atmospheres may extend down to perhaps as deep as 1000 bars (Guillot

and Showman, 2002). Hence, the effects of lowering the bottom boundary and

preventing flow shear there require careful consideration.

Figure 3.14 presents a run (E45N2b) that is very similar to the “paradigm case”,

but with the lower boundary of the simulation extended down to 2 bars. The jet

is confined to pressures above the 1 bar level. In doing so the influence of the

lower boundary is removed far enough away from the jet while still retaining an

adequate vertical resolution. In the figure, u0 and θ0 are shown in the top panel.

Note, the jet profile shown in the figure has a different vertical structure than the

“paradigm case” jet. This is because balancing a jet with the vertical structure given

by equation (3.8) to the isothermal reference state produces a convectively unstable

region in the computational domain, causing the vertical coordinate to lose single-

valuedness and the run to immediately crash. The shown profile does not suffer from

this. Significantly, the Charney-Stern-Pedlosky criteria (iv) and (i) remain satisfied

for this profile. It is crucial to understand here that, once these criteria are met, it

does not matter whether the lower boundary is located at 10 or 1000 bars for the

instability to occur.

The ζ field at t = 10 τ is shown in the right panel of Figure 3.14. Although the

evolution is now slightly altered from the “paradigm case” (i.e., mode-3 is dominant,

rather than mode-4), the jet is still unstable, as expected. It has been verified that

the evolution in run E45N2b is indeed a result of baroclinic instability: the pertur-

bation fields tilt in the appropriate directions with height, as seen in Figure 3.9 for

run E45N. Additionally, as can be seen in Figure 3.8 (bottom right) the available

potential energy APE is converted into eddy energy — as is characteristic of baro-

clinic instability. The instability is, however, weaker and evolves differently than

when there is an initial vertical wind shear and meridional entropy gradient at the

lower boundary (see also Chapter 5). A simulation with the initial flow profile used

in run E45N2b but with bottom raised to 1 bar, in which the shear and gradient

is non-zero at the bottom has also been performed. The peak global eddy kinetic

energy in this run is ∼ 40 per cent greater and vorticity perturbations are up to

six times stronger than in run E45N2b. Nevertheless, the point is, the instability is

present regardless of vertical flow shear at the bottom boundary.
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Figure 3.14: Top: Basic state zonal wind u0 (red) and potential temperature θ0

(black) for run E45N2b with the lower boundary extended to 2 bars.
Contour interval for the zonal wind is 100 m s−1 and for the potential
temperature 100 K. Bottom: Relative vorticity ζ from run E45N2b at
t = 10 τ . The field is plotted at 975 hPa pressure level. Maximum
and minimum values are ± 6× 10−6 s−1, with contour intervals of 4×
10−7 s−1.
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3.3.3 High Latitude Westward Jet

Having presented the evolution of the “paradigm case”, the case of a baroclinically

unstable high-speed westward jet at high latitude (run W60N) is now presented.

The speed at the core of the jet is 1000 m s−1. Such jets have been observed in

recent GCM simulations (e.g., Showman et al., 2008; Menou and Rauscher, 2009;

Thrastarson and Cho, 2010; Heng et al., 2011). In the above mentioned simulations,

the high latitude jets are observed to be more narrow and shallow than the equa-

torial jets. Equatorial jets will be discussed in section 3.3.4. The T field from run

W60N at t = 9 τ (975 hPa pressure level) is shown in the left column of Figure 3.15.

Polar stereographic view, centred on the north pole (top frame), and cylindrical-

equidistant view, centred on the equator (bottom frame), are shown for latitudes

poleward of 20◦N. For comparison, the right column shows the corresponding pro-

jections of the T field from the E45N run at t = 7 τ , roughly at a similar stage of

the evolution in run W60N.

In run W60N, baroclinic wave develops a significant northwest–southeast tilt. This

is consistent with the predominantly negative momentum fluxes on the poleward side

of the jet during the linear stage of the evolution (see also Figure 3.13 (top right

panel)). Again, the flow is characterized by sharp cyclonic fronts, this time with

the most unstable mode having 3 undulations at φ = 60◦. The reduction in the

number of undulations is also consistent with linear theory developed in section

3.2.3. However, contrary to the predictions from the linear analysis, the growth rate

of the instability is lower than for the E45N run (cf. the onset of growth between

dashed blue and dotted red lines in Figure 3.7). As already discussed, this agrees

with the analysis of the Charney model by Wang (1990) and extends that result to

the more general, global primitive equations model.

Note that wave-breaking in the westward jet case occurs in the opposite direction

to that in the “paradigm case” (see bottom row of Figure 3.15). The waves in run

W60N (left) break eastward, whereas in run E45N (right) the waves break westward.

“Blobs” of higher temperature fluid penetrate into the lower temperature region and

cooler fluid subsides into the warm region. The situation is analogous to Rayleigh-

Taylor or convective instability (e.g., Sharp, 1984), where a decrease of potential

energy results under the interchange of two blobs at different heights. In baroclinic

instability, this can occur despite the stable density stratification because the density

surfaces are sloping more steeply than the line joining the two blobs. Indeed, for

this reason baroclinic instability is sometimes refer to as “sloping convection” (e.g.,

Vallis, 2006).
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Figure 3.15: Temperature field T for run W60N at t = 9 τ (left) and T for run E45N
at t = 7 τ (right). The fields are shown at 975 hPa pressure level. Top
frame shows the field in polar stereographic view, centred on the north
pole, and bottom frame shows the field in cylindrical-equidistant view,
centred on the equator. In all frames area poleward of φ = 20◦ is
shown. For run W60N the maximum and minimum values are 1500 K
and 1780 K, respectively. For run E45N the maximum and minimum
values are 1280 K and 1520 K, respectively. Contour interval is 6 K in
both runs.
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Note that the EKE for the westward jet case does not follow a simple “baroclinic

growth – barotropic decay” cycle, as seen in the “paradigm case” (Figures 3.7 and

3.8). Instead, after the initial decay stage at t ≈ 15 τ , the EKE for run W60N shows

large vacillations, corresponding to a sequence of baroclinic–barotropic life cycles.

Similar behaviour of energetics has been observed by Feldstein (1991) for the Earth

case. In a two-layer QG β-plane model, he found westward jets to undergo a series

of mixed, baroclinic–barotropic instability, caused by the reversal of sign in the jet

curvature ∂2u0/∂y
2. Recall that β ≥ 0. Hence, a barotropically unstable region, in

which β− ∂2u0/∂y
2 < 0, forms at the core of the westward jet (as is the case in run

W60N). The combined effects of vertical and horizontal shears reinforce each other

to establish a mixed, baroclinic–barotropic unstable region. According to WKB

analysis (e.g., Bender and Orszag, 1999), growing disturbances emanating from a

westward jet are trapped (i.e., reflected) between two turning latitudes, initiating

the sequence. Consistent with this, the meridional structure of the disturbance is

able to remain close to the normal mode form. In contrast, disturbances emanating

from the eastward jet are absorbed at or near the critical latitudes, resulting in a

single cycle and meridional structure that changes with time. As shown in Figure 3.8

(top right) more zonal kinetic energy (ZKE) thanAPE is converted into eddy energy.

Note also that the EP flux has a significant horizontal component (see Figure 3.13

(top right)). This suggests that barotropic instability plays a significant role in the

W60N life-cycle.

Figure 3.11b shows the equilibrated ū and θ̄ at the end of the simulation. The

original westward jet has been completely disrupted, giving way to a fairly barotropic

eastward jet centred at 60◦. Predominantly westward flow is now situated in the

subtropics, at the upper levels of atmosphere. The reversal of the flow direction is

consistent with EP flux divergence shown in Figure 3.12 (dotted line) and Figure 3.13

(top right), which acts as a positive momentum source. Given that high-latitude

westward jets appear to be a fairly common feature in GCM simulations of hot-

Jupiters, the result here suggests external (e.g., stellar irradiation) or internal (e.g.,

wave) forcing may be required to maintain baroclinic westward jets. Note also

from Figures 3.11b, 3.12 and 3.13 (top right), the negative zonal flow and EP flux

convergence, especially in the equatorial region. Significantly, such negative EP flux

divergences present a source of drag for equatorial jets. Finally, as in the “paradigm

case”, the potential vorticity anomalies exceed 2Ω by over 12 per cent and by t = 35 τ

a cyclonic polar vortex forms that is warmer than its surroundings (not shown).
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3.3.4 Equatorial Jet

The evolution of a broad, high-speed equatorial jet (run EEQ) is presented in this

section. The initial flow and potential temperature is shown in Figure 3.4c. Unlike

the jets discussed in sections 3.3.2 and 3.3.3, the equatorial jet satisfies the Charney-

Stern-Pedlosky instability criteria (iv) on its flanks (at ∼ 30◦ on both northern and

southern hemispheres), rather than at the core. The stability of this jet’s core is

consistent with linear theory of section 3.2, which predicts no growth for a jet located

equatorward of 28◦.

Figure 3.16 shows temperature T and relative vorticity ζ fields at t = 26 τ .

At this time the instability is well developed, with sharp fronts rolling up non-

linearly into cyclones at φ ≈ 35◦, where the instability criteria is met. A mode

with ∼7 undulations can clearly be seen at this stage of the evolution. The number

of undulations is significantly higher and the growth rate is significantly lower for

EEQ than for simulations where the same jet is placed at φ = 30◦. Evidently, since

the vertical shear of the equatorial jet at its flanks is significantly lower than at

its core, a value smaller than the peak core value for the characteristic flow speed

should be used in interpreting the results from the linear analysis. As has already

been seen, a weaker jet (shear) results in a smaller growth rate and wavelength

of the most unstable mode at a given latitude (e.g., curves “HD45L” and “HD45”

in Figure 3.2). Hence, these non-linear simulations appear to be in qualitative

agreement with linear theory. Despite the instability at the flanks, the core of the

jet in run EEQ remain stable throughout the integration (up to t = 60 τ), in very

good agreement with linear theory.

The EKE evolution for run EEQ is shown in Figure 3.7 (solid black line). The

equatorial jet instability is shallow and confined to a pressure range between 1 to

0.7 bar, unlike the high-latitude jet instability (cf. Figure 3.13); in those cases,

the range of instability is much larger, extending up to 0.01 bar. Thus, only the

lower pressure levels exhibit an increase in EKE during the linear stage. For this

reason, the EKE values have been multiplied by a factor of 40 in the figure: the

globally averaged EKE for run EEQ is much lower than for the “paradigm case” or

run W60N. Note also that conversion of energy from APE into EKE is significantly

smaller than for the E45N and W60N simulations (see Figure 3.8). Qualitatively,

the non-linear evolution of run EEQ is similar to run E45N, with waves tilting

and breaking in same directions. As can be seen in Figure 3.13, the vertical wave

propagation in both E45N and EEQ simulations is upward (signifying poleward heat

transport by the eddies). However, for EEQ the meridional wave propagation is both
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Figure 3.16: Temperature T (top) and relative vorticity ζ (bottom) for run EEQ
in polar stereographic view, centred on the north pole. The fields are
shown at 975 hPa pressure level for t = 26 τ . Maximum and minimum
values for temperature are 1460 K and 1600 K, respectively, with con-
tour interval 3.5 K. Values for ζ are in the range ±1.5× 10−5s−1, with
contour interval 6× 10−7s−1.
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poleward and equatorward (signifying both poleward and equatorward momentum

transport by the eddies) whereas the wave propagation is mostly equatorward for

the paradigm case (signifying mostly poleward momentum transport). Additionally,

potential vorticity anomaly only slightly exceeds the polar value and the cyclonic

drift does not ensue. Therefore, a monolithic polar vortex does not form in this

case.

Interestingly, the jet structure is only slightly altered by baroclinic instability

from the basic state zonal flow. Mainly, the jet has become more barotropic at

the flanks. This can be seen in Figure 3.11c, which shows ū and θ̄ at t = 60 τ .

Relatively small values of EP flux convergence equatorward of 50◦ (see the solid line

in Figure 3.12 and the bottom panel in Figure 3.13) do not significantly contribute

to the deceleration of the zonal mean zonal wind.

It is also worth noting that stability properties of the westward equatorial jet have

been investigated. The jet is found to be stable to baroclinic instability, in good

agreement with Wang (1990). A westward jet placed at the equator would have to

exceed the sound speed, if the condition (3.7) of section 3.2 is to be fulfilled. However,

note that a broad, “supersonic” westward jet does not appear to be unstable in

full, non-linear GCM simulations (Thrastarson, private communication). But, the

simulation is at T21 resolution (see section 3.3.5). Eastward equatorial jets have

been found to be stable to baroclinic instability, if the width of the jet is 50◦ and

smaller.

3.3.5 Numerical Convergence

Baroclinic instability in numerical simulations of hot-Jupiters is highly sensitive to

numerical resolution (both horizontal and vertical) and to dissipation. High res-

olution is required to capture the instability accurately. In particular, for the jet

profiles used, five or more layers are necessary to capture the instability, and good

convergence is reached only with ∼ 10 or more layers. In addition, high horizontal

resolution (≥ T85) is necessary to ensure accurate representation of the eddy fluxes,

as well as convergence. Separately, artificial viscosity must not be too high, as it

results in artificially-enhanced stabilization of the baroclinic modes. It is empha-

sized that resolution and dissipation requirements are dependent on the jet profile.

Hence, the requirements should be carefully assessed for each profile employed. This

“problem-dependence” conclusion has also been discussed by Thrastarson and Cho

(2011) for “spin-up” experiments of hot-Jupiter circulations.

Before presenting the results, a brief discussion concerning the general approach
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to convergence testing is in order. In general, for numerical stability reasons, the

usual practice is to use a larger dissipation coefficient value when performing a

simulation with lower resolution – or, alternatively, a smaller coefficient value when

performing the same simulation at higher resolution – so that the damping time is

same at the truncation scale. This results in a different damping time for a given

mode at different resolutions. However, here the aim is to demonstrate convergence

of the numerical model. Hence, the same value of the coefficient at all resolutions is

employed so that each mode, up to the truncation, experiences same dissipation rate

in all the runs. The employed value is: ν4 = 6× 1019 m4 s−1. Similar methodology

has been implemented in e.g., Polvani et al. (2004) to test convergence in the Earth

case. Later, non-convergence is also demonstrated when the damping time is chosen

such that it is same at the truncation scale for all resolutions, as in the usual practice.

The requirement of adequate resolution is demonstrated in Figure 3.17. The figure

shows a set of four simulations with all parameters identical to run EEQ presented

in section 3.3.4 – except the resolution. The resolutions are: T21 (a), T42 (b),

T85 (c) and T170 (d). Note, panel (d) is run EEQ. All four runs use the same

value of superviscosity coefficient, ν4 = 6 × 1019 m4 s−1, as already mentioned.

Note also that the resolutions correspond, respectively, to 64×32, 128×64, 256×128

and 512×256 Gaussian grids in physical space. But, because of the exponential

convergence property of the spectral method, they are equivalent in accuracy to

finite difference grids O(10) times finer in resolution (e.g., Thrastarson and Cho,

2011). Polar stereographic projections of the relative vorticity field ζ at t = 22 τ

are shown, when the instability is in the early exponentially-growing stage (see

Figure 3.7).

Visual inspection of the fields readily reveals that the T21 (a) and T42 (b) runs do

not converge to the T170 (d) run. The T85 (c) run is marginally converged, though

this may change after a long time (e.g., many hundreds of planetary rotations).

In the figure, frames (a) and (b) are qualitatively different than frames (c) and

(d), which clearly show mode-6 instability. The T85 run in frame (c) captures the

basic structure present in the T170 run in frame (d). However, spurious small-scale

oscillations are also clearly visible in frame (c); these are not present in frame (d).

The small-scale oscillations contaminate the simulation – causing the simulation

to blow up, depending on the numerical parameters used; see e.g., discussion in

Thrastarson and Cho (2011).

The above behaviour can be quantified by computing the corresponding kinetic

energy spectra for each run. The spectra for the fields shown in Figure 3.17 are

presented in the top panel of Figure 3.18. Inspection of the T85 and T170 spectra
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Figure 3.17: Polar stereographic view of the relative vorticity field ζ, centred on
the north pole, for four runs with all parameters identical – except the
horizontal resolution. The common parameters are as in run EEQ.
The fields at t = 22 τ are shown. The number at upper right in each
panel indicates the resolution. Contour levels are the same to those in
Figure 3.16.
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(red and black lines, respectively) confirms the convergence of the simulations. Note

the presence of a clear dissipation range in the T170 run. In contrast, the appear-

ance of nearly grid-scale waves in physical space for T21 and T42 resolution runs

corroborates the tendency of the spectrum (blue and pink lines for T21 and T42,

respectively) in these runs to peel off and curl up considerably left of the aliasing

limit (∼ 21 for T21 and ∼ 42 for T42). This is caused by discretization errors that

are not adequately controlled by the applied explicit viscosity.

An analogous series of runs in which a much larger dissipation coefficient value,

ν4 = 1021 m4 s−1 has been used have also been performed. This mimics “prop-

erly” dissipated runs at T21 and T42 resolutions (i.e., runs with well represented

dissipation range in spectral space). However, in this series the high resolution

simulations are significantly over-dissipated and the physical space picture is char-

acterised by a severe reduction in eddy kinetic energy at all times. This is supported

by the spectra for two T170 resolution simulations with the two coefficients (bot-

tom frame of Figure 3.18). The spectrum for a run using ν4 = 1021 m4 s−1 (black

line) is shown together with the spectrum of the previously presented T170 run

with ν4 = 6 × 1019 m4 s−1 (red line). With the larger ν4, the spectrum is severely

over-dissipated with only ∼ 20 modes being resolved; the rest of the modes clearly

lie in the dissipation range. In contrast, at least ∼80 modes are well-resolved with

the smaller ν4 value.

It is important to understand that wavenumbers smaller than those located in

the fiducial “dissipation range” (i.e., less than 20 and 80, respectively, in the runs

discussed above) are still affected by a small amount of dissipation in practice:

that is, dissipation affects the entire spectrum of wavenumbers continuously, rather

than just the wavenumbers in the dissipation range. The amount, while small, can

nevertheless be dynamically significant, as it can change the quantitative character

of the instability, even suppress the instability altogether. Indeed, if the value of ν4

is increased further, to 1022 m4 s−1, the baroclinic waves completely disappear.

As discussed above, a common practice in numerical studies which vary the reso-

lution is to adjust the dissipation coefficient ν4 so that the damping time τd is same

at the truncation scale N :

τd =
1

ν4

[
R2
p

N(N + 1)

]2

. (3.19)

While the physical basis of this procedure is arguable, it is demonstrated here that
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Figure 3.18: Kinetic energy density [m2 s−2 (per wave number)] as a function of
(total) wavenumber n. Spectra for the fields from the four runs shown
in Figure 3.17 (top). The different lines refer to different horizontal
resolutions, as indicated in the legend. The viscosity coefficient is same
(ν4 = 6 × 1019 m4 s−1) in all four runs. Spectra for run EEQ at T170
resolution with different viscosity coefficients (bottom): ν4 = 6 × 1019

m4 s−1 (red line) and ν4 = 1021 m4 s−1 (black line), respectively.
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the practice still does not lead to convergence at low resolution2. Consider the

value, ν4 = 6× 1019 m4 s−1, used in the high resolution simulation discussed above.

The dissipation rate at the truncation scale for HD209458b corresponding to this ν4

value is τ−1
d = 5.07 × 10−4 s−1. Note that this damping rate is comparable to the

rates used in current flow modeling studies of hot-Jupiter atmospheres at resolutions

lower than T170 (e.g., Rauscher and Menou, 2010; Thrastarson and Cho, 2010, 2011;

Heng et al., 2011). Its significance can be seen in Figure 3.19.

Figure 3.19 shows the effects of adjusting ν4 so that the damping rate is constant

at the truncation scale. The rate used is the one just discussed above: τ−1
d =

5.07×10−4 s−1. Relative vorticity field ζ at four resolutions for run EEQ at t = 22 τ

is shown. Two points are clear from the figure. First, the simulations in this series

are not converged. The T21 and T42 resolution runs are completely over-dissipated

and the momentum and heat transports are absent throughout the duration of the

runs, up to t = 60 τ . Second, the ν values used in current GCM modelling studies of

hot-Jupiters do not permit the instability. Note that, if the dissipation rate is chosen

instead to be the one that “adequately” permits the instability in the low resolution

run, the high resolution runs are severely under-dissipated and inundated with noise

(not shown). Either way, convergence is not achieved by fixing the dissipation rate

at the truncation scale.

Arguably, the two points above may not be significant for atmospheres character-

ized by a very short diabatic relaxation time (see also discussion in Chapter 4). For

then the thermal damping would dominate and naturally short-circuit the above

issues pertaining to the artificial viscosity and resolution. However, in some GCM

simulations, the dynamically-relevant, intrinsic thermal relaxation time is not always

short after quasi-equilibration is reached, even above the ∼1 bar level3 (Thrastarson

(private communication)). Moreover, the instabilities at higher latitudes possess

short growth times and are much less affected by short relaxation times. Addition-

ally, there is the issue of transient growth, which has not been discussed in this

work. The non-normal modes, associated with such growth, may operate on a much

shorter time scale than the growths described in this work.

It is stressed here that the high resolution runs described do not merely contain

more fine-scale structures that presumably do not significantly affect the evolution.

On the contrary, it has been found that high resolution fundamentally affects the

2A better practice would be to vary the dissipation coefficient in time (i.e., ν = ν(t)). For example,
in Dritschel et al. (1999) ν was chosen to depend on the maximum vorticity in the system. This
is physically more justifiable than keeping ν or τd constant across horizontal resolutions.

3It is, in general, sufficiently long below this level.
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Figure 3.19: Same as Figure 3.17 but with τ−1
d = 5.07× 10−4 s−1 in all runs. Max-

imum and minimum values for frames a) and b) are ±3 × 10−6 s−1

and for frames c) and d) ±1.5 × 10−5 s−1; the contour intervals are,
respectively, 1.4× 10−7 s−1 and 6× 10−7 s−1.
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evolution — much like in many ocean simulations (e.g., Kirtman et al., 2012). For

example, bulk eddy heat- and momentum-fluxes differ significantly (up to an or-

der of magnitude) in high- and low-resolution simulations. The reason for this is

that vorticity anomalies (eddies) are much stronger, in addition to the filaments,

in the high-resolution simulations; and, EKE growth is exponential in the stage of

the evolution when these structures have emerged (Figure 3.7). Hence, heat and

momentum are redistributed much more effectively.

3.4 Summary and Discussion

Baroclinic instability on extrasolar planets has not been studied thus far. In this

chapter, an advanced pseudospectral GCM has been used to perform an extensive

study of the stability and non-linear evolution of balanced jets on hot-Jupiters.

These non-linear baroclinic instability simulations have been fully validated against

previous similar simulations for the Earth (e.g., Polvani et al., 2004; Jablonowski

and Williamson, 2006). For concreteness, results for a model planet with physical

parameters corresponding to the close-in giant planet HD209458b have been pre-

sented here. The focus has been on the stability of high-speed (typically 1000 m s−1)

eastward jets at the equator and westward jets at high latitudes. Broad jets of such

magnitude are a common feature in current GCM simulations of tidally-synchronized

giant planet atmospheres.

Linear growth rate and phase speed spectra have been derived, via standard nor-

mal mode analysis, and the results compared with full non-linear numerical simu-

lations. According to the linear analysis of the two-layer primitive equations model

on the β-plane, the growth rate of the instability is reduced for a jet located at low

latitudes, compared with a jet located at high latitudes. Near the equator, where the

deformation length scale LD becomes too large to accommodate baroclinic waves,

the linear theory predicts stability. In general, linear analysis agrees reasonably well

with the full non-linear simulations at the early stage of the unstable evolution, dur-

ing the transient phase. After a long time, in simulations with high values of initial

potential vorticity anomaly (i.e., |q′/2Ω| ≥ 1.2, where q′ is the anomaly), cyclones

merge to form robust monolithic vortices at the poles. This is not captured by linear

analysis.

As expected, full non-linear simulations show richer behaviour than that obtained

through linear analysis. Non-linear simulations show that baroclinic instability oc-

curs for all eastward jet profiles used in this study. In particular, broad equatorial
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eastward jets are unstable (on a time scale of ∼ 20 planetary rotations), despite sta-

bility suggested by the linear analysis. The instability takes place at the jet flanks,

where there is still a significant vertical shear to satisfy the necessary condition for

instability. The jet core is stable, unlike in the jets situated at higher latitudes;

this is in accordance with linear theory. Westward jets near the equator, however,

remain stable, both at the core and the flanks. This is the first time non-linear

baroclinic instability has been studied with the traditional primitive equations in

spherical geometry for broad eastward and westward equatorial jets in the atmo-

sphere4. In general, westward jets are found to be more stable compared to their

eastward counterparts (e.g., at midlatitude, instability timescale of ∼ 6 planetary

rotations for westward jets vs. ∼ 3 planetary rotations for eastward jets), and to

require much stronger vertical shear for instability in the full primitive equations

system. Additionally, in this work it has been demonstrated that baroclinic insta-

bility does not require a solid boundary on planets, as long as there is a change of

sign in the meridional potential vorticity gradient ∂q0/∂φ in the domain’s interior.

By performing the simulations described above with a wide range of horizontal

resolution (from T21 to T170), it has been found that the simulations do not con-

verge for resolutions below T85. This is a somewhat stronger requirement than for

Earth simulations and is primarily due to the much stronger jet amplitude on hot-

Jupiters (∼ 1000 m s−1, compared to ∼ 50 m s−1 for the Earth). Furthermore, it has

been found that baroclinic instability does not occur at all if the artificial viscosity

coefficient used in the simulation is too high. A high artificial viscosity is often

used to stabilize numerical simulations against strong forcing in current studies of

extrasolar planet atmospheres. Given this, baroclinic instability is unlikely to be

represented in current simulations – even when necessary conditions for instability

are satisfied. This may pose a serious issue in flow modelling studies of extrasolar

planet atmospheres in which the natural diabatic relaxation time is not too short

(i.e., greater than a few planetary rotations).

The more stringent numerical convergence requirements for baroclinic instability

on a hot-Jupiter compared to that of the Earth motivates a closer look at the ability

of a numerical model to fruitfully and consistently capture the dynamical behaviour

in hot-Jupiter flow modeling studies. While GCMs are extensively developed, tested

and validated for parameter regime of the Earth, their behaviour for markedly dif-

4The work in this chapter was published in Polichtchouk and Cho (2012). Recently, Ribstein et al.
(2014) also investigated stability properties of westward equatorial jets with varying Rossby and
Burger numbers on the equatorial β-plane in the shallow water model. Their analysis mainly
consentrated on the linear stability of the jets that satisfy the necessary condition for intertial
or barotropic instability at the equator unlike the jets studied here.
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ferent and more “violent” conditions applicable to hot-Jupiters (i.e., ∼ 1000 m s−1

flow speeds, ∼ 1000 K temperature gradients, and, fast thermal relaxation times)

is not well understood. In the next chapter, the results from a broad, detailed

GCM intercomparison study for conditions relevant to hot-Jupiters are presented.

In particular, the aim of the next chapter is to identify how well different numer-

ical algorithms, employed by GCMs to solve the traditional hydrostatic primitive

equations, cope under such extreme conditions.

Appendix 3.A Non-dimensional Analysis

Equations set (3.5) is made non-dimensional by introducing the “discretized defor-

mation length scale”, horizontal length scale, timescale, and height scale:

L̂D =
1

f0

√
h24pσ0 ,

L =
1√
2
L̂D ,

T =
1√
2

(
L̂D/U0

)
,

H =
1√
2

(
U0f0L̂D

)
,

respectively. Hence, the set of equations becomes characterised only by the Rossby

number,

R̂o =
U0

√
2

f0L̂D

,

and the Charney-Green number,

γ̂ =
β L̂2

D

2U0

.

The Charney-Green number measures the relative importance of the planetary vor-

ticity gradient to the relative vorticity gradient. Using these non-dimensionalised
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scales and parameters, the equations now read:

∂

∂t̃

(
∂2Ψ̃

∂x̃2

)
= − ∂

∂x̃

(
∂2Θ̃

∂x̃2

)
− γ̂ ∂Ψ̃

∂x̃
(3.20a)

∂

∂t̃

(
∂2Θ̃

∂x̃2

)
= − ∂

∂x̃

(
∂2Ψ̃

∂x̃2

)
− 1

R̂o

∂2χ̃

∂x̃2
− γ̂ ∂Θ̃

∂x̃
(3.20b)

∂

∂t̃

(
∂2χ̃

∂x̃2

)
=

1

R̂o

∂2Θ̃

∂x̃2
− 1

R̂o

∂2Φ̃

∂x̃2
− γ̂ ∂χ̃

∂x̃
(3.20c)

∂Φ̃

∂t̃
=

∂Ψ̃

∂x̃
− 1

R̂o

∂2χ̃

∂x̃2
, (3.20d)

where ( ·̃ ) denotes non-dimensional variables. The variables, (Ψ̃, Θ̃, χ̃, Φ̃), are the

non-dimensional counterparts of (ψ′+, ψ′−, χ′−, Φ′−) in section 3.2.3.

Denoting disturbances by

Ψ̃ = ˆ̃Ψ exp{ik̃ (x̃− c̃t̃)} ,

where Ψ̃ = (Ψ̃, Θ̃, χ̃, Φ̃)T, ˆ̃Ψ = ( ˆ̃Ψ, ˆ̃Θ, ˆ̃χ, ˆ̃Φ)T, and c̃ ∈ C, equations (3.20) reduce to

M̃ ˆ̃Ψ = 0 ,

where

M̃ =


−c̃− γ̂/k̃2 1 0 0

1 −c̃− γ̂/k̃2 −i/(k̃ R̂o) 0

0 i/(k̃ R̂o) −c̃− γ̂/k̃2 −i/(k̃ R̂o)
1 0 −i k̃/R̂o c̃

 .

This leads to a normal mode solution fulfilling the fourth order characteristic equa-

tion for c̃ :

c̃4 + c̃3

(
3γ̂

k̃2

)
+ c̃2

(
3γ̂2

k̃4
− 1

R̂o
2 −

1

k̃2R̂o
2 − 1

)
+

c̃

(
γ̂3

k̃6
− 2γ̂

k̃2R̂o
2 −

γ̂

k̃4R̂o
2 −

γ̂

k̃2

)
+

1

R̂o
2

(
1− 1

k̃2
− γ̂2

k̃4

)
= 0 . (3.21)

Equation (3.21) is solved numerically for varying values of R̂o and γ̂. Figure 3.20

shows the results for HD209458b (cf. Figure 3.2).



3.A: Non-dimensional Analysis 84

Non-dimensional analysis is useful because it explicitly gives the dependence of

stability properties on dynamically-significant non-dimensional numbers, such as R̂o

and γ̂. Extensive exploration of the solutions for a continuum of R̂o and γ̂ values

reveals that, as R̂o and/or γ̂ increase, the low wavenumber cutoff for instability

increases while the high wavenumber cutoff for instability and growth rate decrease

slightly (Figure 3.20). Figure 3.21 illustrates how the growth rates depend on R̂o

when γ̂ is held fixed at a typical midlatitude value for HD209458b. As R̂o increases

from R̂o << 1 to R̂o ∼ 1, the growth rate decreases linearly. However, the reduction

in growth rate is exponential as the R̂o ∼ 1 threshold is crossed and the two-layer

linear analysis predicts stability for flows with R̂o > 3.3.

To obtain the dimensional values of the growth rate from Figure 3.20 and Fig-

ure 3.21, multiply the growth rate ( k̃ · =m{c̃} ), for example, by U0

√
2/L̂D and the

wavenumber (k̃) by
√

2/L̂D. The result of Figure 3.20 is growth rates identical to

those presented in Figure 3.2. The dimensional phase speed is obtained similarly.
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Figure 3.20: Non-dimensional growth rate [k̃ ·=m{c̃}] (top) and phase speed [<e{c̃}]
(bottom) for HD209458b, as a function of non-dimensional wavenumber
k̃. Curves “HD60”, “HD45”, “HD35” and “HD25” represent growth
rates and phase speeds at φ = (60◦, 45◦, 35◦, 25◦) computed with (R̂o=
0.76, γ̂ = 0.14), (R̂o= 0.76, γ̂ = 0.3), (R̂o= 0.76, γ̂ = 0.51), (R̂o=
0.76, γ̂ = 1.04). Curve “HD45L” has been computed for HD209458b
parameters at φ = 45◦, but with U0 = 200 m s−1 corresponding to (R̂o=
0.3, γ̂ = 0.72). To obtain dimensional values, multiply the growth rate
by U0

√
2/L̂D and wavenumber by

√
2/L̂D.
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Figure 3.21: Non-dimensional growth rate [k̃ · =m{c̃}] as a function of non-
dimensional wavenumber k̃ for different values of R̂o. Yellow, green
and red curves have been calculated with R̂o = 10−5, R̂o = 1 and R̂o
= 3.2, respectively. The value of γ̂ is held constant at γ̂ = 0.3. To
obtain dimensional values, multiply the growth rate by U0

√
2/L̂D and

wavenumber by
√

2/L̂D.



4 Intercomparison of General

Circulation Models for

Hot-Jupiters

Five GCMs which have been recently used to study hot-Jupiter atmospheres (BOB,

CAM, IGCM, MITgcm, and PEQMOD), are compared under three test cases useful

for assessing model convergence and accuracy. Such a broad, detailed intercompar-

ison has not been performed thus far for extrasolar planets study. The models con-

sidered all solve the traditional primitive equations, but employ different numerical

algorithms or grids (e.g., pseudospectral and finite volume, with the latter sepa-

rately in longitude-latitude and “cubed-sphere” grids). The test cases are chosen to

cleanly address specific aspects of the behaviours typically reported in hot-Jupiter

simulations: 1) steady-state, 2) non-linearly evolving baroclinic wave, and 3) re-

sponse to fast timescale thermal relaxation. When initialized with a steady jet, all

models maintain the steadiness, as they should—except MITgcm in cubed-sphere

grid. A very good agreement is obtained for a baroclinic wave evolving from an

initial instability in pseudospectral models (only). However, exact numerical con-

vergence is still not achieved across the pseudospectral models: amplitudes and

phases are observably different. When subject to a typical “hot-Jupiter-like” forc-

ing, all five models show quantitatively different behaviour—although qualitatively

similar, time-variable, quadrupole-dominated flows are produced. Hence, as have

been advocated in several past studies (e.g., Cho, 2008; Thrastarson and Cho, 2010,

2011), specific quantitative predictions (such as the location of large vortices and

hot regions) by GCMs should be viewed with caution. Overall, in the tests consid-

ered here, pseudospectral models in pressure coordinate (PEBOB and PEQMOD)

perform the best and MITgcm in cubed-sphere grid performs the worst.
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4.1 Introduction

Carefully testing GCMs of extrasolar planets is important for understanding the

physical properties of the atmospheres and for attaining confidence in the com-

plex models themselves. Intercomparison of full GCMs, as well as benchmarking

of dynamical cores and testbed models against “standard solutions”, are common

in Earth studies (e.g., Held and Suarez, 1994; Boer and Denis, 1997; Polvani et al.,

2004; Jablonowski and Williamson, 2006). Intercomparisons are also becoming more

common for circulation models of other Solar System planets (e.g., Lebonnois et al.,

2013). However, similar intercomparisons have not been performed for models of

hot-Jupiters. Given that the conditions of many extrasolar planets are markedly

different than the Earth—and much more exacting on the circulation models—it is

useful to subject the models to tests which are appropriate for extrasolar conditions

(e.g., Thrastarson and Cho, 2011).

Thus far, only Rauscher and Menou (2010) and Heng et al. (2011) have explic-

itly attempted to intercompare simulations of hot-Jupiters performed with different

GCMs. The former study attempts to compare their results using the Intermedi-

ate General Circulation Model (Blackburn, 1985) with those reported in Cooper

and Showman (2005) using the ARIES/GEOS model (Suarez and Takacs, 1995).

However, while qualitatively similar features were observed, the comparison was

somewhat inconclusive because the model setup was not identical. In their studies

using the Community Atmosphere Model (Collins et al., 2004), Thrastarson and

Cho (2010, 2011) have shown sensitivity to initial condition, as well as thermal

relaxation and explicit numerical dissipation specifications. A clearer comparison

than in Rauscher and Menou (2010) has been presented in Heng et al. (2011). In

the latter study, time-mean zonally-averaged fields are presented from simulations

with the Flexible Modeling System (Gfdl Global Atmospheric Model Development

Team:, 2004), using two different types of numerical algorithm (pseudospectral and

finite volume). However, while zonal and temporal averaging is somewhat justifi-

able for rapidly rotating planets, the procedure is less useful for the more slowly

rotating planets, such as those considered in the study: the averaging can destroy

dynamically-significant flow structures, as well as conceal subtle numerical and cod-

ing errors. 1

In addition to the setup not being same or systematic across different models, the

1During the preparation of this study another study, by Bending et al. (2013) appeared that
compares their results with those of Menou and Rauscher (2009). The authors of the new study
report that they are not able to reproduce precisely the results of the older study, although
both studies use the same dynamical core (section 4.2.1).
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inconclusiveness of the past comparisons and the general variability of the model

results stem from the fact that the models employ different numerical algorithms,

grids, and coordinates to solve the governing equations—as shall be shown in this

chapter. Moreover, the numerical parameters of the model calculations are often

not described explicitly in the literature, or even in the technical documentations

of the models themselves. Thus, it has been difficult to ascertain which differences

between model outputs are due to the model and which are due to the setup. Here,

a careful comparison of five GCMs recently used to study hot-Jupiter atmospheres

is performed. The GCMs are: BOB2, CAM3, IGCM4, MITgcm5, and PEQMOD6.

They have been used, for example, in the following extrasolar planet circulation

studies: BOB (Beaulieu et al., 2011; Polichtchouk and Cho, 2012), CAM (Thrastar-

son and Cho, 2010, 2011), IGCM (Menou and Rauscher, 2009; Rauscher and Menou,

2010), MITgcm (Showman et al., 2009; Lewis et al., 2010), and PEQMOD (Cho and

Polichtchouk, in prep.).

The five GCMs are submitted to three tests which are useful for assessing model

convergence and accuracy. The tests are chosen to specifically address three fea-

tures that have been typically reported in hot-Jupiter atmospheric flow simulations:

1) steady flow, 2) non-linear baroclinic wave, and 3) response to a fast timescale

thermal relaxation. In addition to their good range and relevance, the tests are

purposely chosen with reproducibility of the results in mind: the tests are not dif-

ficult to set up and full descriptions of the test cases (as well as the GCMs tested)

are provided, along with all of the model parameter values used in the simulations

(see Appendix). Note that the emphasis in this chapter is on models tested in

their “default configuration” (i.e., essentially as they are unpacked), except minor

modifications to facilitate equatable (as well as equitable)7 comparisons.

The overall plan of this chapter is as follows. In section 4.2, the governing equa-

tions solved by the five GCMs and the discretization and dissipation schemes used in

the models are reviewed and described. In section 4.3, the three test cases are care-

fully described and the results from the tests are presented in turn. Both inter-model

and intra-model comparisons are presented in detail, where the former comparison

refers to “between different models” and the latter comparison refers to “within a

single model”. The aim of this section—indeed, of this entire chapter—is to permit

2Built on Beowolf (Scott et al., 2003)
3Community Atmosphere Model – version 3.0 (Collins et al., 2004)
4Intermediate General Circulation Model (Blackburn, 1985)
5MIT general circulation model – checkpoint64d (Adcroft et al., 2012)
6Primitive Equations Model (Saravanan, 1992)
7Equitable refers to “impartial” or “fair”, and equatable refers to “equivalent” or “comparable”.
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one to go beyond broad-brush comparisons based on strongly dissipated/constrained

or averaged fields. In section 4.4, summary and conclusions are given, along with

some discussion of implications of this work.

4.2 Dynamical Cores and Test Cases

4.2.1 Dynamical Cores

The GCMs—or, more precisely, their “dynamical cores”—discussed in this chapter

all solve the hydrostatic primitive equations for the “dry” atmosphere. In this

chapter, “GCMs” and “dynamical cores” are referred to interchangeably, as the

distinction is not particularly important here. As discussed in Chapter 2, none of

the physical parameterizations are used in any of the models for the comparisons

and only a Newtonian cooling scheme is used in one of the test cases. In general, it

is prudent to test and characterize the core before moving onto the full GCM.8.

The GCMs tested solve the equations (2.1) together with the boundary condi-

tions (2.2) in different vertical coordinate systems (e.g., pressure, sigma, eta—see

below). All the cores tested solve the equations in the Eulerian framework. Hence,

for all of them, there is an associated grid for the computational domain—e.g.,

longitude-latitude (LL) and cubed-sphere (CS) grids for the MITgcm core and the

Gaussian grid for the remaining four cores. The numerical integrations are directly

performed on the LL and CS grids (see Figure 4.1) in MITgcm, while only the non-

linear products are evaluated and initial conditions are specified on the Gaussian

grid in the pseudospectral cores. More details on the cores are provided below,

beginning with the pseudospectral ones. All cores use common parameter values

characteristic of the planet HD209458b: the values are listed in Table 2.1.

Pseudospectral Cores

As in BOB core, equations (2.1) in the vorticity-divergence form are solved in CAM,

IGCM, and PEQMOD cores, with triangular truncation (see section 2.3).9 As de-

scribed in Chapter 2, a standard second-order finite difference scheme is used in the

vertical direction in the above four cores. For the time integration, the four cores

use semi-implicit leap-frog scheme, and the dissipations, Dv,θ in equations (2.1), are

8Note that, in comparisons of full GCMs for the Earth, model differences generally increase when
physics parameterizations are included (e.g., Blackburn et al. (2013))

9IGCM uses the “jagged triangular truncation”, in which n ≤M − 1 for variables even about the
equator and n ≤M for variables odd about the equator. Here, n is the total wavenumber.



4.2: Dynamical Cores and Test Cases 91

in the form of a “hyperdissipation” operator (i.e., equation (2.20)).

BOB and PEQMOD solve equations (2.1) in the p-coordinate and the exact form

of the equations together with the boundary conditions solved by these two cores

are given in Chapter (2.3).

IGCM is formulated in the σ-coordinate: σ = p/ps, where ps is the surface pres-

sure. This coordinate system is specifically designed to “follow the terrain” at the

bottom. CAM is formulated in a more general, hybrid terrain-following vertical co-

ordinate, η: this coordinate system allows the upper part of the model atmosphere

to be represented by p-coordinates and the lower part of the model atmosphere by

σ-coordinates. To ensure equitable model inter-comparison, η has been set so that

η = σ throughout the vertical domain in CAM. In the σ-coordinate the vorticity-

divergence form of the primitive equations read:

∂ζ

∂t
= k·∇×nσ +Dζ (4.1a)

∂δ

∂t
= ∇·nσ −∇2

(
E + Φ

)
+Dδ (4.1b)

∂Φ

∂σ
= −RT

p

∂p

∂σ
(4.1c)

∂ps

∂t
=

∫ 0

1

∇·
(
psv
)

dσ′ (4.1d)

∂T

∂t
= −v ·∇T − σ̇ ∂T

∂σ
+
κTω

p
+
q̇

cp
+DT , (4.1e)

where

nσ = −
(
ζ + f

)
k× v − σ̇ ∂v

∂σ
− RT

p
∇p

with σ̇ ≡ Dσ/Dt and D/Dt ≡ ∂/∂t+ v ·∇+ σ̇∂/∂σ, the material derivative; Dχ,

where χ = {ζ, δ,T}, are given by

Dχ = ν2p[(−1)p+1∇2p + C]χ, (4.2)

where the correction term C = (2/R2
p)p is added in CAM only; and, ∇ here acts on

the constant σ surfaces. Note that these set of equations are slightly different than

equations (2.19).

For example, the continuity equation (4.1d) comes in the form of a prognostic

equation for surface pressure ps and is obtained by integrating the continuity equa-

tion (2.1c) from the bottom (σ = 1) to the top (σ = 0) surfaces and using the

boundary conditions,

σ̇ = 0 at σ = 0, 1. (4.3)
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The pressure vertical velocity, ω = Dp/Dt, is computed diagnostically from the

definition:

ω = σv·∇ps −
∫ σ

0

∇·
(
psv
)

dσ′ . (4.4)

Note, IGCM and CAM employ a vertical discretization scheme described by Sim-

mons and Burridge (1981). This vertical finite difference scheme explicitly conserves

mass, total energy and angular momentum.10

Finite Volume Core

The MITgcm core is widely employed by the Earth’s atmospheric and oceanic com-

munities. It is highly configurable and is also used in modeling flows on and in Solar

System planets (e.g., Kaspi et al., 2009). MITgcm supports both the traditional

hydrostatic and non-hydrostatic formulation of the primitive equations. The model,

in its traditional formulation, has been applied in extrasolar planet circulation stud-

ies (e.g., Showman et al., 2009; Lewis et al., 2010). In this work, the traditional

hydrostatic formulation is used to ensure equatable comparison.

The primitive equations (2.1) in equally-spaced p-coordinate, in spherical geom-

etry, are solved on a staggered Arakawa C-grid (Arakawa and Lamb, 1977) with a

second-order finite volume spatial discretization method (e.g., Durran, 1999) in the

LL grid and an enstrophy-conserving11 scheme (Sadourny, 1975) on the CS grid—

the default configurations of the MITgcm core for the two grids, respectively.12 On

the LL grid, the grid size approaches zero near the poles; and, to maintain numerical

stability given by the Courant-Friedrichs-Lewy (CFL) condition (e.g., Durran, 1999,

and references therein), an infinitesimal timestep size is required. To avoid taking

very small timesteps, a fast Fourier transform (FFT) filter, which smooths out the

physically-insignificant grid-scale waves in the zonal direction, is applied polewards

of 45◦ at each timestep. The problem of grid singularity at the poles in the LL grid is

overcome by the CS grid (Figure 4.1), which has nearly uniform grid-spacing. This

grid allows longer timesteps to be taken at a comparable resolution and eliminates

10However, the issue of “hard-wiring” in select conservation laws in a numerical scheme is a matter
of current debate. For example, an adequately resolved simulation arguably does not require
a scheme that explicitly enforces global energy conservation, which can sometimes lead to
unphysical stabilization and erroneous results.

11Enstrophy is 1
2ζ

2. It is conserved in 2D Euler equation—a 2D, barotropic form of equations (2.1)
with rigid lid and bottom, in the inviscid limit.

12Embedded in the code are two additional schemes, for solving the momentum equation on
the CS grid, which are not described in the official documentation. These schemes are not
invoked in the default setting, and results from detailed tests are presented in a follow-up study
(Polichtchouk and Cho, in prep.)
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5.1. Gravitational Tides on Jupiter

Figure 5.6 – This is an example cubed sphere grid for use with MITgcm. It
improves upon the more standard latitude longitude grid in not requiring a
polar filter to counteract the effect of meridians becoming physically closer near
to the poles, it also uses less grid point to cover the grid for a roughly equivalent
resolution. However, as discussed in the text the sphere’s “corners” do introduce
artefacts that make this grid unsuitable for some work. See Figure 5.8 for an
example.
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Figure 4.1: Cubed-sphere (CS) grid used in some simulations with MITgcm. The CS
grid introduces eight special “corner points” (four in each hemisphere).

the need for a zonal filter. However, the CS grid introduces eight special “corner

points” (four in each hemisphere), which lead to an intrinsic wavenumber-4 error in

both the northern and southern hemispheres (see section 4.3.1).

For the timestepping, a third-order Adams-Bashforth scheme (e.g., Durran, 1999)

is used.13 The third-order Adams-Bashforth scheme is more stable, compared with

its second-order counterpart, and does not require a stabilizing parameter to damp

the computational mode. This scheme is superior to the second-order leapfrog

scheme used in the pseudospectral cores, especially when the second-order scheme

is used in conjunction with the Robert-Asselin filter—as is often the case.

MITgcm supports several dissipation schemes, including harmonic and biharmonic

dissipations, as well as the Shapiro filter (Shapiro, 1970). Because ordinary harmonic

dissipation is easy to implement in both pseudospectral and finite volume cores,

Laplacian dissipation (corresponding to p = 1 in equations (2.20) and (4.2)), is

applied to the thermodynamic and momentum equations to control the grid-scale

noise in the baroclinic wave test case. This approach is similar to the one in Polvani

et al. (2004), and Chapter 3, and ensures that all models solve the same equations,

except the vertical coordinate.

Previous extrasolar planet studies with MITgcm have implemented the Shapiro

13Strictly speaking, this scheme is not “default” in MITgcm. However, by also testing the second-
order default Adams-Bashforth scheme, it has been verified that there is no noticeable difference
in the results between the two schemes.
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filter (in CS grid) to control the grid scale oscillations (e.g., Showman et al., 2009;

Lewis et al., 2010). Since the purpose of the diabatic test case is to facilitate clear

interpretation of outputs from current hot-Jupiter studies, the Shapiro filter in the

third test case is applied.14

The Shapiro filter is applied to prognostic variable χ, where χ = {v, θ}, in the

zonal and meridional directions. The discrete form of the Shapiro filter in MITgcm

is:

χ̃i,j =

[
1− ∆t

τshap

{
1

8

(
Fλ + Fφ

)}n ]
χi,j . (4.5)

Here, χi,j is an arbitrary variable at the longitude and latitude grid points i and j,

respectively, and is denoted with an overtilde (i.e., χ̃i,j) when smoothed; Fλ(·) and

Fφ(·) are dimensionless operators operating on χi,j such that

Fλ
(
χi,j
)

= χi+1,j − 2χi,j + χi−1,j ,

Fφ
(
χi,j
)

= χi,j+1 − 2χi,j + χi,j−1 .

The integer n (different from n, the total wavenumber) is the power of the Shapiro

filter; ∆t is the timestep size; and, τshap is a parameter which defines the strength

of the filter, given ∆t. In Earth circulation studies, low power ( i.e., n = {2, 4, 6} )

Shapiro filters are generally avoided and are replaced either by highly scale-selective

FFT filters or by less dissipative, n = {8, 16}, Shapiro filters. Higher power fil-

ters are chosen to avoid over-dissipating the mid-latitude and tropical waves (e.g.,

Lauritzen et al., 2011). However, the strong forcing used in hot-Jupiter studies gen-

erally necessitates the use of a more dissipative (n ≤ 6) filter, for the model in its

default configuration. For example, in the diabatic forcing test case, simulations

with MITgcm core at C16 resolution in the CS grid crash for n ≥ 8 Shapiro filters

for all values of τshap ≥ ∆t, with ∆t comparable to those used in pseudospectral

core simulations at similar resolution.15

The form of the primitive equations (2.1) solved by MITgcm in the p-coordinate

14Note, the third test case with Laplacian dissipation, as well as with the full range of Shapiro
filters, has also been performed for completeness (see section 4.3.3).

15At this resolution, timestep size of typically 5 times smaller than that used in pseudospectral
cores is required to prevent blow-up in the MITgcm core in the default configuration.
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is as follows:

∂v

∂t
= −

(
v·∇

)
v − ω∂v

∂p
−∇Φ− fk× v +Dv (4.6a)

∂Φ

∂p
= −1

ρ
(4.6b)

∇·v = −∂ω
∂p

(4.6c)

∂θ

∂t
= −v·∇θ − ω∂θ

∂p
+

θ

cpT
q̇net +Dθ , (4.6d)

where Dv and Dθ represent diffusion. As discussed above, the diffusion is in the

form of Laplacian dissipation (i.e., ν2∇2χ, where χ = {u, v, θ} and ν2 is the constant

dissipation coefficient) in the baroclinic wave test case, while it is in the form of a

(n = 2) Shapiro filter in the diabatic test case. Note that, in the latter test case,

n = 2 gives the best performance in terms of angular momentum conservation in

the default CS grid setting. Note also that, when solving the primitive equations

in CS grid, a vector-invariant momentum equation must be used to avoid explicit

representation of geometry-dependent metric terms. As in the pseudospectral model

cores, the equation set is closed by the ideal gas law and boundary conditions (2.21):

4.2.2 Test Cases

The dynamical cores described in section 4.2.1 are subjected to three tests, which

increase in physical complexity. The test cases are as follows:

1) Steady-State — assesses the ability of the core to maintain a steady-state. A

steady-state is often observed in hot-Jupiter simulations in some parameter

regimes. The state in this case is a zonally-symmetric jet in gradient wind

balance with the specified temperature distribution. The balanced jet is sta-

ble in the absence of a perturbation and is an exact solution to the steady-state

primitive equations. In theory, when initialized thus, the cores should maintain

the state without any change for all times, in the absence of external pertur-

bation. In practice, gravity waves and model truncation errors degrade the

steady-state solution over time (Polichtchouk and Cho, 2012). A noticeable

deviation from the initial condition implies the presence of numerical and/or

programming errors. The reader is reminded that no explicit dissipation is

applied in this test case.
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2) Baroclinic Wave — assesses the ability of the core to faithfully capture the non-

linear evolution of a well-studied, three-dimensional flow structure of Chap-

ter 3 (see also e.g., Simmons and Hoskins, 1979; Thorncroft et al., 1993; Polvani

et al., 2004; Jablonowski and Williamson, 2006; Polichtchouk and Cho, 2012).

In contrast to the steady-state case, a small perturbation is introduced to the

neutrally-stable jet to trigger a baroclinic instability, and subsequent evolu-

tion over a finite duration (20 planetary rotations) is followed. The magnitude

(but not the sense and precise location) of the jet is typical of that observed

in hot-Jupiter simulations. The primary aim of this test is to clearly expose

phase and amplitude errors, which can often be obscured by complicated flow

evolutions that cannot be readily compared with analytic solutions. Note that,

for this setup, analytic solutions do not exist.

3) “Tidally-locked” Diabatic Forcing — assesses the performance of the core in a

setup similar to that used in many synchronized hot-Jupiter studies in the past

(e.g., Showman et al., 2009; Rauscher and Menou, 2010; Thrastarson and Cho,

2010). In the setup, the effect of zonally asymmetric heating from the host

star is idealized as a simple “Newtonian relaxation” to a prescribed tempera-

ture distribution in equation (2.1b). Subject to this applied diabatic forcing,

the atmosphere is “spun-up” from an initial state of rest. The “strength” of

the forcing is controlled by the specified day-night temperature gradient and

characteristic relaxation time which varies in height. The purpose of the test is

to elucidate large-scale flow and temperature distributions observed in current

simulations of tidally synchronized extrasolar planets. In general, the estab-

lished flow and temperature distributions can be variable, depending on the

forcing and dissipation parameters used (e.g., Cho et al., 2008; Thrastarson

and Cho, 2011).

Before presenting the test case results, a brief discussion concerning convergence

is in order. Throughout the chapter the word, “convergence” is extensively used.

A particular care is taken to distinguish three different types of convergence: nu-

merical, visual, and qualitative. In this heuristic definition, numerical convergence

is achieved when a model output is the same up to a specified decimal precision

(e.g., two places), at least at two different spatial resolutions. This is the most

stringent criterion for convergence and not easily achieved if the model parameters

(e.g., dissipation coefficient) are different between two resolutions, even for the same
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dynamical core. Visual convergence is less stringent than numerical convergence and

is achieved when plots of the model solutions at two or more resolutions are nearly

visually indistinguishable. Qualitative convergence is the least stringent definition

and is achieved when the model results at two or more resolutions are similar in a

qualitative sense. Solutions which differ in phase and amplitude at a given time, are

qualitatively converged if they behave similarly over a finite time window. Qualita-

tive convergence can be achieved within a single core (e.g., at different resolutions)

and across different cores (despite different model parameters).

4.3 Results

4.3.1 Test Case 1 (TC1): Steady-State

TC1 Setup

In this test case, a non-linearly balanced, midlatitude eastward jet is specified as

the initial condition. The jet is a neutrally-stable solution to equations (2.1), and

is unstable in the presence of a perturbation. The setup is nearly-identical to the

midlatitude jet setup of Chapter 3 (i.e., run E45N). The only difference is the jet am-

plitude, which in this work is taken as U = 500 m s−1 (compared to U = 1000 m s−1

in Chapter 3). A weaker jet amplitude is chosen here in order to achieve better

numerical and visual convergence at lower resolutions. As was discussed in Chap-

ter 3, higher resolution is required for convergence of high amplitude jets, due to

the stronger ageostrophy associated with high speed jets. Note also that unlike in

Chapter 3, no initial perturbation is applied to initiate baroclinic instability in this

test case. The setup described in section 3.3.1 is in p-coordinates: in σ-coordinate

the setup can be obtained by using the relation, p = σps.

In Figure 4.2, the meridional cross-section of the zonally-symmetric basic state

flow u0 and potential temperature θ0 (top), as well as the longitude-latitude map of

the relative vorticity ζ0 at 975 hPa level (bottom), are shown. It is emphasized that

the initial condition is trivial to set up in all the models—except for the MITgcm

in the CS grid configuration. To specify the initial zonal wind field in this grid, a

MATLAB routine (supplied with MITgcm) is used to re-grid the wind from the LL

grid to the CS grid. This re-gridding procedure involves changing the orientation

of the wind velocity vector from the LL grid to the CS grid by rotating the vector

components through grid orientation angles. As a result of the procedure, small

values of meridional wind are artificially introduced in the initial wind field; hence,
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Figure 4.2: Top: The basic state zonal wind u0 [m s−1] (red) and potential tem-
perature θ0 [K] (black), as a function of latitude and pressure for test
case 1, the steady-state test. The contour interval for zonal wind is from
50 m s−1 to 500 m s−1, in steps of 50 m s−1. The contour interval for
potential temperature is from 1400 K to 4400 K, in steps of 100 K. The
same setup is used as the initial condition in test case 2, the baroclinic
wave test. Bottom: Basic state relative vorticity (ζ) field [s−1] as a func-
tion of longitude and latitude in cylindrical-equidistant view, centered
on the equator, at the 975 hPa (≈ 975 mbar) pressure level. Maximum
and minimum values are +5× 10−7 s−1 and −5× 10−7 s−1, respectively,
with contour interval of 5× 10−8 s−1.
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the initial state becomes slightly less well balanced than that before the re-gridding.

However, the re-gridding procedure itself does not cause the destabilization of the jet.

This has been checked by re-gridding the field from the CS grid onto the Gaussian

grid: the jet in the Gaussian grid is stable when the unbalancing effects from the

corner points in the CS grid are removed.

The steady-state case (as well as the other test cases) have been performed mainly

at three different horizontal resolutions. The vertical domain is resolved by 20

equally spaced p or σ levels such that the bottom level midpoint is placed at p =

975 hPa (σ = 0.975) and top level midpoint is placed at p = 25 hPa (σ = 0.025)16.

The pseudospectral resolution in the horizontal direction is up to T170 in BOB

and up to T85 in other model cores. As in Chapter 3, the letter “T” refers to

the triangular truncation and the number refers to the maximum total (as well as

the zonal) wavenumber retained in the spherical harmonic expansion. The highest

horizontal resolution in MITgcm for the LL grid is G128 and for the CS grid is

C64.17 The “G128” designation refers to 256× 128 grid points covering the surface

of the sphere. The “C64” designation refers to 64×64 points covering one of the six

cube faces, for a total of 6× 64× 64 points covering the entire surface of the sphere.

All the other model specific parameters needed for reproducing the steady-state test

case are listed in the Appendix, in Tables 4.1–4.3.

The dynamical cores are integrated for 20τ , (recall, τ is one planetary rotation

i.e., 2π/Ω), with no forcing and dissipation. Hence, Fv = Dv = Dθ = q̇net = 0 in

equations (2.1). Note that, in the absence of forcing and dissipation, all dynamical

cores should conserve mass, total energy (TE), total angular momentum (AM) and

potential temperature exactly. The TE and AM are defined as:

TE =

∫
V

(
u2 + v2

2
+ cpT + Φ

)
dM (4.7)

AM =

∫
V

[(
ΩRp cosφ+ u

)
Rp cosφ

]
dM , (4.8)

where the integral is taken over the volume V of the atmosphere. Note also, AM is

the total absolute angular momentum.

16Note, however, that the bottom interface is placed at p = 103 hPa (σ = 1) and the top interface
at p = 0 hPa (σ = 0), respectively.

17The C64 and C16 CS grids have been generated by me with MATLAB routines provided by
MITgcm support. However, the default C32 grid (also MATLAB generated) comes included
with MITgcm.
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TC1 Results

As discussed earlier, all models are expected to maintain the initial condition (Fig-

ure 4.2) because it is an exact solution to equations (2.1) in the steady state and

there are no external perturbations. However, in practice the initial state degrades

over time because balance is never perfectly achieved due to the slight numerical

errors generated in the integration of equation (3.10), as well as in the inherent

space and time discretizations. The numerical errors are quantified via two l2 error

norms: the “symmetry” norm and the “degradation” norm (see, e.g., Jablonowski

and Williamson, 2006). In TC1, these norms are computed for the zonal wind field

u.

The symmetry norm assesses the deviation from zonal symmetry (related to eddy

kinetic energy) at each instant. It is defined:

l2
[
u(t)− u(t)

]
=

{
1

4π

∫ sT

sB

∫ π
2

−π
2

∫ 2π

0

[
u(λ,φ, s, t)− u(φ, s, t)

]2

cosφ dλ dφ ds

}1/2

≈

{∑
k

∑
j

∑
i

[
u(λi,φj, sk, t)− u(φj, sk, t)

]2
wj ∆sk∑

k

∑
j

∑
iwj ∆sk

}1/2

. (4.9)

Here, overbar (·) denotes the zonal average; indices i, j, and k are for longitude,

latitude, and height, respectively; s denotes generalized height (and is either p or

σ in all the cores); wj are the Gaussian weights (e.g., Canuto et al., 2007) for the

pseudospectral cores or are defined as wj = | sinφj+1/2 − sinφj−1/2| for MITgcm in

LL grid, where the “half-indices” denote points half way between two neighboring

grid points; and, ∆sk are the layer thicknesses. The degradation norm, on the other

hand, assesses the deviation of zonal average from the zonally-symmetric initial flow.

It is defined:

l2
[
u(t)− u(0)

]
=

{
1

2

∫ sT

sB

∫ π
2

−π
2

[
u(φ, s, t)− u(φ, s, 0)

]2

cosφ dφ ds

}1/2

≈

{∑
k

∑
j

[
u(φj, sk, t)− u(φj, sk, 0)

]2
wj ∆sk∑

k

∑
j wj ∆sk

}1/2

. (4.10)

Note, simulation results are interpolated onto a regular LL grid to compute both l2

norms for MITgcm in CS grid.

In this work, all pseudospectral cores and MITgcm in LL grid maintain zonal

symmetry to machine precision, at all resolutions. The results are not shown, since
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they are identical to Figure 4.2. However, this is not the case for MITgcm in

CS grid: eight special “corner points” (four in the northern hemisphere and four

in the southern hemisphere), where the cube facets meet, introduce an artificial

wavenumber-4 disturbance, quickly degrading the zonal and temporal symmetry.

This is shown in Figure 4.3.

In the figure, the top panel shows the l2 symmetry norm. The effect of the

corners is more pronounced at higher horizontal resolution, as the grid size near

the corners becomes smaller. The numerical noise introduced by the corner points

causes the higher resolution simulations to crash earlier—at t = 15.5 τ and t = 4.5 τ

at C32 and C64 resolutions, respectively. Recall that explicit diffusion is not used in

these simulations; but with “enough” diffusion applied, crashing can be prevented

(see, e.g., section 4.3.2). This is a simple example of when viscosity, filters, or

“fixers” can unintentionally obscure issues in the numerics and when systematic

model intercomparisons can be very fruitful. The bottom panel in Figure 4.3 shows

the relative vorticity (ζ) field from the MITgcm CS simulation at C64 resolution.

The field at the 975 hPa level is shown in the cylindrical-equidistant projection,

centered on the equator; the time of the simulation is t = 2.5 τ . Only the northern

hemisphere is shown. The numerical noise from the four special corner points in this

hemisphere can clearly be seen.18 It has been verified that the noise is not due to

the slight imbalance of the flow field introduced by the vector component rotation,

mentioned above (section 4.3.1). All other models, including MITgcm in LL grid,

maintain the initial ζ distribution throughout the duration of simulation (20τ).

Figure 4.4 shows the l2 degradation norm evolution over the 20τ duration for all

models at varying horizontal resolutions. The degradation norm presents a more

stringent quantification of the error growth and fluctuation, as well as the intra-

core convergence with resolution, since the deviation is measured against the initial

state. First the error growth and fluctuation characteristics are discussed. This is

then followed by a discussion of the convergence characteristics.

In the figure, the error growths for the pseudospectral cores and the MITgcm

core in LL grid cease, after an initial increase. The initial error growth is due

to generation of gravity waves. The error growth characteristics are identical in

18Here, one could argue that this test case (and the next one) unfairly favors the Gaussian and LL
grids because the jet is zonal and passes over the corner points. However, rotating the grid does
not fully resolve the adverse effect of the corner points nor improves (or reduces the disparity
in) the performance of the model over a finite duration (see, e.g., Lauritzen et al., 2010).
Note that the default setting of the MITgcm in CS grid is the unrotated grid configuration.
More importantly, the grid has not been rotated in past simulations of extrasolar planets using
the MITgcm in CS grid. For these reasons, in this study the focus is on the unrotated grid
configuration.
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Figure 4.3: Top: Symmetry deviation l2-norm of
[
u(t) − u(t)

]
[m s−1] for MITgcm

cubed-sphere (CS) steady-state case simulations in the default configura-
tion. Three different resolutions (C16, C32, C64) are presented. Higher
resolution simulation norms blow-up earlier. Bottom: ζ field at t = 2.5 τ ,
at the 975 hPa level, from the C64 resolution simulation in the top panel.
Maximum and minimum values are +6 × 10−7 s−1 and −6 × 10−7 s−1,
respectively, with contour interval of 8 × 10−8 s−1. The increase in the
l2-norms in the top panel are caused by the special corner points, seen
in the bottom panel. Note, the norms are not exactly zero initially, es-
pecially at low resolution. This is due to the errors introduced by the
re-gridding procedure of u from LL to CS grid.
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Figure 4.4: The degradation l2-norm of
[
u(t) − u(0)

]
[m s−1] for all the dynamical

cores with varying horizontal resolutions. Note that the vertical scale of
the plot for the MITgcm in CS grid (bottom right) is five times that of the
other panels. In this panel, the three simulations are indistinguishable
from each other until just before the C64 simulation crashes, at t ≈ 4.5 τ .
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BOB and PEQMOD cores (top row in Figure 4.4), which employ the same vertical

discretization scheme. The IGCM and CAM cores (middle row in Figure 4.4) exhibit

similar error growth characteristics as BOB and PEQMOD, but follow much more

closely between themselves. This is not surprising since IGCM and CAM both

use the σ-coordinate vertical discretization.19 Note that both IGCM and CAM

show errors saturating at slightly higher levels and with larger deviations from the

saturation level, compared to PEBOB and PEQMOD.

The MITgcm in the two grids tested, LL and CS grids, show interesting behaviour.

In the LL grid, the core exhibits similar behaviour as the pseudospectral cores—

particularly at the higher grid resolutions (see bottom left panel in Figure 4.4). At

the low grid resolution (G32), the error saturation level and/or fluctuation mag-

nitude are larger than in the pseudospectral cores. However, both the level and

fluctuation magnitude decrease with higher resolution. In contrast, the core in CS

grid exhibits error growth behaviour that is completely different from any of the

cores tested (see bottom right panel in Figure 4.4). This is expected from the re-

sult already presented in Figure 4.3. The degradation error in the MITgcm in CS

grid continues to grow with time—again, due to the wavenumber-4 noise from the

corner points in the CS grid. This effect is probably not so important in simula-

tions of hot-Jupiter atmospheres, which are strongly forced non-zonally as well as

strongly dissipated. However, it could have a deleterious influence on steady state

and instability simulations, as demonstrated here (and in the next test case).

Figure 4.4 also shows the convergence characteristics of the cores. As can be seen,

the pseudospectral simulations are all visually converged. CAM simulations are

particularly well converged: the norms for three resolutions tested show essentially

no discernible differences. On the other hand, the simulations with the MITgcm

in LL grid are not visually converged for resolutions lower than G128, and this is

reflected in the figure (bottom left panel). Therefore, these particular simulations

are not intra-model converged.

The above behaviour is consistent with the theoretical understanding of pseu-

dospectral and finite difference and volume methods and past inter-method com-

parisons (see, e.g., Durran, 1999; Boyd, 2001, and references therein). The larger

saturation and fluctuation of the lower grid resolution simulations are likely due to

the second-order accurate finite volume method employed. For a smooth flow de-

void of shocks or fronts, such as flow discussed in this test case, the resolution of a

pseudospectral simulation is equivalent to an order of magnitude higher horizontal

19Note that the CAM core normally uses the more general η-coordinate (see, e.g., Thrastarson and
Cho, 2010), but it has been run in the simpler σ-coordinate to facilitate equatable comparison.
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resolution than in a finite volume/difference simulation with the same number of de-

grees of freedom20 (e.g., Canuto et al., 2007; Durran, 1999; Boyd, 2001; Thrastarson

and Cho, 2011); this is because the order of the pseudospectral method approaches

infinity exponentially fast with increasing resolution. Note that the MITgcm CS

grid simulations are neither inter- nor intra-converged, as the C16 and C32 simula-

tions strongly diverge after t ≈ 7 τ and the C64 simulation crashes before this point

at t ≈ 4 τ .

Of all the cores tested, BOB and PEQMOD cores maintain the steady state

solution the best: their norms level off with the smallest mean value as well as with

the smallest root mean square fluctuation from the mean. This is partly due to

the exclusion of the external gravity wave mode, a constraint imposed by the “zero

vertically-integrated divergence over the atmosphere” algorithm employed by the

two cores (see Section 4.2.1).

In terms of convergence, pseudospectral cores are all converged at T42 resolution

for this test case. Differences in the norms, as the horizontal resolution is increased,

is hardly noticeable in these cores: their solutions are visually converged. As already

mentioned, the CAM solutions show remarkably little difference at different resolu-

tions: they are numerically converged. Numerical convergence is achieved in BOB

at T85 resolution; the norms for T85 and T170 resolutions match exactly up to the

second decimal place. Again, this is expected, given the exponential convergence

property of the pseudospectral method. In contrast, the MITgcm simulations are

not visually converged in both LL and CS grid configurations.

In summary, apart from the MITgcm in CS grid, the steady-state condition is

well maintained throughout the duration of the simulations by all of the cores.

Hence, these simulations are qualitatively inter-model converged for this test case

at the resolutions considered. As additional measures of convergence, these cores

are found to conserve the total initial energy (equation (4.7)) and total angular

momentum (equation (4.8)). The values of the two quantities are 2.3 × 1028 J and

1.8×1032 J s, respectively, for this test case. These values are maintained throughout

the integration to within 0.02 percent (except, of course, for the MITgcm in CS grid).

At this point, one may be tempted to down-play the differences between the model

20This also means that, in practice, a finite volume/difference grid should not be compared with a
Gaussian grid of a pseudospectral method with the same number of grid points, as the latter grid
is still equivalent to effectively at least three times the resolution of the former grid. The latter
point is demonstrated in Figure 4.4 (cf. T21 and G32 simulations, for example). Note also that
when shocks/fronts are present, all methods have difficulty representing the flow accurately,
unless specialized treatments (available in both pseudospectral and finite difference methods)
are implemented to specifically deal with the sharp flow structures.
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cores reported here—particularly in the pseudospectral cores. However, even such

small discrepancies can—and in practice do—lead to non-trivial differences in the

model outputs, if the problem is more complex or requires high spatio-temporal

accuracy (e.g., instability and transition to turbulence).

4.3.2 Test Case 2 (TC2): Baroclinic Wave

TC2 Setup

In this case, an instability is initiated in the neutrally-stable state of Section 4.3.1 to

generate an non-linearly evolving baroclinic wave. As in Chapter 3, the instability

is triggered by perturbing the initial temperature T0 with a heat bump T ′ at all

pressure levels, where

T ′(λ,φ) = sech2
(
3λ
)

sech2
[
6
(
φ− π

4

)]
. (4.11)

Once the instability ensues, the flow is allowed to evolve freely thereafter for 20 τ . It

is important that exactly this perturbation is used, when attempting to reproduce

these results. This is because, while the flow is expected to asymptotically reach

qualitatively the same state, the early-time evolution is different for a different

perturbation. It is then difficult to delineate the source of the variations in the

subsequent evolution—whether the variations are due to physically different modes

being excited or to numerical inaccuracies.

As in the previous chapter, the instability leads to a rapid development of sharp

fronts in few planetary rotations (i.e., few τ ’s), and purely inviscid equations (as

in TC1) can no longer be integrated. This case is arguably more “realistic” than

the steady-state case, in the sense that explicit viscosity must be used—as in most

long-duration simulations involving complex flows.

To make the comparison easier, in this test case a Laplacian dissipation operator is

implemented in all the cores even though in pseudospectral simulations, more scale-

selective, higher order, hyperdiffusion operators (e.g., p ≥ 2 in equation (2.20)) are

almost always used (e.g., in Chapter 3, superviscosity corresponding to p = 4 is

used). Although hyperdiffusion operators acting on vorticity and divergence fields

are common in pseudospectral cores, they are less common in finite volume cores

because they are more difficult to implement in the finite volume discretization

scheme. In the latter type of cores, alternative strategies are used to effect high scale-

selectivity. As discussed in section 4.2.1, in addition to the harmonic (second-order)

and biharmonic (fourth-order) diffusion, the MITgcm also supports the Shapiro
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filter.

As in Polvani et al. (2004) and in Chapter 3, the same value of dissipation coeffi-

cient (ν2 = 2×107 m2 s−1) is used for all the resolutions in TC2. The usual practice

is to adjust—or tune—the value for each resolution, problem and model (see, e.g.,

discussions in Thrastarson and Cho (2011) and Chapters 3 and 5). However, ν2 is

not adjusted in this case so that each mode, up to the truncation wavenumber, ex-

periences the same amount of dissipation, regardless of the resolution. For example,

the dissipation time at the T21 truncation scale for HD209458b corresponding to

the above value of ν2 is: τd = 3.58 τ . In comparison, current flow modeling studies of

hot-Jupiters employ a much shorter damping time of τd ∼ 0.02 τ (e.g., Rauscher and

Menou, 2010; Heng et al., 2011); hence, these simulations are more dissipative than

the ones in this study. However, the damping time used is still generally shorter

than that used in a similar study of Chapter 3—again, to allow a more equatable

comparison between the different cores to be performed.

The highest horizontal resolutions investigated in this test case are the same as in

the steady-state test case (TC1). The resolution specifications and other parameters

needed for reproducing this test case are listed in the Appendix, Tables 4.4–4.6.

Note, unlike in TC1, the true solution to the primitive equations is unknown for

this test case.

TC2 Results

Figure 4.5 shows the evolution of ζ at the p = 975 hPa surface from a simulation with

BOB at T170L20 (i.e., T170 horizontal resolution with 20 vertical levels) resolution,

for t = 6 τ to t = 18 τ . As in Chapter 3, the 975 hPa pressure surface is chosen

because the maximum eddy activity of the unstable evolution occurs near the lower

boundary. In the evolution, the perturbed jet undergoes a period of linear growth

(t � 9 τ), when the most unstable mode (mode 3–4) emerges. By t ≈ 14 τ the

evolution is well into its non-linear stage, characterized by the exponential growth

of eddy kinetic energy and wave breaking. As in the paradigm case of Chapter 3,

the ζ perturbation exhibits a distinct northwest-southeast tilt on the poleward side

of the jet and southwest-northeast tilt on the equatorward side of the jet. Near

t = 18 τ , the eddy kinetic energy reaches the maximum value of the simulation and

the barotropic decay cycle, in which eddy kinetic energy is returned back to the

mean flow, ensues for t & 20 τ . In this period, the cyclones (areas of positive ζ

anomalies, shown in red in the figure) that have emerged from the wave breaking,

start interacting and advance poleward—as was observed in Chapter 3.
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Figure 4.5: Relative vorticity (ζ) field from T170L20 simulation with BOB in
cylindrical-equidistant view, centered on the equator. The fields are
shown at the 975 hPa pressure level for t = 6 τ to t = 18 τ . Maxi-
mum and minimum values are: ±1× 10−6 s−1 (t = 6 τ); ±5× 10−6 s−1

(t = 10 τ); and, ±2 × 10−5 s−1 (t = 14 τ and t = 18 τ). The contour
intervals are, respectively, 1 × 10−7 s−1, 5 × 10−7 s−1 and 2 × 10−6 s−1.
Note the large, an order of magnitude, change in the amplitude of ζ dur-
ing the evolution—as well as the formation of sharp fronts and coherent
vortices, particularly at t = 14 τ and t = 18 τ .
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The evolution presented in Figure 4.5 is the high resolution “reference solution”

for the BOB core. For the other pseudospectral cores and the MITgcm core in LL

and CS grids, the reference solution is computed at T85L20, G128L20, and C64L20

resolutions, respectively. In addition to these solutions, the outputs from the other

model cores may be compared with the T170L20 reference solution obtained with

the BOB core. In principle, since all cores solve the same equations (and boundary

conditions), the high resolution reference solution computed with one of the cores

should serve as a reference solution for all the models. However, in practice, there is

a danger in using a single model core to determine the reference solution in problems

involving unstable states, as noted by Jablonowski and Williamson (2006). This is

due to the differences in how various model cores handle geostrophic adjustment.

Figure 4.6 compares the solutions of all the dynamical cores at the T85L20,

G128L20, and C64L20 resolutions at t = 10 τ (cf. upper right frame in Figure 4.5).

As in TC1, the simulations with IGCM and CAM look nearly identical. The same

is true for BOB and PEQMOD simulations, although the amplitude of vorticity

anomalies in PEQMOD is somewhat stronger than in BOB. Comparing with IGCM

and CAM, the amplitude in PEQMOD is noticeably stronger. In general, it is found

that the vorticity anomalies are stronger in the p-coordinate pseudospectral cores

than in σ-coordinate pseudospectral cores. In contrast, the phases are impressively

similar among all the pseudospectral cores.

There are, however, considerable differences in both amplitude and phase between

solutions with MITgcm and pseudospectral cores. Compare the overall vorticity

fields, and especially the magnitude of the ζ anomalies in the fields. This is partly

caused by ζ not being a prognostic variable in the MITgcm core: u and v fields

are evolved, and the calculation of ζ from these fields introduces some errors. If

the potential temperature (θ) field is compared instead of the ζ field, the MITgcm

LL grid solution resembles the corresponding PEQMOD solution more closely (not

shown). However, even using the θ field, the MITgcm CS grid solution differs

significantly from the pseudospectral core solutions. This difference—between the

two MITgcm solutions, in LL and CS grids—is revealing (cf. two bottom panels in

Figure 4.6). Note that the only difference between the two simulations is the grid

(and the use of a high-wavenumber zonal filter in the LL grid simulation).

The solution from MITgcm in CS grid clearly exhibits a different unstable mode

structure than that of the LL grid solution at t = 10 τ (i.e., wavenumber ∼ 5 for

the CS grid compared with wavenumber ∼4 for the LL grid). The difference is due

to the corners in the CS grid, which provide an additional source of perturbation

(i.e., in addition to the applied heat bump) for the fully non-linear flow. This has
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Figure 4.6: Cylindrical equidistant view, centered on the equator, of ζ field at t =
10 τ from different model cores. The resolution is the highest tested
in all the cores, except in BOB; it is the second highest. The fields
shown are from the bottom vertical level (∼ 975 hPa). Maximum and
minimum values for all the cores are ±5×10−6 s−1, with contour interval
5 × 10−7 s−1. These fields are to be compared with each other, as well
as with that at t = 10 τ in Figure 4.5.
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been verified by running a MITgcm in CS grid baroclinic wave simulation without

perturbing the background temperature T0 by T ′ (see equation 4.11). In this case

a clear mode-4 structure associated with the corner points (different from those

produced in pseudospectral core simulations shown in Figure 4.6) dominates the

evolution throughout.

To assess the convergence (with resolution) characteristics of a model, the l2 rel-

ative vorticity norm is computed at the lowest model layer (i.e., the ∼975 hPa

pressure surface). The norm is defined as follows:

l2
[
ζ(s20)

]
=

{
1

4π

∫ 2π

0

∫ π
2

−π
2

[
ζ(λ,φ, s20, t)

]2

cosφ dφ dλ

}1/2

≈

{∑
i

∑
j

[
u(λi,φj, s20, t)

]2
wj∑

i

∑
j wj

}1/2

, (4.12)

where s20 is the lowest model layer in p- or σ-coordinate and the sums are taken

over all (λi,φj) points on the sphere. The integration weights are defined as in

equation (4.9). After calculating the l2[ζ(s20)]-norm for each resolution, the highest

resolution l2-norm is subtracted from lower resolution l2-norms within the same

model to assess model core convergence.

The differences between l2[ζ(s20)]-norms within the same core are shown in Fig-

ure 4.7. It is clear that none of the cores are (numerically or visually) converged at

the second lowest resolution—T42, G64 and C32: the curves all deviate from zero

(cf. in the upper left panel the “T85−T170” curve, which shows visual convergence).

The non-convergence is particularly apparent after the baroclinic instability enters

the fully non-linear growth stage (t & 10 τ). Even at T85 resolution, BOB is only

visually (not numerically) converged. This can be verified by comparing the top

right panel of Figure 4.5 to the top left panel of Figure 4.6: the plots in the two

panels are very close to each other but not identical.

Note that the y-scale in the MITgcm plots in Figure 4.7 (as well as in Figure 4.8)

is an order of magnitude larger than in the corresponding pseudospectral core plots.

This suggests that the apparent qualitative inter-convergence of the MITgcm core

in LL grid at G128L20 resolution (seen in Figure 4.6) is suspect. It has been verified

that large differences in the l2-norm in MITgcm are not caused by the errors intro-

duced in the calculation of ζ. For example, the l2-norm of the surface u-field behaves

in a similar way and visual convergence is clearly not achieved in the MITgcm core

at the highest resolution tested in this work.

Figure 4.8 shows the differences between l2[ζ(s20)]-norms of a given core and the
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Figure 4.7: Differences of the root mean square l2 vorticity norm [s−1] between high
resolution reference solution and lower resolution solutions within the
same model core. The T85 BOB simulation is well converged. No other
cores are “intra-model” converged. Note, the y-scale in the two plots of
the bottom row for the MITgcm core is nearly an order of magnitude
larger than in the other plots.
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Figure 4.8: Differences of the root mean square l2 vorticity norm [s−1] between
T170L20 reference solution for BOB and solutions with other dynamical
cores at various resolutions. The scales are same as in Figure 4.7. The
T42 simulations in all the pseudospectral cores appears to be marginally
“intra-converged”. MITgcm core in both LL and CS grids are not con-
verged, particularly in the latter grid.
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T170 l2[ζ(s20)]-norm of BOB. Hence, here the T170 simulation is treated as a “refer-

ence solution”—as if it were the “correct solution”. Recall that ideally simulations

by each core should be compared with T170 (or higher) resolution simulation of

the same core. For technical reasons, this is not feasible in all the cores. However,

this comparison is still useful and provides some insights. The figure clearly demon-

strates that solutions of other model cores are not visually converged to BOB’s

high-resolution solution. In all model solutions, the norms are small until t∼ 9 τ ,

but then increase markedly once the evolution enters the fully non-linear stage, when

the wave begins to develop sharp fronts. This is expected, given the behaviour of

baroclinically unstable evolution reported in the previous chapter.

Note that the evolution of the baroclinic wave growth in this set of simulations

is considerably retarded by the stronger explicit dissipation, compared to that in

Chapter 3 (recall that Laplacian dissipation, rather than superdissipation, is em-

ployed here). Moreover, the initial jet’s maximum speed is weaker here than that in

Chapter 3, leading to a smaller growth rate for the baroclinic instability. Recall that

in Chapter 3, it was demonstrated that baroclinic instability in a similar situation

is only marginally captured with T85 resolution for a 1000 m s−1 jet. Consistent

with those results, all pseudospectral cores are visually converged at resolution T85

here, as expected for a 500 m s−1 jet. The more stringent resolution criterion for

convergence in Chapter 3 is due to the stronger ageostrophy present in a faster jet,

as already discussed in section 4.3.1. Similarly, if the initial jet amplitude had been

greater than 1000 m s−1, the resolution at which convergence would be achieved is

expected to be correspondingly higher.21

Interestingly, even with the application of Laplacian dissipation, which is a strong

dissipation, the global energy is conserved to within 0.1 percent in all the model

cores throughout the integration (t = 20 τ). Global angular momentum is conserved

to within 0.02 percent in all the model cores throughout the integration. Note that

this is for Laplacian dissipation only, as only this dissipation is used in TC2. These

conservation properties should be compared with the corresponding ones in the next

test case.

21Note, speeds greater than 2000 m s−1 are often produced in many hot-Jupiter simulations. Some
simulations produce speeds which are much greater than this (e.g., Cooper and Showman, 2005;
Showman et al., 2008; Liu and Showman, 2013).
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4.3.3 Test Case 3 (TC3): Diabatic Forcing

TC3 Setup

No “physical processes” (e.g., net heating, wave drag, convection) were specified

in the setup of TC1 and TC2, if explicit dissipation is not considered to be rep-

resenting “turbulent viscosity” in the latter test case. Most of these processes are

as yet poorly constrained by observations or unobtainable from first principles for

extrasolar planets (see, e.g., discussion in Cho et al., 2008; Cho, 2008; Showman

et al., 2011). Two such processes are irradiation from the host star and radiative

cooling in the atmosphere of the planet. These processes are currently represented

essentially in all extrasolar planet atmosphere simulations in a highly idealized way.

For example, Newtonian relaxation parameterization to a prescribed “equilibrium

temperature” is often used to crudely represent the combined thermal forcing (see,

e.g., Cooper and Showman, 2005; Showman et al., 2008; Menou and Rauscher, 2009;

Rauscher and Menou, 2010; Thrastarson and Cho, 2010, 2011; Heng et al., 2011).

Despite the crudeness, the parameterization is also used here due to its simplicity

and common usage in past works. The idea is to be reasonably close to past simu-

lations, while facilitating reproducibility of the present work and clean comparisons

with future work.

In the Newtonian relaxation parameterization, the source term (q̇/cp) in the ther-

modynamic equation (equations (2.19e), (4.1e) or (4.6d)) is specified as

q̇

cp
= − 1

τth

(
T − Te

)
. (4.13)

Here, in its general form, Te = Te(λ,φ, s, t) is the equilibrium temperature and

τth = τth(λ,φ, s, t) is the thermal relaxation time. Both Te and τth distributions are

currently not well known, both in space and in time. In many studies, very short

relaxation times (�1 hour) and large equilibrium temperature gradients across the

day-night terminator (≈1000 K) are specified (e.g., Showman et al., 2008; Rauscher

and Menou, 2010; Thrastarson and Cho, 2010). Such a condition constitutes an

“extreme forcing” on the dynamics—especially in simulations started from rest state

and spun up to a strongly “unbalanced” state (Cho et al., 2008; Thrastarson and

Cho, 2011; Polichtchouk and Cho, 2012). Here “unbalanced” state refers to flow and

temperature distribution inundated with fast phase speed gravity waves. The Solar

System planets, in comparison, are characterized by comparatively much longer τth

and much smaller Te gradient.

In this test case, Te is height-independent (i.e., ∂Te/∂s = 0) and both Te and τth
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are steady (i.e., ∂ {Te, τth}/∂t = 0). In general, both Te and τth are complicated

functions of space and time (Cho et al., 2008; Showman et al., 2009). However, in

keeping with the overall aim of this work, a setup which is at once easily describable

and easily implementable in all models is chosen. Here, Te is chosen to be as in

Thrastarson and Cho (2011):

Te = Tm + ∆Te cosφ cosλ , (4.14)

where Tm = (TD+TN)/2 and ∆Te = (TD−TN)/2 with TD = 1900 K and TN = 900 K

the maximum and minimum temperatures at the day and night sides, respectively.

τth is set to vary linearly with pressure (or σ) such that, at the p = 975 hPa

(σ = 0.975) level, τth = 3.6 × 105 s and, at the p = 25 hPa (σ = 0.025) level,

τth = 3.6 × 104 s. The relaxation time is just slightly longer than in some recent

studies of hot-Jupiters, making the forcing slightly less “violent”. The basic state

temperature is isothermal and set to T = 1400 K; and, in all simulations, initial

wind v0 is zero everywhere in the computational domain. The vertical domain in all

the simulations in this test case, as in the previous test cases, extends from 975 hPa

to 25 hPa (again, ≈ 975 mbar to ≈ 25 mbar, respectively). Similarly, horizontal

resolutions are the same as in TC1 and TC2 and listed with other model parameters

in the Appendix, in Tables 4.7–4.9. The simulations are run for 100τ , much longer

than the maximum τth (≈1.2 τ).

To control the small-scale noise inherent in all simulations, superdissipation (see

equation (2.20)) is applied in pseudospectral simulations (in each layer) to prevent

accumulation of energy at the small scales. Note that this is the “least common

denominator” dissipation, since not all of the tested pseudospectral cores come with

higher order (hyper)viscosity as the default. Superviscosity is also more equatably

compared to explicit viscosity used in finite volume cores, which in general cannot

dissipate as scale-selectively as cores using the pseudospectral algorithm. The value

of superdissipation coefficient ν4 = 1022 m4 s−1 at T85 horizontal resolution (cor-

responding to a damping time of 190 s for the smallest resolved scale) is chosen

based on the study of Thrastarson and Cho (2011): they have found this value to

produce a well-behaved kinetic energy spectrum with the 0.1 ≤ (τth/τ) ≤ 3 vertical

distribution.

In this test case, unlike in TC2 above, the value of ν2p is increased
/

decreased

with decreasing
/

increasing resolution for a given p in pseudospectral simulations

(see Table 4.7); this practice is common in simulation studies. The procedure will

definitely preclude numerical convergence especially at later times after the peak
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in enstrophy dissipation. However, since the simulations in this chapter are not

numerically converged in general in the simpler test cases (particularly in TC2), nu-

merical convergence in the more extreme conditions of TC3 is not expected. Hence,

attention is focused on visual and qualitative convergences in this test case.

In past extrasolar planet simulations performed with MITgcm, it has been cus-

tomary to use the Shapiro filter (e.g., Showman et al., 2009; Lewis et al., 2010).

Hence, the power-two (n = 2 in equation (4.5)) Shapiro filter is used here to control

oscillations near the grid-scale. Note that the above mentioned studies have used

n = 4 Shapiro filter (Showman, private communication). Recall that the strength

of the filter is controlled by τshap, for a given ∆t and n. In this work, the value of

τshap is chosen so that ∆t/τshap = 1/6 for all resolutions. By experimenting with

different values, this value has been found to give flow and temperature structures

that are qualitatively in good agreement with the the pseudospectral cores across

different resolutions: in general, simulations with ∆t/τshap = 1/12 are found to be

under-dissipated and ∆t/τshap = 1/3 to be over-dissipated with the model in its

default setting.

As discussed in section 4.1, past simulations of diabatically-forced, hot-Jupiters

using different models produce different results—even for fairly similar (but not

identical) setup. In many cases, the results are qualitatively different, and the

origin of the difference is not obvious. Quite often, this is because all the details of

the models, model parameters, and model setup are not reported in the literature—

and sometimes not even described in the original model documentation. Hence,

truly “clean”, unambiguous comparisons have not been possible thus far. In TC3,

the physical setup in all the model simulations is identical. The aim here is to

identify whether variation in recent model results is merely due to the differences in

physical setup, or whether variation is also attributed to differences in the numerical

formulation of a model (e.g., dissipation scheme, spatial grid, discretization method,

etc.).

TC3 Results

Figure 4.9 shows longitude-latitude maps of the temperature (T ) field, with hori-

zontal wind vectors (v) overlaid, from simulations with different model cores. The

resolutions for the pseudospectral cores and the MITgcm in LL and CS grids are:

T85L20, G128L20, and C64L20, respectively. The instantaneous fields at the p≈
475 hPa level at t = (5 τ , 20 τ , 100 τ) are shown. The figure illustrates the main

result of this comparison: when subject to strong “hot-Jupiter-like” forcing, differ-
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ent model cores produce solutions which are visually different among them. This

is caused by spatiotemporal variability in the computed fields and renders specific

predictions, such as the precise location of hot and cold regions, difficult (see right

column of Figure 4.9).

Qualitatively, there are some notable common features. For example, most models

produce a “quadrupolar-flow” structure, with two large cyclonic and anti-cyclonic

vortex-pairs straddling the equator. The flow in all the simulations is time variable

with vortices appearing nearly stationary at times or moving longitudinally eastward

or westward at other times, disappearing and reforming on a time scale of 5–7 τ . The

temperature in all cases is strongly linked to the flow and varies on corresponding

timescales. Consequently, the minimum-to-maximum temperature ranges vary from

∼600 K to ∼200 K, at the shown pressure level (e.g., compare middle and right panel

in the third row of Figure 4.9). Despite the qualitative similarity, model results are

quantitatively very different and can diverge more markedly when integrated for

longer durations than shown in the figure.

At the beginning, during the first few planetary rotations, the flow in all models

resembles a linear, “Matsuno-Gill-type” solution (Matsuno, 1966; Gill, 1980). In

the solution, westward-propagating Rossby waves and eastward-propagating Kelvin

waves are generated as a response to the specified mode-1 zonal heating. At high

pressure (lower altitude) levels, there is a convergent flow near the substellar point,

accompanied by rising motion; concurrently, there is a divergent flow near the anti-

stellar point, accompanied by sinking motion (not shown). At low pressure (higher

altitude) levels, there is a divergent flow near the substellar point and a convergent

flow near the antistellar point. In the classic Matsuno-Gill setup, strong linear (mo-

mentum and thermal) drags balance the forcing. However, in the absence of strong

momentum drag, as in this test case, non-linear interactions quickly degrade the

Matsuno-Gill-type solution, and the model solutions start to deviate strongly from

the Matsuno-Gill solution—and, importantly, from each other. The latter is due to

how different model cores handle adjustment, as discussed earlier.

At early times (t < 10 τ), all core solutions are still similar but a small phase

difference is already clearly evident between BOB and PEQMOD (which are nearly

identical to each other at this point) and the other model cores (see left column in

Figure 4.9). At later times (t ≥ 10 τ), all solutions start to visibly diverge from

each other and significantly differ quantitatively. For example, the north-south

flow symmetry is broken in CAM and PEQMOD simulations (at t = 14 τ) and in

MITgcm in both LL and CS grids (at t = 10 τ). In contrast, the symmetry is not

broken in BOB and IGCM cores even at t = 100 τ . It should be noted that in more
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Figure 4.9: Temperature (color coded in K) with wind vectors overlaid, for the dia-
batic forcing test case (TC3) with different model cores, at three times
at the 475 hPa level. Form left to right, the snapshots are taken at
t = (5 τ , 20 τ , 100 τ). The (top, second, third, fourth, fifth, bottom)
row is, respectively, from a simulation with (BOB, PEQMOD, IGCM,
CAM, MITgcm in LL grid, MITgcm in CS grid). The resolution for
pseudospectral codes is T85L20 and for MITgcm in LL and CS grids is
G128L20 and C64L20, respectively. The flow and temperature distribu-
tions are qualitatively similar (e.g., quadrupolar flow) but quantitatively
different (e.g., time-variable).
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realistic situations the Te profile is unlikely to be exactly hemispherically-symmetric

(the asymmetry could stem from e.g., libration or small but non-zero eccentricity)

and the symmetry should be broken. However, here the objective is to compare the

accuracy of the models; therefore imposing a hemispherically symmetric Te profile

is more appropriate and provides a more stringent test for the models.

It is important to understand that the temporal variability observed here is not due

to large-scale baroclinic instability stemming from the location and thermal forcing

of the lower boundary. Visual and quantitative check (i.e., of eddy production, wave

propagation, and heat and momentum fluxes) has verified that large-scale baroclinic

instability is not present in this setup and that similar variability is exhibited even

with the lower boundary placed much deeper (e.g., 10 and 100 bars) with the forcing

limited down to only 1 bar. However, small-scale waves are produced through the

adjustment process.

The flow structure remains either quasi-symmetric about the equator throughout

the integration (see panels for BOB and IGCM in Figure 4.9) or the equatorial

flow symmetry is broken at an early time (see panels for PEQMOD, CAM, and

MITgcm in Figure 4.9). Detailed analyses of the computed fields show that the

symmetry breaking is associated with emergence of a large equatorial Rossby wave

at t ≈ 10 τ , which is not as prominent in simulations with BOB or IGCM. The

north-south symmetry in these simulations is not an artifact of a short integration

time. It remains even at the end of a 2000τ simulation with BOB at T21L20

resolution (not shown). However, when the simulation with BOB is initialized with

a small, random perturbation in the flow, the north-south symmetry does break

at an early time and the flow and temperature evolution closely match simulations

with PEQMOD. A likely explanation of the equatorial symmetry breaking is errors

introduced by insufficient precision. By repeating this test case with PEQMOD at

single, double and quadruple precisions, it is found that the onset time of equatorial

symmetry breaking roughly doubles every time the precision is doubled.

Since the flow and temperature structure is strongly time variable in all the simula-

tions, snapshots in time may give an incomplete—possibly even misleading—picture,

since large differences in Figure 4.9 could simply be due to “phasing” (simple trans-

lation of the flow structure in time). To quantify variability and the behaviour with

resolution, a time series of global average temperature is shown in Figure 4.10. The

first thing to note is that essentially all the simulations are equilibrated in temper-

ature: there are no secular growth or decay—hence, the difference in the fields is

not due to failure to achieve “statistical equilibration”. The qualitative evolution of

global average temperature is similar in all models after the initial adjustment pe-
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riod (i.e., for t ≥ 20 τ), with the globally averaged temperature exhibiting periodic

fluctuations of amplitude ∼10–20 K on a timescale of 5–7 τ (due to the vortex life

cycle discussed above) in all the models. The exception to this is the simulations

with IGCM: in these simulations, temperature fluctuates with a clear 10–50 τ period,

depending on the resolution, and the amplitude of the fluctuations is much larger

(∼ 40 K) than in simulations with other cores. Note, the temperature fluctuations

in simulations with CAM are also large at early times (t ≤ 20 τ) but subsequently

reduce, as discussed more in detail below.

Remarkably, the behaviour of global average temperature in BOB and PEQMOD

is nearly identical, up to the point when the equatorial symmetry is broken in

PEQMOD (e.g., t ∼ 30 τ in T21L20 resolution simulation). The clear periodicity

present in the T21L20 and T42L20 BOB simulations disappears with increasing

horizontal resolution (cf. red curve with green curve in top left panel of Figure 4.10,

for example). Note that, in all simulations, the global average temperature decreases

by 10–20 K from the initial value of 1400K. The initial dip is related to the short

timescale on which the large Te gradient is relaxed. For example, if the relaxation

time is increased by 1 τ everywhere in a BOB core simulation, the global average

temperature decreases by less than 1 K (not shown). The adjustment demanded by

the fast relaxation produces violent flows. Such a representation of thermal forcing

is not physical—certainly its resulting flow is difficult to model accurately in current

GCMs. Nevertheless, since primary concern here is to compare the model cores, the

representation is used here—for heuristic purposes.

Large amplitude fluctuations in the global average temperatures of IGCM and

CAM simulations (particularly at early times in the latter) are associated with at-

mospheric thickness variations, caused by fluctuations in the surface pressure (recall

that both cores use the σ-coordinate). This “flapping” of the bottom boundary

is absent in p-coordinate models with rigid top and bottom boundaries, in which

surface pressure remains constant throughout the integration. By removing the bot-

tom boundary away from the forcing region, it has been found that the atmospheric

thickness variation is greatly reduced in σ-coordinate models. Interestingly, as al-

ready mentioned, the fluctuations in the CAM core subside at t & 30 τ . This is

likely due to the η-coordinate employed by the core.

Note that the flapping is not necessarily unphysical, and could be used to represent

a physical phenomena at the 1 bar level if a hot-Jupiter happens to have a natural,

non-rigid boundary (e.g., jump in stratification, composition etc.) there.22 It is also

22Such a setup is common in Earth’s middle atmosphere and climate studies to represent thermal
and mechanical forcing.
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Figure 4.10: Time series of globally averaged temperature for the diabatic test case
with different model cores at various horizontal resolutions. The top
left panel is from simulations with BOB, the top right panel is from
simulations with PEQMOD, the middle left panel is from simulations
with IGCM, the middle right panel is from simulations with CAM, the
bottom left panel is from simulations with MITgcm in LL grid and the
bottom right panel is from simulations with MITgcm in CS grid. The
curves have been offset from each other by 40K, with the temperature
of the blue color having the correct scale. The panels show that all
the simulations are equilibrated in temperature. They also show that
qualitatively similar behaviour in all the model simulations is not due
to simple “phasing” of the flow/temperature structures. For IGCM,
there is a large, non-secular oscillatory behaviour.
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possible to specify a free-surface boundary condition at the bottom in MITgcm. The

specification replaces the condition, ω = 0 at p = pr, with ω = Dps/Dt at p = pr.

With this boundary condition an additional prognostic equation for free surface

pressure anomaly, called η̂ in MITgcm (not to be confused with the η associated

with the CAM), is solved. However, given the strong forcing and violent flow that

ensues, MITgcm in the default setting crashes with the boundary at 1 bar with the

free-surface condition. This is due to the large undulation of the pressure surface,

which can cause two or more pressure surfaces to intersect somewhere in the domain.

Loss of single-valuedness such as this is not an issue in σ-coordinate model cores

because surface pressure is not a coordinate surface.

It is clear from Figure 4.10 that the cores are not numerically or visually con-

verged, for t > 10τ . This is not surprising, especially for the pseudospectral cores,

given that the superdissipation coefficient is decreased with increasing horizontal

resolution. However, qualitative convergence in TC3 appears to be achieved at the

lowest horizontal resolutions (i.e., T21, G32 and C16) in all the cores: at least, the

qualitative behaviour of flow and temperature appears to be the same at all resolu-

tions. Given the behaviour observed in TC2, however, it cannot completely be ruled

out that this conclusion may need to be revised when simulations of substantially

higher resolution (than those in this work) are carried out. In any case, the conclu-

sion depends on the field or quantity considered, as shall be show later. For example,

qualitative convergence is not achieved when the vorticity field is considered instead

(Thrastarson and Cho, 2011).

In TC3, the total global energy is not conserved because q̇/cp 6= 0 in the thermody-

namic equation. However, in the absence of momentum forcing, the global integral

of absolute angular momentum is still conserved. While the angular momentum con-

servation has been almost exact in TC1 and TC2 (up to ∼ 0.02 percent), in this test

case the conservation property is strongly violated in some model cores—particularly

in their default configurations. This is shown in Figure 4.11, which presents time se-

ries of globally integrated absolute angular momentum (equation (4.8)). Each time

series is normalized by its initial value of 1.77×1032 kg m2 s−1.

As can be seen from Figure 4.11, only BOB and PEQMOD conserve angular

momentum exactly—and they do so at all resolutions (see top row of the figure).

The conservation property of CAM and MITgcm in LL grid becomes better with

increasing resolution. The periodic “spinning” and “de-spinning” of the atmosphere

in IGCM by ∼10 percent (see middle left panel of Figure 4.11) is caused by variation

in the atmospheric mass, due to large surface pressure variations. Clearly, angular

momentum is poorly conserved in the simulations with the MITgcm in the CS grid,
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Figure 4.11: Time series of global angular momentum (normalized by initial value
of 1.77×1032 kg m2 s−1) for the diabatic test case with different model
cores at various horizontal resolutions. The panel placements are as
in Figure 4.10 (i.e., BOB core at upper left, etc.). The total absolute
angular momentum is exactly conserved at all resolutions in PEBOB
and PEQMOD and at high resolutions in CAM and in MITgcm in
LL grid. It is somewhat poorly conserved in IGCM and not at all in
MITgcm in CS grid.
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especially at C32 resolution: the total angular momentum increases by more than

45 percent at the end of the 100 τ simulation. The conservation is actually better

at the lower, C16 resolution, in terms of the time series at t = 100 τ . When these

simulations are integrated for longer than 100 τ , the runaway angular momentum is

associated with a zonally-averaged zonal flow which is strongly superrotating23 over

a broad range of latitudes. For example, the transition to such a superrotating state

occurs by t ≈ 200 τ in C16 and C32 simulations.

The angular momentum runaway behaviour in the MITgcm in CS grid simulations

is caused by an instability associated with the Shapiro filter used in the simulations.

When the strength of the filter is doubled (i.e., ∆t/τshap = 1/3), angular momen-

tum decreases over time leading to unphysical subrotation (i.e., westward flow of the

atmosphere everywhere). This occurs by t = 100 τ . When the strength is halved

(i.e., ∆t/τshap = 1/12), not enough dissipation is supplied to the flow and the run-

away still occurs and is more severe at an earlier time. Indeed, through an extensive

study, it is found that a suitable strength of the Shapiro filter (which would conserve

angular momentum exactly on the cubed sphere) does not exist for TC3. Note that

this behaviour is not just limited to the n = 2 Shapiro filter. It occurs for higher

power filters (e.g., n = 4 and n = 6) as well. Note also that, for this test case, the

MITgcm in CS grid at C16 resolution (in the default setting) always crashes with

n = 8 Shapiro filter, independent of ∆t/τshap.

For completeness, TC3 with the MITgcm core in both LL and CS grids (at G32

and C16 resolutions, respectively) with ordinary, Laplacian dissipation (i.e., ∇2 in

MITgcm and p= 1 in equations (2.20) and (4.2)) is also performed. The damping

time in these simulations is chosen to be the same as in the simulations performed

with the pseudospectral cores. The use of ordinary dissipation considerably improves

the angular momentum conservation of MITgcm in CS grid (a monotonic increase of

only ∼0.5 percent at t = 100 τ). However, there is now a significant (∼40 percent)

loss of angular momentum in the LL grid simulation using the same dissipation. In

other words, the CS grid simulation is severely overdissipated compared to the LL

grid simulation. From this it is concluded that the dissipation is compensating the

runaway in the CS grid. Therefore, the grid itself appears to be a significant source

of the runaway behaviour, with the Shapiro filter amplifying the behaviour—at least

in the model’s default CS grid configuration.

As already discussed, the total energy with the applied forcing in TC3 is not

expected to be conserved by any of the models. However, as shown below, the

23i.e., u > (ΩRp sin2 φ/ cosφ), where u = u(φ, s, t) is the zonally-averaged wind. Here, “strongly”
means u close to, or even exceeding, 3000 m s−1.



4.3: Results 126

inclusion of Newtonian relaxation does not alter the total atmospheric energy budget

by more than 5 percent. Figure 4.12 shows a global integral of total energy as a

function of time, normalized by the initial value of 2.2×1028 J. In all but the IGCM

and CAM simulations the total energy steadily increases at the beginning by ∼2.5

percent. Thereafter, BOB maintains the total energy at a nearly constant level (see

top left panel of the figure). With the other cores, the total energy fluctuates by up

to 5 percent, with largest fluctuations observed in IGCM simulations; at t = 100 τ

the total energy for IGCM increases by 2–3 percent, on the average. The energy in

the MITgcm simulations in CS grid also increases noticeably over time (particularly

in the lower resolution simulations), consistent with the runaway angular momentum

and transition to a superrotating state for t & 200 τ , discussed above. The total

energy for CAM shows a slight increases, by ∼1 percent, over the initial value,

after settling from large initial fluctuations; but, PEQMOD and MITgcm LL grid

simulations show the energy decrease slightly by ∼1.5 percent, after the initial rise

of ∼2.5 percent mentioned above.

In the process of thoroughly verifying these results, two additional advection

schemes for the vector invariant momentum equation have been discovered for the

MITgcm CS grid. Of the two undocumented schemes, one explicitly conserves en-

ergy (Sadourny, 1975) and the other conserves energy and enstrophy (Burridge and

Haseler, 1977). Note that the angular momentum conservation is noticeably im-

proved in TC3, particularly with the energy conserving scheme. For example, with

the use of the energy conserving scheme the angular momentum in TC3 decreases by

33 percent at C16 resolution, by 6 percent at C32 resolution and by 2 percent at C64

resolution at the end of the 100 τ simulation. Because these decreases are monotonic

with time, longer time integrations would result in a more significant violation of

angular momentum conservation in TC3. Also note that the two undocumented

schemes do not improve the performance in TC1 and TC2, compared to the default

enstrophy conserving scheme.

As a closing remark, somewhat disconcertingly, the model cores appear to be

perceptibly sensitive to small, perhaps uncontrollable, changes in input parameters

when subject to the strong forcing, as in TC3. It has already been shown that

the simulation results are different 1) between different model cores at the same

or comparable resolution and 2) between different resolutions with the same model

core. However, the simulation results can also differ with the same core at the

same resolution. For example, simulations with PEQMOD at T42L20 resolution

with single, double and quadruple precision produce quantitatively unconverged

results (although they may be qualitatively converged). In addition to the onset
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Figure 4.12: Time series of global total energy (normalized by initial value of
2.2×1028 J) for test case 3 with different model cores at varying hor-
izontal resolutions. The panel placements are as in Figure 4.10 (i.e.,
BOB core at upper left, etc.). All the simulations appear to be well
or roughly equilibrated, with the possible exception of the lower reso-
lution simulations with the MITgcm core in CS grid. The total energy
fluctuations are correlated with the temperature fluctuations (cf. Fig-
ure 4.10).
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of the north-south symmetry breaking, a noticeable phase difference between the

solutions are seen. Such phase differences are significant for predicting precise flow

and temperature patterns. Moreover, the phase differences occurred in a model

core with identical setup and precision when the core was simply compiled with a

different compiler or the same compiler on a different computing platform. It is

important to note that the above issues did not play significant roles in TC1 and

TC2 because “violent” (i.e., strongly unbalanced) flows are not involved. Given this,

it is not expected that the results presented in TC3 are exactly reproducible when a

different compiler is used and/or on different platforms: slight phase variations are

nominally expected.

4.4 Summary and Discussion

Intercomparison and benchmarking of GCMs, and in particular their cores, are nec-

essary for assessing the efficacy of models and for understanding the physical proper-

ties of atmospheres. While such testing is common practice in Earth and some Solar

System planet studies, only three tests (e.g., Rauscher and Menou, 2010; Heng et al.,

2011; Bending et al., 2013) have been attempted for hot-Jupiter GCMs. Here, five

GCMs currently used in the hot-Jupiter studies are subjected to three benchmark

tests. The tested GCMs are: BOB, PEQMOD, IGCM, CAM, and MITgcm. These

models employ a range of numerical algorithms for the spatial discretization and

explicit viscosity: respectively, pseudospectral with pseudospectral filtering (BOB,

PEQMOD, IGCM, and CAM) and finite volume with differenced, pole (zonal), and

Shapiro filtering (MITgcm). All the GCMs solve the dry, hydrostatic primitive equa-

tions and are subjected to identical tests. From least to most stringent, these tests

are: 1) the steady-state test case (TC1); 2) the baroclinic wave test case (TC2);

and, 3) the diabatic test case (TC3). In all three test cases, all of the models are

tested at varying horizontal resolutions to assess numerical convergence. Both inter-

and intra-comparisons are carried out.

TC1 assesses how a model is able to maintain a balanced initial condition in the

form of a midlatitude eastward jet with no applied dissipation, before gravity waves

and numerical noise degrade the jet. With the exception of MITgcm employing the

CS grid, all models maintain the true, steady-state solution very well throughout the

time of integration (t = 20 τ). The special corners in the CS mesh quickly degrade

the balanced state; and, in the absence of any dissipation, the imbalance causes the



4.4: Summary and Discussion 129

model simulations to crash at early time when using the default advection scheme24:

for example, the simulation at C64 resolution crashes at t = 4.5 τ . Of all the models,

BOB and PEQMOD maintain the true solution the best (see, e.g., Figure 4.4).

In TC2, a temperature perturbation applied to the steady-state initial condition

of TC1 triggers a non-linear evolution of a baroclinic wave. The emergence of sharp

fronts from baroclinic instability necessitates the use of flow viscosity, unlike in TC1.

Ordinary Laplacian (i.e., ∇2 in MITgcm and p = 1 in equations (2.20) and (4.2))

dissipation is chosen. While all model simulations permit baroclinic instability, only

pseudospectral ones appear to be visually converged, and this occurs at a horizontal

resolution of T85 (corresponding to 85 total and zonal modes each in the spherical

harmonic expansion—a resolution above most current extrasolar planet simulations).

Solutions with MITgcm are not converged at the highest resolutions investigated

here (i.e., G128 and C64). While the most unstable mode of the unstable jet is

approximately 3–4 (see Figure 4.5 and Figure 4.6), the presence of the special corner

points on the cubed-sphere grid produces an unstable wave field with mode greater

than 3–4 (see Figure 4.6 bottom right panel). This behaviour is significant for model

predictions and observational confirmations.

While the first two test cases are adiabatic, the third case is diabatic. For some

regions of the planet atmosphere, diabatic forcing is necessary. In this work, as in

most hot-Jupiter studies thus far, a simple Newtonian relaxation parameterization

is applied to represent the heating and cooling in the modeled atmosphere. Here,

the atmosphere is “spun-up” from an initial isothermal condition at rest. Note

that, although many past studies have employed a similar setup, there is no general

agreement on the robustness of the flow and temperature distributions produced by

the simulations. By employing an identical setup in all the models, the aim of TC3

has been to clearly assess whether (and how much) the non-robustness of the results

is intrinsic to the numerical model employed. It is again emphasized that without

such tests, the simulation community—indeed the extrasolar planet community as a

whole—would not have a baseline for any consensus. For this reason, a biharmonic

(∇4) superviscosity in pseudospectral models and a power-two (n = 2) Shapiro filter

in MITgcm is employed so that the comparisons are equatable among the models

tested in this study and shed some light on the results of past studies. 25

Unlike in the first two test cases, the extreme forcing condition of the third test

24Note that the steady-state simulations with energy and energy and enstrophy conserving schemes
do not crash before t = 20 τ . However, the physical space fields are inundated with grid-scale
noise at early time and the simulations are clearly unbalanced.

25The reader is reminded that here the MITgcm in this default CS grid configuration possesses
the least amount of angular momentum runaway at t = 100 τ with n = 2.
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case produces a range of behaviours in the model simulations. While there are

some qualitatively similar features (e.g., a time-variable quadrupole flow structure),

the location and magnitude of the hottest and coldest regions are not same in the

model simulations. In large part, this is due to significant phase differences in the

computed fields. Moreover, apart from BOB and IGCM, all models break the flow

symmetry about the equator relatively early on, before t = 100 τ (see Figure 4.9).

This behaviour may be somewhat surprising as the forcing is north-south symmetric

and no initial noise is present to break the symmetry, but machine precision or coding

inexactitude eventually break the symmetry in all the cores tested.

Throughout this work a careful attention was paid to the conservation properties

of the numerical models. In TC1 and TC2, the angular momentum and total en-

ergy conservations are well fulfilled by all the models. In TC3, however, it was found

that—apart from BOB and PEQMOD—no other model conserves angular momen-

tum exactly. The MITgcm in CS grid with Shapiro filter perform the poorest in this

case, with the total absolute angular momentum increasing by as much as 45 percent

at the end of the integration (t = 100 τ). As pointed out in Thrastarson and Cho

(2011) and in Chapter 3, the normally “relatively harmless” small non-conservation

in Earth-like conditions, for which the GCMs have been constructed and tested,

could be exacerbated in the hot-Jupiter condition. This is because of the exacting

requirements the condition places on the numerics. Such model behaviours should

be carefully taken into account, when performing hot-Jupiter simulations. This

point is emphasized in this work because runaway (or decaying) angular momentum

is not necessarily apparent from looking at the flow pattern alone (see Figure 4.9

bottom row). Long-time integration of such a simulation leads to an atmosphere

that superrotates in a manner similar to those reported in previous studies.

GCMs are complex. Getting them to run properly and verifying their results is

not trivial. Trade-offs between accuracy, speed and algorithmic/coding simplicity

are always made; and, even when such things are well-understood theoretically, the

actual behaviour of the model is not always “stable” or uniform across problems.

This then also raises the complexity of interpreting the results. In this work, an

endeavour to fairly assess the performance of a number of GCMs—covering a good

cross-section of algorithms, grids and treatment of explicit viscosity—has been car-

ried out. For the most part, the tested models behave well and similarly to each

other, but with some unexpected results. Although the simulations have been ex-

tensively checked here and despite the best effort to provide all the details of the

simulations, it is still possible—especially given some of the findings presented in

TC3—that other studies may obtain different results.
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Finally, the results presented in TC3 suggest that when subject to the typical

“hot-Jupiter-like” zonally asymmetric thermal forcing all the codes robustly produce

equatorial superrotation — at least when initialized from an isothermal rest state.

Identification of the exact dynamical mechanism producing such superrotating jet

on a tidally-synchronized hot-Jupiter most definitely warrants further study. Given

that the generation of equatorial superrotation involves local angular momentum

transfer by waves and eddies, isolating and quantifying such mechanism in current

models of hot-Jupiters is made difficult due to: 1) the violation of exact global axial

angular momentum conservation in all but two models, and 2) the high horizon-

tal resolution requirements for accurate wave-mean flow interaction representation

(Thrastarson & Cho, in prep). Thus, before attempting to identify mechanisms

responsible for equatorial superrotation on tidally-synchronized hot-Jupiters, it is

fruitful to investigate generation of equatorial superrotation in a well-studied pa-

rameter regime of the Earth. Therefore, transition to superrotation in Earth-like

planet atmospheres, subject to zonally-symmetric thermal forcing, is investigated in

the next chapter.
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Appendix 4.A Tables of Values for Test Cases

Table 4.1: Table of vertical and horizontal grid resolutions as well as other parameters
needed for reproduction of steady-state case with pseudospectral cores. Note,
PEQMOD has an additional equatorial latitude point (i.e., T21 pseudospectral
resolution corresponds to 33×64 grid points, T42 to 65×128 grid points etc.).
BOB only has been integrated at resolution T170L20.

Horizontal Vertical Gaussian Grid Timestep Hyperdissipation Robert-Asselin
Resolution Resolution (lon × lat) (∆t) [s] Coefficient (ε)

T21 L20 64× 32 120 No 0.001
T42 L20 128× 64 60 No 0.001
T85 L20 256× 128 30 No 0.001
T170 L20 512× 256 15 No 0.001

Table 4.2: As in Table 4.1, but for MITgcm in longitude-latitude (LL) grid. Note, the
computational grid size below should not be compared directly with the Gaus-
sian grid size in Table 4.1, as the pseudospectral evolves the fields in spectral
space: the Gaussian grid is used only to evaluate the non-linear products and
de-alias the fields.

Horizontal Vertical Computational Grid Timestep Harmonic Zonal (FFT) Shapiro
Resolution Resolution (lon × lat) (∆t) [s] Dissipation Filter Filter

G32 L20 64× 32 120 No Yes No
G64 L20 128× 64 60 No Yes No
G128 L20 256× 128 30 No Yes No
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Table 4.3: Same as Table 4.1, but for MITgcm in cubed-sphere (CS) grid. N.B., the C16
and C64 CS grids have been generated by us with MATLAB routines provided
by MITgcm support; but, the MATLAB generated C32 grid comes included
with the MITgcm.

Horizontal Vertical Computational Grid Timestep Harmonic Zonal (FFT) Shapiro
Resolution Resolution (irregular) (∆t) [s] Dissipation Filter Filter

C16 L20 6× 16× 16 120 No No No
C32 L20 6× 32× 32 60 No No No
C64 L20 6× 64× 64 30 No No No

Table 4.4: Table of vertical and horizontal grid resolutions as well as other parameters
needed for reproduction of baroclinic wave test case with pseudospectral cores.
Note, as above, PEQMOD has an additional equatorial latitude point (i.e., T21
pseudospectral resolution corresponds to 33× 64 grid points, T42 to 65× 128
grid points etc.). Also, note, only BOB has been integrated at resolution
T170L20.

Horizontal Vertical Guassian Grid Timestep Hyperdissipation Dissipation Dissipation Coefficient Robert-Asselin
Resolution Resolution (lon × lat) (∆t) [s] Order (p) (ν2) [m2 s−1] Coefficient (ε)

T21 L20 64× 32 120 Yes 1 2× 107 0.001
T42 L20 128× 64 60 Yes 1 2× 107 0.001
T85 L20 256× 128 30 Yes 1 2× 107 0.001
T170 L20 512× 256 15 Yes 1 2× 107 0.001

Table 4.5: Same as Table 4.4, but for MITgcm in LL grid.

Horizontal Vertical Computational Grid Timestep Harmonic Dissipation Coefficient Zonal (FFT) Shapiro
Resolution Resolution (lon × lat) (∆t) [s] Dissipation (ν2) [m2 s−1] Filter Filter

G32 L20 64× 32 120 Yes 2× 107 Yes No
G64 L20 128× 64 60 Yes 2× 107 Yes No
G128 L20 256× 128 30 Yes 2× 107 Yes No

Table 4.6: Same as Table 4.4 but for MITgcm in cubed-sphere grid.

Horizontal Vertical Computational Grid Timestep Harmonic Dissipation Coefficient Zonal (FFT) Shapiro
Resolution Resolution (irregular) (∆t) [s] Dissipation (ν2) [m2 s−1] Filter Filter

C16 L20 6× 16× 16 120 Yes 2× 107 No No
C32 L20 6× 32× 32 60 Yes 2× 107 No No
C64 L20 6× 64× 64 30 Yes 2× 107 No No
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Table 4.7: Table of vertical and horizontal grid resolutions as well as other parameters
needed for reproduction of diabatic forcing test case with pseudospectral cores.
Note, as above, PEQMOD has an additional equatorial latitude point (i.e.,
T21 pseudospectral resolution corresponds to 33× 64 grid points, T42 to 65×
128 grid points etc.). Here also, only BOB has been integrated at resolution
T170L20.

Horizontal Vertical Gaussian Grid Timestep Hyperdissipation Dissipation Dissipation Coefficient Robert-Asselin
Resolution Resolution (lon × lat) (∆t) [s] Order (p) ν4 [m4 s−1] Coefficient (ε)

T21 L20 64× 32 240 Yes 2 1× 1023 0.01
T42 L20 128× 64 120 Yes 2 5× 1022 0.01
T85 L20 256× 128 60 Yes 2 1× 1022 0.01
T170 L20 512× 256 30 Yes 2 5× 1021 0.01

Table 4.8: Same as Table 4.7 but for MITgcm in LL grid.

Horizontal Vertical Computational Grid Timestep Harmonic Zonal (FFT) Shapiro Filter Filter Parameter
Resolution Resolution (lon × lat) (∆t) [s] Dissipation Filter Filter Power (n) (τshap) [s]

G32 L20 64× 32 240 No Yes Yes 2 1440
G64 L20 128× 64 120 No Yes Yes 2 720
G128 L20 256× 128 60 No Yes Yes 2 360

Table 4.9: Same as Table 4.7 but for MITgcm in CS grid.

Horizontal Vertical Computational Grid Timestep Harmonic Zonal (FFT) Shapiro Filter Filter Parameter
Resolution Resolution (irregular) (∆t) [s] Dissipation Filter Filter Power (n) (τshap) [s]

C16 L20 6× 16× 16 240 No No Yes 2 1440
C32 L20 6× 32× 32 120 No No Yes 2 720
C64 L20 6× 64× 64 60 No No Yes 2 360



5 Superrotation in Held &

Suarez-like Flows With Weak

Surface Temperature Gradient

Atmospheric superrotation in Earth-like planetary atmospheres is investigated un-

der axisymmetric thermal forcing in a setup close to the classic, Held and Suarez

(1994) setup. With the Held and Suarez setup, transition to equatorial superrota-

tion occurs when the equator-to-pole surface equilibrium entropy gradient is weak.

Two factors contribute to the transition in this situation: 1) reduction of break-

ing Rossby waves from the mid-latitude that decelerate the equatorial flow, and 2)

presence of barotropic instability in the equatorial region that provides stirring to

accelerate equatorial flow. The instability also excites Kelvin waves important for

generation and maintenance of superrotation. In addition, the produced superrota-

tion is weaker in simulations with high resolution or weak dissipation.

5.1 Introduction

Superrotation is an important phenomenon in atmospheric flows. It is defined as

zonal-mean, zonal wind with axial angular momentum – M(φ), where φ is latitude –

greater than the solid body angular momentum at the equator, M0 = M(0). Hence,

a superrotating atmosphere has prograde (eastward) flow at the equator. For a

“shallow” atmosphere, M = Rp cosφ(U + ΩRp cosφ) and M0 = ΩR2
p, where Rp is

planetary radius, U is zonal-mean zonal flow and Ω is planetary rotation rate. In

the absence of sources and sinks, a zonally-symmetric mean meridional circulation

conserves M such that M ≤ M0 at all latitudes. However, given a source which

provides eddy angular momentum flux, for example, superrotation can be generated

and maintained if the flux is directed up the meridional gradient of the mean angular

momentum, R−1
p ∂M/∂φ (Hide, 1969, and see also Read 1986).

Although transient superrotation is present in the present-day Earth’s atmosphere

135



5.1: Introduction 136

(e.g., the quasi-biennial oscillation), it is not superrotating in general. The cur-

rent explanation for this is that Rossby waves generated by a baroclinically unsta-

ble subtropical jet propagate upwards, refract equatorward and break or saturate

before reaching the equatorial region: in this process, because the waves deposit

prograde momentum in the source region and retrograde momentum in the break-

ing/saturation region (e.g., Held and Hoskins, 1985), equatorial superrotation does

not occur. On the other hand, superrotation does occur more robustly on other

planets – and in idealized general circulation model (GCM) experiments. For ex-

ample, in the latter, superrotation occurs under a variety of forcing conditions:

zonally-asymmetric tropical heating (e.g., Suarez and Duffy, 1992; Saravanan, 1993;

Hoskins et al., 1999) and zonally-symmetric heating with Ω or Rp smaller than

those of the Earth (e.g., Williams, 1988, 2003; Mitchell and Vallis, 2010). In the

zonally-symmetric case, the increase in the global scale Rossby number — effected

by reducing Ω or Rp — results in weakening of the mid-latitude baroclinic instability

and strengthening of the barotropic instability. In this case, Williams (2003) and

Mitchell and Vallis (2010) attributed barotropic instability to be the mechanism for

superrotation.

Williams (2003) has also shown that superrotation can occur on a zonally-symmetrically

heated planet with Earth’s Ω and Rp, when the center of maximum baroclinicity

is shifted to a lower latitude than in the classic setup of Held and Suarez (1994)

[hereafter HS]. In his study, the shift is effected by narrowing the meridional width

of the radiative heating profile compared to that used in HS. There he proposes that

barotropic instability (accompanying the baroclinic instability) at the equatorward

flank of the subtropical jet provides the mechanism for producing superrotation.

Williams (2006) extends this work by showing that high tropospheric static stabil-

ity enhances superrotation. Recently, the barotropic instability mechanism has been

challenged in Potter et al. (2014), who suggest thinking of equatorial jet dynamics

independently from the higher-latitude eddy-driven jet dynamics. They propose

that equatorial Kelvin wave-like disturbances drive and maintain superrotation in

small Ω or Rp flows and in the setup of Williams (2003) just discussed. However,

they do not identify the origin of the Kelvin waves.

The present study can be regarded as an extension of Williams (2003, 2006);

Mitchell and Vallis (2010) and Potter et al. (2014). Here transition to superrotation

is also investigated under zonally-symmetric thermal forcing in a model with Earth’s

Ω and Rp. However, it is shown in this study that superrotation also occurs with

Earth’s Ω and Rp if the equator-to-pole equilibrium temperature gradient near the

surface (from 1000 hPa to 700 hPa) is weakened, compared to the gradient in the
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HS setup. Further, it is shown that the magnitude of superrotation produced in this

way is sensitive to numerical resolution and dissipation. Throughout this chapter,

the reduced temperature gradient region is denoted as the “RTG” region. Such a

region is not necessarily meant to address the present-day Earth; however, it may

be relevant for “Earth-like” exoplanets, or past and future climates of the Earth, or

other ‘Earth-like’ planets in the Solar and extrasolar systems. For example, such

thermal forcing can be applicable to the runaway greenhouse state characterized by

homogeneous surface temperatures (e.g., Leconte et al., 2013).

The overall plan of the chapter is as follows. In section 5.2 the setup used in this

study is briefly discussed. In section 5.3 results from the model simulations with

a RTG region are presented and compared with the classic HS-like simulations.

This section also discusses in detail non-convergence of simulations when they are

under-resolved or over-dissipated. Finally, conclusions are given in section 5.4.

5.2 Setup

Because the pseudospectral model BOB (see description in Chapter 2.3) was found

to perform the best in the GCM intercomparison study of Chapter 4, the model is

also used in this study. To control the grid-scale oscillations, a fourth-order hyper-

dissipation operator (i.e., p=4 in equation (2.20)), with constant ν8, is applied to

the prognostic variables: (relative) vorticity ζ, divergence δ and potential temper-

ature θ. The Robert-Asselin filter (Robert, 1966; Asselin, 1972) with a small filter

coefficient (0.02) is applied at each timestep.

The physical setup is essentially that of HS and Williams (2003) (his case A).

A simple Newtonian relaxation scheme (as used in TC3 in Chapter 4) for the net

heating,

Q = − 1

τth

(
T − Te

)
, (5.1)

is applied in the temperature tendency equation; here τth is characteristic relaxation

time, T is temperature and Te = Te(φ, p) is a specified equilibrium temperature

distribution with p the pressure. The “boundary layer” is represented as a linear

Rayleigh drag in the momentum equation:

D = − v

τR

max

{
0,

p− pb

ps − pb

}
, (5.2)

where v is flow on an isobaric surface, τR is characteristic damping time and pb

and ps are pressures at the top of the boundary layer (700 hPa) and at the bottom
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surface (1000 hPa), respectively. The only important physical difference, relevant

for superrotation, in this setup from that of HS is Te(φ, p) in some of the simulations.

This is discussed more in detail below.

The physical parameters used in all the simulations presented in this study are

listed in Tables 2.1 and 5.1. The simulations are started from an isothermal state

of rest with a small amount of Gaussian white noise (10−7 s−1 standard deviation)

introduced to the ζ field to break symmetry. Note that the results in this chapter are

somewhat sensitive to the form of the initial perturbation. In particular, hemispher-

ically symmetric perturbations such as those consisting of pure zonal wavenumbers,

produce quantitatively different results. The sensitivity is discussed more in detail

in section (5.3.3). The equilibrium temperature specified is

Te(p,φ) = max

{
Ts,
[
T0 + ∆T cosbφ F (p)− ∆θ log

(
p

ps

)
cos2φ

]( p

ps

)κ}
. (5.3)

Here Ts and T0 are the stratospheric and upper tropospheric reference temperatures,

respectively; ∆T is the equator-to-pole temperature difference; ∆θ is the vertical

potential temperature difference; and, κ ≡ R/cp = 2/7.

In equation (5.3), b and F (p) control the meridional width of the equilibrium

temperature and the equator-to-pole temperature gradient near the surface (i.e., in

the RTG region), respectively. More precisely, the masking function F is defined

F (p) = exp

{
−(p/ps)

12

γ2

}
, (5.4)

where γ is a thickness parameter and is used to smoothly specify the vertical ‘e-

folding’ extent of the RTG region. The masking function for varying γ values is

shown in Figure 5.1. With b = 4 and F (p) = 1 (i.e., γ →∞), Te reduces to the HS

case, which roughly captures the statistical mean state of the Earth’s troposphere.

The resulting Te distribution is shown in Figure 5.2a; here, the magnitude of the

equator-to-pole equilibrium temperature gradient in the lower troposphere is ∼∆T .

In section 5.3, simulations with γ = 0.045 are mainly discussed and Te for this γ is

shown in Figure 5.2b for comparison. Note that a surface temperature of 255 K is

produced in this case. Such surface temperature is too cold to represent Te of the

runaway greenhouse regime as surface temperatures exceeding 340 K are required for

runaway water evaporation (e.g., Kasting, 1988). However, this difference in surface

temperatures is not pertinent to the results presented in this study: qualitatively

the same results are obtained even with T0 set to 350 K (provided the equatorial
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Table 5.1: Parameter values used in the simulations: g is surface gravity; Rp is ra-
dius; Ω is rotation rate; R is gas constant; cp is specific heat at constant
pressure; ps is surface pressure; pb is the top of the boundary layer pres-
sure; τth is radiative relaxation time; τR is Rayleigh drag time; Ts and T0

are stratospheric and upper tropospheric reference temperatures, respec-
tively; ∆T is equator-to-pole temperature difference; and, ∆θ is vertical
potential temperature difference.

Parameter Value Units
g 9.8 m s−2

Rp 6.4×106 m
Ω 7.3×10−5 s−1

R 287 J kg−1 K−1

cp 1004 J kg−1 K−1

ps 1000 hPa
pb 700 hPa
τth 20 days
τR 1 day
Ts 200 K
T0 255 K
∆T 60 K
∆θ 10 K
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Figure 5.1: F (p) given by equation (5.4) for different values of γ. Parameter γ
controls the vertical extent of the lower atmospheric layer in which the
surface temperature gradient is reduced. For the most simulations in
this chapter γ = 0.045 (black curve).

stratosphere is kept at the same height, at p = 200 hPa). In the present study, the

focus is on the influence of γ on superrotation. However, it is noted here that the

generation and strength of superrotation are highly sensitive to all of (γ, b, ∆T ), in

general. This broad sensitivity on the physical parameters is briefly discussed in

section 5.3.3.

Note that, apart from the masking function F , there are minor differences in the

setup of HS, Williams (2003) and the present study – none of which affect the results

presented here qualitatively. For example, in Williams (2003) ∆θ in equation (5.3)

is not modulated by cos2φ, so that small-scale convection at all φ is eliminated. In

addition, τth = 20 days everywhere in this study – different than in HS, but same

as in Williams (2003).

The vertical domain, which extends from p = 103 hPa to 0 hPa, is resolved by

30 levels equally spaced in p1. Simulations are performed at (T42, T85, T170,

T341) horizontal resolutions. “Control (i.e., essentially HS) simulations” (with Te

shown in Figure 5.2a) are integrated for t = 1200 days, and “RTG simulations”

(with Te shown in Figure 5.2b) are integrated for up to t = 7000 days. In the latter

simulations, equilibration takes longer at lower horizontal resolutions and/or with

1 Setting vertical levels equally spaced in p or σ = p/ps is common in idealized tropospheric (e.g.,
Held and Suarez, 1994; Williams, 2003, 2006; Potter et al., 2014).
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Figure 5.2: Prescribed radiative equilibrium temperature distributions Te [K], pres-
sure vs. latitude, for the Held and Suarez (HS) case (a) and the reduced
temperature gradient (RTG) case (b). Maximum and minimum values
are 200 K and 300 K, respectively, with contour interval of 5 K.

stronger dissipation, as is shown in section 5.3.2. The timestep size ∆t (in seconds)

is (600, 300, 150, 75) for the resolutions given above, respectively. The hyperdiffusion

coefficient ν8 is chosen such that the e-folding time τd (in days) for the smallest scale

in the system is (0.1, 0.01, 0.001, 0.0001), respectively. Assuming

τd∼
1

ν8

[
R2

p

nt(nt + 1)

]4

, (5.5)

where nt is the spectral truncation wavenumber, the above τd correspond to ν8 (in

1037 m8 s−1) of (3.0, 0.1, 0.004, 0.0002), respectively. Sensitivity of the results to hor-

izontal resolution and/or hyperdissipation specifications is discussed in section 5.3.2.

5.3 Results

Before describing turbulent three-dimensional simulations, it is insightful to examine

the zonally-symmetric, eddy-free circulation in balance with the prescribed heating

Te shown in Figure 5.2. Figure 5.3 shows the zonally-symmetric zonal-mean zonal

wind and mass streamfunction (u and ψ, respectively) from the control (a) and the

RTG (b) simulations at T170L30 resolution (i.e., T170 horizontal resolution with 30

vertical levels). The zonally-symmetric circulation is obtained by running the BOB
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model with no initial perturbation and no hyperdiffusion (i.e. ν8 = 0). In both

simulations, a weak Hadley cell is produced and the balanced zonal flow consists of

weak subrotation at the equator and eastward jets centred at φ∼±25◦.

Figure 5.4 shows the time- and zonal-mean temperature, zonal wind, and mass

streamfunction meridional cross-sections (T
∗
, u∗, and ψ

∗
respectively) from the fully

turbulent, three-dimensional control (a and c) and RTG (b and d) simulations at

T170L30 resolution. Time-averaging is performed over 25 τth’s after the simulations

have reached statistically equilibrated state, over the intervals t = [700, 1200] days

for the control simulation and t = [4500, 5000] days for the RTG simulation.

In the control simulation, initially zonally-symmetric eastward jets become baro-

clinically unstable and nonlinear, zonally-asymmetric nonlinear flow develops. Fol-

lowing the onset of baroclinic instability, the jets move poleward and equilibrate

at φ ∼ ±45◦ (Figure 5.4b). The exact mechanism for the poleward migration is

currently not well understood, but all of the proposed mechanisms involve some

form of eddy-mean flow interaction (see e.g. Chen et al., 2007; Kidston and Vallis,

2010). Crucially, at the equator the flow remains weakly westward at all heights

in the control simulation. Baroclinic eddies transport heat from low to high lat-

itudes. As a result, the equator-to-pole temperature gradients are weaker in the

equilibrated T
∗

distribution than in the prescribed Te distribution (cf. Figure 5.4a

with Figure 5.2a). Note that the Hadley circulation in the full non-linear simula-

tion is considerably stronger than in the zonally-symmetric eddy-free simulation (cf.

Figures 5.3a and 5.4c).

In contrast, the equilibrated flow in the RTG simulation is superrotating at the

equator – and there at all altitudes, except at the top (Figure 5.4d). By comparing

Figure 5.4d to Figure 5.3b it is clear that the generation of superrotation requires ei-

ther the presence of non-axisymmetric eddies or diffusion. The Hadley circulation is

also stronger in the RTG simulation in the presence of eddies. Note that in this sim-

ulation the T
∗

distribution changes only slightly from the prescribed Te distribution

(cf. Figure 5.4b with Figure 5.2b). This is consistent with the marked reduction in

baroclinic instability. The equilibrated subtropical jets remain close to their initial

latitude – i.e., at φ ≈ ±25◦ – and takes much longer time to equilibrate, compared

to the control simulation. In the simulation presented, the total (column-mean)

equatorial zonal wind 〈ueq〉 undergoes rapid acceleration over t = [200, 1000] days,

reaching statistical equilibration thereafter. In this study, the early stage shall be

referred to as the “acceleration stage” and the latter stage as the “equilibrated

stage”.
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Figure 5.3: The zonally-symmetric zonal-mean zonal wind u [m s−1] (contours) and
mass streamfunction ψ [kg s−1] (in greyscale) for the control (HS-like)
simulation (a) and the RTG simulation (b) at T170L30 resolution, with
corresponding Te from Figure 5.2. Maximum and minimum values for
u are ± 60 m s−1, with contour interval 6 m s−1. Negative u values
are dashed (and in black) and positive are solid (and in red). The zero
contour is drawn with double thickness. The mass streamfunction in
panel (a) has been divided by 10−10 and in panel (b) by 5 × 10−11,
respectively. No superrotation is present in the zonally-symmetric, eddy-
free case with no applied hyperdissipation (i.e., ν8 = 0).



5.3: Results 144

Figure 5.4: The time- and zonal-mean temperature T
∗

[K], zonal wind u∗ [m s−1],
and mass stream function ψ

∗
[kg s−1] for the fully turbulent three-

dimensional control (HS-like) simulation (a and c) and the RTG simu-
lation (b and d) at T170L30 resolution, with corresponding Te from Fig-
ure 5.2. The time averages are taken over t = [700, 1200] days (a and c),
and over t = [4500, 5000] days (b and d). Contour values for T

∗
are

same as in Figure 5.2 and for u∗ and ψ
∗

same as in Figure 5.3. Clear
superrotation is generated at the equator (at all altitudes) in the fully
turbulent RTG simulation.
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5.3.1 Wave-mean Flow Analysis

Accelerations of the zonal-mean zonal flow and directions of wave propagation can be

assessed via the Eliassen-Palm (EP) flux vector, F = (Fφ,Fp) (equations (3.17) and

(3.18)) and its divergence E = ∇·F (e.g., Andrews and McIntyre, 1978). Recall that

zonal flow is accelerated (decelerated) in regions of positive (negative) E : this can

be readily inferred from the transformed Eulerian mean (TEM) zonal momentum

equation (3.14) in which E represents wave forcing.

Figure 5.5 shows the EP flux vector field and its divergence, E = ∇·F (contours),

for the control simulation (a) and RTG simulation, during the acceleration and

equilibrated stages (b and c, respectively). The fields at T170L30 resolution are

shown. While the ageostrophic terms (i.e., the second term in equation (3.17) and

the first and third terms in equation (3.18)) are small compared to the geostrophic

terms, the ageostrophic EP diagnostics are calculated here for completeness. Note

that qualitatively the EP flux diagnostics are similar at all horizontal resolutions

investigated in this study.

In the control simulation, the EP flux and its divergence (Figure 5.5a) follow the

classic scenario: Rossby waves, generated near the surface by mid-latitude baroclinic

instability, propagate upward in the troposphere and equatorward at mid-height,

transporting momentum poleward and heat upward and poleward. According to

equation (3.17), Fφ < 0 implies u′v′ > 0, leading to a poleward (equatorward)

eddy momentum flux in the northern (southern) hemisphere; and, according to

equation (3.18), Fp > 0 implies v′θ′ > 0, leading to a poleward (equatorward)

eddy heat flux in the northern (southern) hemisphere. The vector field is divergent

(positive) near the surface at mid- and high-latitudes and convergent (negative) in

the upper troposphere and lower stratosphere, as well as in the equatorial region

near the surface. According to the TEM equations (e.g., Andrews and McIntyre,

1978), zonal flow is accelerated (decelerated) in regions of positive (negative) E ;

hence, the jet becomes increasingly barotropic.

In the RTG simulation, the wave propagation is upward and, unlike in the control

simulation, mainly poleward (see Figures 5.5b and 5.5c). The poleward heat flux

is considerably weaker (n.b. the smaller reference vectors for Figures 5.5b and c,

compared with that for Figures 5.5a) and the flux activity is clearly dominant at

higher altitudes (above p ∼ 600 hPa level). The eddy momentum flux is mostly

equatorward in both the northern and southern hemispheres. The E field is also

weaker than in the control simulation, but below the p ∼ 600 hPa level both the

control and RTG simulations exhibit similar E distributions. Above that level,
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Figure 5.5: Eliassen-Palm flux vector, F = (Fφ,Fp) [m2 s−2], and its divergence,
E = ∇·F [m s−2], fields for the control simulation (a) and the RTG
simulation (b and c) at T170L30 resolution. a): time-average during a
statistically steady state, over t = [700, 1200] days. b) and c): RTG simu-
lation time-average during the acceleration stage, over t = [200, 700] days
and during a statistically steady state, over t = [4500, 5000] days, respec-
tively. Negative E values are dashed (and in blue) and positive values
are solid (and in red). Maximum and minimum E values are ±700 m s−2

in (a) and ±100 m s−2 in (b and c). The reference vector in a) has
magnitude of 150 m2 s−2 and in b) and c) of 5 m2 s−2. Fφ and Fp are
scaled by 1 radian of latitude and 1 Pa of pressure, respectively. In ad-
dition, Fp is scaled by a factor of 0.5 in b) and c). The wave propagation
is upward and equatorward in the control simulation, and upward and
mainly poleward in the RTG simulation. The wave activity is changed
little between the acceleration and the equilibrated stages in the RTG
simulation: the largest differences occur at p ≈ 500 hPa level in the
equatorial region, where the zonal flow acceleration is stronger during
the acceleration stage.
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the E field displays a more complicated structure than in the control simulation.

Significantly, an eastward zonal flow acceleration (E > 0) is present in the tropics

(φ . ±20◦), in the p ≈ [250, 600] hPa region. Note also that at p = 200 hPa, the

the zonal flow is accelerated at the equator and decelerated in the subtropics, in the

10◦ < |φ| < 30◦ region, where the wave propagation is equatorward. In addition,

the poleward flanks of the subtropical jets are decelerated at higher altitudes (p ≈
[200, 450] hPa) and accelerated at lower altitudes (p ≈ [450, 600] hPa). While the F

and E distributions are similar during the acceleration and the equilibrated stages,

there is a notable difference in the equatorial region at p ≈ 500 hPa level: the

acceleration of zonal wind is stronger during the acceleration stage than during the

equilibrated stage.

It is also useful to examine the spectral characteristics of the eddy momentum

flux convergence, C ≡ −1/(Rp cos2 φ)∂/∂φ(u′v′
∗
cos2 φ). The eddy momentum flux

at each φ is first spectrally decomposed among the zonal wavenumbers {m} to

obtain the m–φ covariance spectrum, before computing divergence (e.g. Hayashi,

1971; Randel and Held, 1991). Similarly, the phase speed, c (m,φ) = $Rp cosφ/m

with $ = $(m) the frequency, is computed to obtain the c–φ C spectrum. Note

that positive (negative) C spectra is associated with momentum source (sink). Both

spectra from the control simulation and the RTG simulation are shown in Figure 5.6.

The spectra are taken from the p = 500 hPa level, the level of maximum zonal wind

acceleration in the RTG simulation (see Figure 5.5b and c); recall that there is no

superrotation in the control case.

First the m–φ spectra is discussed. Figure 5.6a shows the m–φ spectrum calcu-

lated for 5 consecutive 50 day windows over t = [950, 1200] days from the control

simulation after reaching equilibration. The spectrum for m ≤ 10 is shown be-

cause larger wavenumbers (i.e. m > 11) have insignificant power. The C spectrum

shows that m∼6 modes, which are centered on the jets, dominate at mid-latitudes.

Figures 3.5b and c show the m–φ spectrum from the RTG simulation over the acceler-

ation stage (t = [250, 500] days), and the equilibrated stage (t = [4750, 5000] days),

respectively. The spectrum in the RTG simulation is also dominated by m ∼ 6

modes, but the waves are excited on both flanks of the subtropical jets at φ ≈ ±5◦

and φ ≈ ±35◦. These modes stir the flow and converge eastward momentum into

their source region and westward momentum into their breaking or saturation region.

In addition, low wavenumber (i.e. m∼ 2) modes converge eastward momentum at

the equator. In what follows, it will be shown that the m∼2 modes have a distinct

Kelvin wave-like behaviour as also found in Potter et al. (2014).

There are other distinguishing features in the RTG simulations, in general. For
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example, the C spectra in the RTG simulations are qualitatively same at lower model

resolutions. However, there are significant quantitative differences. For example, at

lower resolutions the power in m ∼ 6 modes, which are still located at the flanks

of the subtropical jet, is significantly smaller (by ∼10 times): the power in these

modes is comparable to those of m∼ 2 modes. Moreover, the m∼ 6 modes on the

equatorward flanks of the subtropical jets disappear completely after the acceleration

stage (recall the modes persist well into the equilibrated stage in the simulation

presented in Figure 5.6). As we shall show in section 5.3.2, this is due to inadequate

horizontal resolution.

Now the c–φ spectra are discussed. The lower panels of Figure 5.6 present the

c–φ spectra at the p = 500 hPa level for the control (panel d) and RTG (panels

e and f) simulations, respectively. Note that the spectrum has insignificant power

for c . 0 m s−1 and for c ≥ 40 m s−1. The calculation is performed over the same

time windows as in the corresponding upper panels of Figure 5.6. In each panel,

the superimposed red curve shows u (divided by cosφ) and the superimposed blue

curve shows the difference between u and the angular momentum conserving wind

Um (i.e., u− Um), where

Um ≡
ΩRp sin2 φ

cosφ
. (5.6)

Superrotation, M>M0, is associated with (u− Um) > 0.

The mean flow acceleration will tend to push u towards c. Because in Figure 5.6d

c . u everywhere, the equatorward propagating Rossby waves can not accelerate

the zonal flow in the control simulation. The waves, which are generated at the

cores of the jets, propagate equatorward until they encounter a critical layer on the

equatorward flanks of the jets. In the critical layer, Rossby waves break and deposit

westward momentum; hence, no superrotation is present in the control simulation.

In contrast, in the RTG simulation (Figures 5.6e and f), the m∼6 modes that prop-

agate poleward from their source region at φ ∼ ±5◦ deposit eastward momentum

near the equator where c & u. These waves break at φ ∼ ±15–20◦ and decelerate

the flow there. Additionally, the m ∼ 2 disturbance, with c ∼ 30 m s−1, acceler-

ates the zonal flow at the equator by pushing u towards c and converging eastward

momentum at the equator throughout the RTG simulation (Figures 5.6e and f).

For a more detailed view of the flow field, a snapshot of Ertel potential vorticity,

q = [(ζ + f) ·∇θ] / ρ is shown in Figure 5.7; here ρ is density, and the projection

shown is cylindrical-equidistant centered on the equator. Figure 5.7a shows q for

the control simulation on the θ = 315 K isentrope and Figure 5.7c shows q for the

RTG simulation on the θ = 300 K isentrope at T170L30 resolution, at t = 600 days.
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These isentropic surfaces lie approximately on the p = 500 hPa surface in the tropics.

To illustrate how the PV distribution changes in time the zonal-mean PV (q) for

the two simulations at t = 40 days (red curve), t = 200 days (black curve), and

t = 600 days (blue curve) is shown in panels b and d for |φ| ≤ ±15◦. Note that at

t = 40 days the unaveraged flow in both simulations is nearly zonally-symmetric.

The m∼6 structure can clearly be seen in panels a and c, but mixing of q occurs

closer to the equator in the RTG simulation than in the control simulation. This

is consistent with the diagnostics in Figure 5.6 just discussed above. In the control

simulation no mixing is taking place in the equatorial region as the zonal-mean

PV changes little from the zonally-symmetric PV at t = 40 days (see Figure 5.7b).

Crucially, in the RTG simulation, mixing results in a band of sharp q-gradient pushed

to the equator; a corresponding band is not present in the control simulation. The

band is not zonally-symmetric and often appears with a blob of q that appears to

have broken off from large-amplitude undulations of the high-gradient band. In

addition to inducing a q-jump at the equator, the undulations and concentrations of

PV at the equator act as sources of enhanced superrotation. The blobs of q at the

equator translate longitudinally faster than the zonal mean zonal wind and show up

in the spectrum as the m ∼ 2 features.

While the m ∼ 2 features lack a coherent wave-like structure in the q field, the

wave-like behaviour can be seen more clearly by examining the perturbation geopo-

tential height Φ′ in the RTG simulation in the equatorial region. Figure 5.8 shows

Φ′ with wind vectors overlaid on the p = 500 hPa surface, at t = 600 days. In

panel (a) the whole fields are shown and in panel (b) the fields have been filtered in

Fourier space such that only the m = 2 signal remains. The filtered fields, in partic-

ular, resemble the classic Kelvin wave solution of the equatorial beta-plane shallow

water model (e.g., Matsuno, 1966). The Kelvin wave mechanism was proposed as

an explanation for equatorial superrotation under axisymmetric thermal forcing in

Potter et al. (2014). Note that Kelvin waves and Rossby-Kelvin modes excited in

the presence of non-uniform mean flow have also been discussed in e.g., Iga and

Matsuda (2005) as a possible mechanism for superrotation on Venus.

Kelvin waves in the RTG simulation can be identified by Fourier transforming

equatorial geopotential height field Φ in space and time and depicting the resulting

spectra in Wheeler-Kiladis diagrams as a function of $ and m (Wheeler and Kiladis,

1999). Here, 10 96-day time windows are taken to obtain the Φ spectrum. Both

symmetric and antisymmetric Wheeler-Kiladis diagrams for the control (panels a

and c) and the RTG simulations (panels b and d) are shown in Figure 5.9 at T170L30

resolution at the p = 500 hPa level. Overlaid on the symmetric diagrams are
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the theoretical dispersion curves for the Kelvin waves and on the antisymmetric

diagrams the theoretical dispersion curves for the mixed Rossby-gravity waves for

equivalent depths of h0 = 12, 40, and 100 m.

For the control simulation, only a weak Kelvin wave signal is present at the

equator (panel a) and the spectrum is dominated by the westward propagating

mixed Rossby-gravity waves with h0 = 100 m (panel c). For the RTG simulation, a

clear h0 = 100 m Kelvin wave signal dominates the spectrum (panel b) with little or

no westward propagating wave activity. The above diagnostics suggest that Kelvin

waves, together with mixing of q by the m ∼ 6 modes on the equatorward flanks of

the subtropical jets, play a significant role in driving and maintaining the equatorial

superrotation in the RTG simulations. Note that the equatorial Φ spectra is both

quantitatively and qualitatively the same for all horizontal resolutions investigated

in this study.

Detailed diagnostics of the flow field reveal that the meridional gradient of zonal

mean q, R−1
p ∂q/∂φ, changes sign at both flanks of the subtropical jets, at φ = ±4◦

and at φ = ±10◦ in the p = 600− 300 hPa region, throughout the RTG simulation

(not shown). Because a necessary (but not sufficient) Rayleigh-Kuo condition for

barotropic instability is that R−1
p ∂q/∂φ changes sign somewhere in the domain, this

suggests that the source of the m∼ 6 at the flanks of the jets and the equatorial

m∼ 2 Kelvin wave-like features is barotropic instability. The latitudinal scale Lφ

of an equatorially trapped Kelvin wave can be estimated to be of the order of the

equatorial Rossby deformation length scale Lφ =
√
c/β where β = 2Ω/Rp. For

the wave with c ∼ 30 m s−1 (cf. Figures 5.6 and 5.9b), Lφ ∼ 1500 km or φ = 10◦.

Therefore to excite equatorially trapped Kelvin waves stirring must occur within the

φ ∼ 10◦ band from the equator. For the control simulation neither the necessary

condition for barotropic nor baroclinic instability is satisfied in this region. This

might explain the absence of equatorial Kelvin waves from the control simulation in

Figure 5.9.

To elucidate the role of the instabilities in generating superrotation, adiabatic

initial value simulations are also carried out with the shallow water model SWBOB

(Scott et al., 2003), which employs the same numerical algorithms as BOB. Equi-

libration of subtropical eastward jets is studied in two setups: SW1 and SW2. In

SW1, the initial jets are centred close to the equator, at φ = ±20◦, and satisfy

both the Rayleigh-Kuo criterion for barotropic instability on the equatorward flank,

at φ∼±5◦. In SW2, the initial jets are centred at φ ∼ ±35◦ and also satisfy the

Rayleigh-Kuo instability criterion on both flanks, but further from the equator than

in SW1. Note that the amplitude of the initial jets is same in both setups. After an
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Figure 5.7: Snapshot of Ertel potential vorticity q [K m2 kg−1 s−1] and its zonal-mean
q for the control simulation (a and b, respectively) and RTG simulation
(c and d, respectively) at T170L30 resolution. The q fields are shown
at t = 600 days in cylindrical-equidistant projection on the Θ = 315 K
and Θ = 300 K isentropes, respectively (these surfaces lie approximately
at p = 500 hPa in the tropics). Maximum and minimum contour values
are ±10−5 K m2 kg−1 s−1 and ±5× 10−6 K m2 kg−1 s−1, respectively. The
m∼ 6 mode can be seen in both a) and c), as well as the presence of
equatorial q-gradients and blobs in c) (only). Panels b) and d) show
q on same isentropes as in a) and c). The equatorial region at t =
40 days (red), t = 200 days (black) and t = 600 days (blue) is shown.
Superrotation is generated in the RTG simulation as a consequence of
extrusion of high q from higher latitudes to the equator via mixing. In
contrast, notice the absence of q-mixing at the equator in the control
simulation.
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Figure 5.8: Snapshot of perturbation geopotential Φ′ [m2 s−2] with horizontal wind
vectors overlaid for the RTG simulation at T170L30 resolution. The
fields are shown at t = 600 days in cylindrical-equidistant projection
in the equatorial region at the p = 500 hPa level. Panel (a) shows the
unfiltered fields and panel (b) shows the fields filtered so that only m = 2
signal remains. Maximum and minimum contour values are±300 m2 s−2.
Note the resemblance of the filtered fields with the classic Kelvin wave
solution.
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Figure 5.9: Symmetric and antisymmetric mode Wheeler-Kiladis diagrams of the
geopotential height field in the equatorial region (|φ| < 10◦) for the
control (panels a and c) and the RTG (panels b and d) simulations at
p = 500 hPa. The theoretical dispersion curves for Kelvin and mixed
Rossby-gravity waves for equivalent depths h0 = 12, 40, and 100 m are
overlaid on the diagrams. Notice the presence of h0 = 100 m Kelvin
waves in the RTG simulation.
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applied initial perturbation, the jets are allowed to evolve freely in both setups until

an equilibrated state is reached (as in Chapter 3). In setup SW1, the flow equili-

brates to a superrotating state whereas in setup SW2, the flow remains subrotating

at the equator. This can be seen in Figure 5.10, which shows the initial zonal wind

u0(φ) (red curve) and the equilibrated zonal mean zonal wind u for setup SW1 (a)

and setup SW2 (b), respectively. The fields at T170 (blue curve) and T42 (black

curve) horizontal resolutions are shown.

In Figure 5.11, a snapshots of shallow-water potential vorticity, qsw = (f + ζ)/h

with h the fluid depth, are presented for setup SW1 (Figure 5.11a) and setup SW2

(Figure 5.11b) in cylindrical-equidistant view. The fields at T170 horizontal res-

olution, during the non-linear stage of the instability at t = 16 days, are shown.

In Figure 5.11a, barotropic instability provides the necessary stirring mechanisms

in the equatorial region, required for flow acceleration and generation of superrota-

tion. In Figure 5.11b, the stirring is located too far from the equator to influence

the equatorial flow; hence, no superrotation is generated. Moreover, the magnitude

of equatorial superrotation in SW1 setup is stronger for larger initial jet ampli-

tudes, when barotropic instability criterion is more strongly satisfied. In addition,

the magnitude of superrotation in SW1 setup is larger at lower horizontal resolu-

tion for the same initial jet amplitude (see Figure 5.10a). Note also that as in the

RTG simulation the peak flow amplitude is off the equator. As in the setup SW1,

stronger superrotation is also produced at lower horizontal resolution in the RTG

setup. Therefore, in what follows, the role of the horizontal resolution as well as the

numerical dissipation on the simulated flow is clarified in both the control and the

RTG simulations.

5.3.2 Resolution and Dissipation

In general, the strength of superrotation depends on the horizontal resolution or

dissipation. For the full primitive equations, it is found that relatively high horizon-

tal resolution (&T170) is required for numerical convergence – particularly for the

RTG case. The high resolution ensures accurate representation of the eddy fluxes,

for example. In this work, simulations are defined to be converged if both of the

following criteria on the total (column-averaged) equatorial zonal wind 〈ueq〉 are

met:

i) At equilibration, 〈ueq〉 is statistically same at least at two different horizontal

resolutions, for any viscosity coefficient ν8.
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Figure 5.10: Initial zonal wind u0(φ) [m s−1] (red curve) and equilibrated zonal-mean
zonal wind (u) [m s−1] at T170 (blue curve) and T42 (black curve)
horizontal resolutions from initial value calculations with the shallow-
water model. In a) u0 satisfies the necessary condition for barotropic
instability at φ ∼ ±5◦. In b) u0 satisfies the necessary condition for
barotropic instability – but further from the equator than in a). In a)
superrotation is produced as a result of mixing at the equator whereas
in b) mixing is located further away from the equator and superrotation
is not produced. Note also stronger superrotation in T42 simulation in
a).
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Figure 5.11: Shallow-water potential vorticity qsw [m−1 s−1] in cylindrical-equidistant
view for setup SW1 (a) and setup SW2 (b) at t = 16 days. The hori-
zontal resolution is T170. In a) instabilities located closer to the equa-
tor provide the necessary stirring for generation of superrotation. In
b) stirring is located too far from the equator. Maximum and mini-
mum contour values are ±1.68× 10−8 m−1 s−1, with contour interval
10−9 m−1 s−1.
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ii) At equilibration, 〈ueq〉 is not sensitive to the choice of viscosity coefficient ν8, at

a given horizontal resolution.

For the latter criterion, ν8 values are heuristically chosen from a “credible” range,

which refers to those values that permit the vorticity field to be neither under-

dissipated (i.e., inundated with grid-scale noise — e.g., the fields shown in Fig-

ures 3.17a− b in Chapter 3) nor over-dissipated (i.e., devoid of any strong coherent

structures, such as vortices and sharp gradients — e.g., the fields shown in Fig-

ures 3.19a−b in Chapter 3). Experience has shown that certain amount of tuning is

always necessary and that there always exists a finite range of values that is reason-

ably free from gross subjectivity and satisfy the credible condition on the vorticity

field.2

Before the 〈ueq〉 is discussed, in Figure 5.12 the equilibrated u∗ from the RTG

simulations at T42L30 (a), T85L30 (b) and T170L30 (c) resolutions is presented.

The figure clearly shows that RTG simulations are not converged at resolutions

lower than T170L30, as it does not satisfy criterion i); the T170 and T341 results

are very similar (not shown, but see discussion below). In contrast, the equilibrated

u∗ for the control simulations can exhibit qualitatively same behaviour at the same

three horizontal resolutions presented (although they are still not converged, as is

also discussed below). Interestingly, superrotation is considerably stronger at lower

horizontal resolution in the RTG simulations.

Figure 5.13 now shows the time series of 〈ueq〉 from the control simulations (Fig-

ure 5.13a) and the RTG simulations (Figure 5.13b). For reference purpose, the time

series from the T341L30 RTG simulation is also shown in Figure 5.13b. Note that,

with exceptions as noted in the discussion below, the value of ν8 for all the simula-

tions in the figure is chosen so that the e-folding time for the truncation scale is nom-

inally (0.1, 0.01, 0.001, 0.0001) days at (T42, T85, T170, T341) resolutions, respec-

tively. The chosen times correspond to ν8 = (3.0, 0.1, 0.0044, 0.00017)×1037 m8 s−1,

respectively. In Figure 5.13a, the convergence criterion i) is fulfilled for the control

simulation at T42 resolution. However, the control simulation does not fulfill cri-

terion ii) at resolutions lower than T85. For example, a T42 resolution simulation

employing the ν8 value from the T21 resolution simulation (i.e. 25 times greater

value) leads to a significantly different time series behaviour (cf. black and green

lines); the behaviour does not persist into T85 resolution simulations, as is shown

below. Convergence criterion i) is also fulfilled by the RTG simulation – but at the

2Experience has also shown that each new problem and setup necessitate a thorough characteri-
zation of accuracy and convergence, for confidence in the obtained results.
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higher, T170 resolution. Moreover, the value of 〈ueq〉 at equilibration for the con-

verged RTG simulations is much lower than for the un-converged, lower-resolution

simulations – by as much as 17 m s−1 (cf. black and blue curves in Figure 5.13b). In

addition, RTG simulations at T42 and T85 resolutions take considerably longer time

to reach equilibration than that at T170 resolution. In the latter case, equilibration

is reached at t∼1000 days, compared with t∼7000 days for the former cases.

Throughout this work, a larger value of ν8 is used when performing a given sim-

ulation at a lower horizontal resolution – as is commonly practiced; alternatively, a

smaller value of ν8 is used when performing a given simulation at a higher horizon-

tal resolution. The practice is primarily carried out for numerical stability and/or

“spectrum tuning” reasons, and it results in different damping times for a given

wavenumber at the different resolutions. However, as advocated in Polvani et al.

(2004) and in Chapter 3, the same value of ν8 should be used for all resolutions

in order to “cleanly” assess numerical convergence: each wavenumber, up to the

truncation, then experiences the same dissipation rate in all the simulations. This

philosophy is closely related to the convergence criterion ii). Both imply that, once

the wavenumbers required for convergence is adequately resolved, including addi-

tional wavenumbers in such a simulation would not affect the large-scale flow. Of

course, this assumes weak or absence of non-locality in the flow, which may not be

the case in practice because of physical and/or numerical reasons.

Indeed, consider the green and red curves in Figure 5.13b, showing two RTG

simulations at different horizontal resolutions (T85 and T170) using the same ν8

value (cf. green and red curves). It is clear that the RTG simulation is not converged

at T85 resolution; it has been checked that the curves for T170 and T341 resolutions,

subjected to the same test, do match very closely. In fact, the disagreement is

much stronger, compared with the similar test in the control case, which is in fact

performed at much lower resolutions (cf. green and black curves in Figure 5.13a).

Clearly, the “extra modes” included in the T170 resolution in the RTG simulations

affect 〈ueq〉 quantitatively.

Figure 5.14 illustrates the above points more lucidly with simulations at T85L30

resolution, for the control case (Figure 5.14a) and RTG case (Figure 5.15b). Criterion

i) is met for the control case at T85 resolution, and has already been discussed

above. Figure 5.14a demonstrates that criterion ii) is also met: the simulations are

not sensitive to variations in ν8, suggesting the control case is converged at T85

resolution. In contrast, Figure 5.14b demonstrates that criterion ii) is not met for

the RTG case: the simulations are acutely sensitive to variations in ν8. Moreover,

superimposing the time series from the T170 resolution simulation illustrates that it
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Figure 5.13: Time series of column-averaged zonal wind at the equator 〈ueq〉 [m s−1]
at varying horizontal resolutions for the control simulations (a) and
the RTG simulations (b): 〈ueq〉 for {T42L30, T85L30, T170L30,
T341L30} resolutions are shown in {black, red, blue, yellow}, respec-
tively. The green curve in a) shows the control simulation performed
at T42 horizontal resolution with ν8 from a T21 resolution simulation,
which is 25 times larger than in the “nominal” T42 simulation (black
curve). The green curve in b) shows the RTG simulation performed at
T170 horizontal resolution with ν8 same as in the T85 resolution sim-
ulation (red curve). The magnitude of 〈ueq〉 is insensitive to horizontal
resolution in the control simulations – when properly tuned, whereas
〈ueq〉 decreases with increasing resolution in the RTG simulations. In
the latter simulations, T170L30 simulations with different ν8 produce
nearly-identical results.
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is possible to erroneously conclude that criterion i) is met (see the blue and purple

curves), if ν8 were not varied at the T85 resolution. The equatorial superrotation

is surprisingly weaker at the higher resolution. It is important to reiterate at this

point that the “correct” ν8 at T85 resolution cannot be determined a priori: it is

only after performing the RTG simulation at T170L30 resolution and establishing

that the converged simulations have 〈ueq〉 ≈ 5 m s−1 that it is possible to tune ν8 for

an “optimal” simulation.

Extensive diagnostics of the simulations show that the stronger superrotation in

the lower-resolution and/or stronger-dissipation simulation is due to the mitigation

of nonlinear mixing of q at φ ≈ ±15◦–20◦. The m ∼ 6 eddies at φ ≈ ±15◦–20◦

(Figure 5.6; see also Figures 5.7 and 5.13) are much weaker (or altogether absent)

in the low-resolution/high-dissipation simulations. Because high-resolution/low-

dissipation simulations permit stronger eddies, which mix q more efficiently, these

simulations have a much more pronounced mixed zone at φ ≈ ±10◦–20◦ (as well

as sharper “q-jumps” bounding the zone), compared to the low-resolution/high-

dissipation simulations.3 Note that the jumps would produce an eastward jet at

that location and a weaker eastward, or even westward, flow in the mixed zone.

Note however, that the equatorial Kelvin waves signal is independent of the hori-

zontal resolution.

In addition to the reduction in q-mixing, diagnostics also show that the superrota-

tion is enhanced in the lower-resolution and/or stronger-dissipation simulation, due

to linear diffusion of q. In those simulations, the unmixed region at the equator is

narrower and the jumps bounding the region are more diffused. Hence, the resulting

jets at the subtropics are less sharp on the equatorward flanks and the flow is more

strongly superrotating at the equator (cf. Figures 5.12a–c). The mechanism can be

clearly seen in Figures 5.15 and 5.16, which show the q distributions on the θ = 330 K

isentrope from two RTG simulations (one at T42 resolution and another at T170

resolution) at t = 5000 days. The q-gradients are clearly sharper at φ ≈ ±25◦ and

the equatorial step is wider in the T170 resolution calculation – i.e., the jets across

the equator are much less “fused” into each other. It is important to understand

that this is an entirely different mechanism than the Kelvin wave mechanism or the

nonlinear mixing just discussed.

3Note, q = q(φ) forms a “staircase-like” structure, with “steps” and “jumps” (see e.g., Dritschel
and McIntyre, 2008, and references therein).
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Figure 5.14: Time series of 〈ueq〉 [m s−1] at T85L30 resolution with varying ν8 for
the control simulation (a) and the RTG simulation (b). The dissipation
coefficient ν8 is chosen such that τd is 0.001 days (black curve); 0.01 days
(red curve); and, 0.1 days (blue curve), respectively. In addition, 〈ueq〉
from the nominal T170L30 resolution simulation is plotted in panel b).
Note the insensitivity of the control simulations to ν8 but the reduction
of 〈ueq〉 with decreasing ν8 in the RTG simulations. Note also that
T170L30 results are same as T85L30 results with τd = 0.1 days.
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Figure 5.15: Ertel potential vorticity, q [K m2 kg−1 s−1] for the RTG simulation
at T42L30 (a) and T170L30 (b) resolutions. The fields in cylindrical-
equidistant view, for −40◦ < φ < 40◦, on the Θ = 330 K isentropic
surface (approximately at the p = 200 hPa level in the tropics), at
t = 5000 days are shown. Maximum and minimum values are ±8×
10−6 K m2 kg−1 s−1, with contour interval 10−7 K m2 kg−1 s−1. Note
more spread out q contours at T42L30 resolution.
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Figure 5.16: a): Zonal-mean Ertel potential vorticity, q [K m2 kg−1 s−1], on the
Θ = 330 K isentropic surface, at t = 5000 days for the RTG simulation
at T42L30 (red) and T170L30 (black) resolution, respectively. b): Same
as a) but zonal-mean zonal wind. The fields for −40◦ < φ < 40◦ are
shown. As a result of enhanced PV diffusion at T42L30 resolution,
the q gradients are larger poleward of φ = ±5◦: hence the subtropical
jets are broader and their flanks extend more over the equator than at
T170L30 resolution.
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5.3.3 Other Sensitivities/Insensitivities

It is also important to note that the results discussed above apply for the specified

forcing parameters only. In addition to resolution/dissipation, the magnitude of

superrotation in the RTG simulation is sensitive to other parameters, such as {γ, b,

∆T , Ts} in equation (5.3). For example, for γ ≥ 0.05 (with b = 4), the transition

to superrotation – especially at high horizontal-resolution and/or low-dissipation –

does not occur. However, transition to superrotation is still possible for γ > 0.05

– if baroclinic instability is allowed to occur at lower latitudes by setting b > 4,

in agreement with Williams (2003). Setting ∆T > 60 K (and keeping all other

parameters fixed) also produces stronger superrotation because stronger meridional

shear on the equatorward flanks of the subtropical jets is associated with stronger

violation of the necessary criterion for barotropic instability than in the nominal

RTG case.

The magnitude of superrotation in the RTG simulation is also somewhat sensitive

to the form of the initial perturbation. A north-south symmetric perturbation—

such as a small amplitude localized bump at (±φ0,λ0) or a pure spherical harmonic

mode perturbation—produces north-south symmetric circulation and considerably

stronger superrotation than in the simulations initialized with north-south asym-

metric perturbation—such as Gaussian white noise. In such north-south symmetric

simulations, the equatorial flow is purely zonal (i.e., does not meander) and as a

result the superrotation is stronger. It is also worth noting that superrotation is

generated in the RTG simulation even in the absence of the Rayleigh drag. Hence,

superrotation can occur on planets with no solid surface as long as the equator-to-

pole equilibrium temperature gradient is weakened in the region below. Finally, it

is worth re-iterating that subrotation is even produced in a zonally-symmetric RTG

simulation (i.e., with no initial perturbation applied to initiate three-dimensional

turbulent flow). Hence, superrotation in the RTG simulation requires the presence

of non-axisymmetric eddies.

5.4 Summary and Conclusions

In this study, it has been shown that equatorial superrotation can be easily gen-

erated, even under axisymmetric thermal forcing – if the equator-to-pole surface

temperature gradient is weaker than in the classic HS test case. Superrotation does

not easily arise under axisymmetric forcing. However, superrotation can be gener-

ated and maintained even under this situation via barotropic instability.
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When the equator-to-pole surface temperature gradient is reduced, the role of

Rossby waves – produced by mid-latitude baroclinic instability – in converging west-

ward momentum in the equatorial region is diminished. Also, if a wave “source”

exists at the equator, superrotation can develop if the eddy angular momentum

fluxes out of the region are strong enough and directed up the mean angular mo-

mentum gradient. As in Williams (2003), it is also observed here that barotropic

instability provides the necessary stirring in the equatorial region. The instabilities

push sharp gradients toward the equator and also excite large-scale, Kelvin waves

that accelerate the zonal-mean zonal wind at the equator. In the control simula-

tion the necessary criterion for barotropic or baroclinic instability are not satisfied

in the equatorial region; hence, no mechanisms to provide stirring or excite Kelvin

waves exist. It is possible that barotropic instability is the source of Kelvin waves

in Mitchell and Vallis (2010) and Potter et al. (2014). For a fixed phase speed, the

meridional width of the Kelvin waves increases with decreasing Rp (and Ω). Thus

the stirring does not need to be located as close to the equator as in the RTG sim-

ulation discussed here with Earth’s Ω and Rp. Hence, unlike advocated in Potter

et al. (2014) it is not possible to separate barotropic instability mechanism from the

Kelvin wave mechanism in simulations with axisymmetric forcing.

To adequately resolve the dynamics of angular momentum fluxes near the equa-

tor, large horizontal resolution is required (&T170). In low resolution or strongly

dissipated simulations, potential vorticity mixing by the m∼6 modes equatorward

of φ ≈ ±25◦ is weaker and potential vorticity is more spread out by diffusion than in

the high resolution or low dissipation simulations. Therefore, in the under-resolved

case the superrotation is stronger and the subtropical jets are less sharp on their

equatorward flanks. The stronger resolution requirement for the RTG simulation,

compared to the control simulation (which is converged at T85 horizontal resolution),

is due to the near-equatorial location of the mixing region in the former case. When

the subtropical jets (and hence the mixing zone and the source of Kelvin waves) are

located further poleward, low resolution therefore could still induce superrotation.

One could debate about whether such a mechanism is physically realistic, but

perhaps argument could be made for the large variety of planets currently being

discovered (see e.g., http://exoplanet.eu). Certainly, the choice of the RTG heating

profile is not realistic for the present-day climate. However, such heating arrange-

ment can be relevant to the runaway greenhouse Earth or other terrestrial planets

characterized by thick cloud cover, as just discussed.



6 Conclusion

Baroclinic jet dynamics on both synchronized and unsynchronized hot-Jupiters and

Earth-like planets has been the focus of this thesis. Hot-Jupiters are character-

ized by moderate rotation rates (∼few days), fast flow speeds (∼1000 m s−1), hot

equilibrium temperatures (∼2000 K), and, if spin-orbit synchronization is assumed,

large (∼1000 K) equilibrium day-night temperature differences. These properties

place hot-Jupiters in a dynamical parameter regime that has thus far received little

attention in the area of classic geophysical fluid dynamics. In the astrophysical con-

text, understanding jet dynamics on hot-Jupiters is important because it affects the

temperature distribution and therefore, the observed signal. The Earth-like planets

are also beginning to be accessible to characterization, making the study of their

atmospheres extremely important and forefront research. Thus, there is a great

opportunity to extend and challenge our current knowledge of atmospheric dynam-

ics in conditions other than those of the present-day Earth or other Solar System

bodies.

6.1 Summary

In this thesis general circulation models (GCMs) that solve the traditional primitive

equations in spherical geometry have been used to study baroclinic jet dynamics

on hot-Jupiters and Earth-like planets. Because of the extensive testing, validation

and tuning, GCMs have been successful in studies of the Earth and some Solar

System planets. However, performance and predictive capabilities of a GCM can be

stretched beyond the limit under markedly different dynamical regime and forcing

conditions. Full GCMs are complex and require a number of physical parameters

and assumptions about fundamental physical processes (e.g., convection, radiation,

wave-drag, etc.), which are as yet unconstrained or unobtainable from the first

principles for an extrasolar planet. Hence, the overall approach taken in this thesis

is to strive for minimal complexity and minimal reliance on unknown constraints and

to set up idealized scenarios where dynamical mechanisms and model performance

168
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can be studied in a “clean” way.

Baroclinic instability is one such dynamical mechanism, which has thus far not

been studied on exoplanets. It is important for transporting and mixing heat, as well

as for influencing large-scale variability. In Chapter 3, baroclinic instability under

conditions relevant to unsynchronized hot-Jupiters was studied using both linear

normal mode analysis and non-linear initial value simulations in adiabatic condition.

In particular, stability properties of large-scale, high-speed (∼ 1000 m s−1) jets

similar to those observed in diabatic simulations of hot-Jupiters (e.g., Showman

et al., 2008; Rauscher and Menou, 2010; Thrastarson and Cho, 2010) were assessed.

The focus has been on broad, eastward equatorial jets and westward, high-latitude

jets. Such jets were shown to be baroclinically unstable on timescales of few to few

tens of planetary rotations—despite the planetary size of the Rossby deformation

scale. It was also shown that due to changes in sign of the jet curvature, unstable

jets evolved differently depending on their sign (eastward or westward): westward

jets are more stable than their eastward counterparts and require larger vertical

shear to satisfy the necessary condition for baroclinic instability.

Throughout this thesis, particular attention was paid to model convergence with

resolution and numerical dissipation. By performing baroclinic instability simula-

tions in Chapter 3 with a range of horizontal resolutions (from T21 to T170) and

hyperdissipation coefficients, it was shown that the instability is poorly (or not at

all) captured at horizontal resolutions below T85 and/or for high numerical viscos-

ity coefficients. Because large numerical viscosities are often used to balance strong

thermal forcing in diabatic hot-Jupiter simulations, the implication is that baroclinic

instability is unlikely to be represented in current simulations—even if necessary in-

stability criteria are satisfied. Moreover, large-scale baroclinic instability is not likely

to be important in diabatic simulations with thermal relaxation times shorter than

the instability timescales (few to few tens of planetary rotations).

In the relatively untested area of extrasolar planet atmospheric modelling, it is

important to ask if the results of a numerical simulation are of physical or numerical

origin. The GCMs can easily be stretched to their limits—especially in an attempt

to model extreme hot-Jupiter conditions (i.e., fast flow speeds, large equilibrium

temperature gradients, and short ∼ 10 − 100 h thermal relaxation times). Moti-

vated by the variability in published hot-Jupiter simulation results by others and

the findings in Chapter 3, a thorough and systematic intercomparison of five GCMs

(BOB, CAM, IGCM, MITgcm and PEQMOD) for hot-Jupiter conditions was per-

formed in Chapter 4. All tested GCMs have recently been used to study hot-Jupiter

atmospheres and they all solve the traditional primitive equations, but employ a
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range of algorithms for the spatial discretization (pseudospectral or finite volume)

and numerical dissipation (hyperdissipation and Shapiro filter). The GCMs were

tested under three tests which assessed: I) an ability of a truly inviscid model to

maintain a balanced steady state; II) the ability of a model to faithfully capture the

non-linear evolution of a baroclinic wave studied in Chapter 3; and, III) the perfor-

mance of a model subject to a typical “hot-Jupiter-like” strong, zonally-asymmetric,

mode-1 thermal forcing. In the first two test cases all models performed as expected

apart from MITgcm in cubed sphere (CS) grid. In test case I), the eight special cor-

ner points inherent in the CS mesh quickly degraded the balanced state and caused

the simulation to blow up. In test case II), the special corner points provided an

additional perturbation and caused the unstable wave field to evolve differently in

MITgcm in CS grid than in the other tested models. In contrast to test cases I) and

II), the extreme forcing conditions (i.e., thermal relaxation times of ∼ 10-100 h, and

1000 K day-night equilibrium temperature differences) in test case III) produced

a broad range of behaviour in the model circulations. While all models produced

time-variable quadrupole flow structures with a superrotating jet at the equator,

significant phase and amplitude differences were present in the prognostic fields. In

contrast with many published studies, the implication of these results is that specific

quantitative predictions (such as the location of large vortices and hottest regions)

by GCMs should be viewed with caution.

Throughout Chapter 4, a careful attention was paid to the conservation proper-

ties of GCMs. In particular, it was shown that extreme forcing conditions in test

case III), can lead to a severe violation of globally integrated absolute angular mo-

mentum conservation. For example, in simulations with MITgcm in CS grid the

globally integrated angular momentum increased by as much as 45% at the end of

the integration (t = 100 τ , where τ is planet day). Hence, the normally “harmless”

small non-conservation in Earth-like conditions, for which the GCMs have been

constructed and tested, could be exacerbated under hot-Jupiter-like forcing condi-

tions. Severe non-conservation of globally integrated angular momentum can lead

to unrealistic simulated jet magnitudes: for example, supersonic flows that are not

permitted by the hydrostatic primitive equations with free slip boundary conditions,

can be produced. However, as demonstrated in Chapter 4, globally integrated angu-

lar momentum non-conservation is not always apparent by looking at the flow fields

alone. Therefore, diagnosing globally integrated angular momentum conservation

in GCMs should be standard practice—especially when the GCMs are used in new

and untested parameter regime.

Many diabatic simulations of hot-Jupiter atmospheres, including those presented



6.2: Outlook and Future Work 171

in test case III) in Chapter 4, produce a high-speed, superrotating jet at the equator

when forced with zonally-asymmetric thermal forcing. However, equatorial super-

rotation is not a climate mode generally encountered in the atmospheres of zonally-

symmetrically forced, rapidly rotating, Earth-size planets. For example, in the zonal

mean the Earth’s atmosphere subrotates weakly at the equator. However, in Chap-

ter 5, it was shown that transition to equatorial superrotation in the atmospheres

of Earth-like planets is possible—even under zonally-symmetric thermal forcing—if

the equator-to-pole surface equilibrium temperature gradient is weakened near the

surface. The main factors that contributed to the generation of superrotation un-

der weakened temperature gradient are: 1) suppression of breaking Rossby waves

(generated by midlatitude baroclinic instability), that decelerate the equatorial flow;

and, 2) generation of inertial and barotropic instabilities in the equatorial region,

that provide stirring to accelerate equatorial flow. As has been common practice

throughout this thesis, a careful attention was paid to the convergence of model

solutions with resolution. It was shown that the magnitude of superrotation is sen-

sitive to the horizontal resolution and dissipation specifications. Simulations with

low horizontal resolution and/or strong dissipation produced considerably stronger

(by 4 times) superrotation and convergence of model results was not achieved at

horizontal resolution lower than T170. In low resolution and/or strong dissipation

simulations, it was found that the enhanced diffusion of potential vorticity and the

reduced potential vorticity mixing on the equatorward flanks of the subtropical jets

cause the jets to merge together at the equator. As a result, stronger superrota-

tion is produced. The T170 resolution requirement for the reduced temperature

gradient regime is somewhat stronger than for the classic, non-superrotating regime

(i.e., Held and Suarez (1994)), for which convergence is achieved at T85 horizontal

resolution. Therefore, as has been advocated throughout this thesis, numerical con-

vergence must be carefully assessed in GCM simulations for each problem and setup

considered.

6.2 Outlook and Future Work

The results presented in Chapter 3 showed that baroclinic instability is likely to play

a role in weather, general circulation and large-scale variability on hot gas giant plan-

ets on time-scales of a few to few tens of planetary rotation periods. However, given

that many typical hot-Jupiter simulations employ thermal relaxation times signifi-

cantly shorter than the baroclinic instability time-scales, the instability is not likely
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to play a significant role in current strongly forced hot-Jupiter simulations. Despite

this, adiabatic simulations studied in Chapter 3 are important to cleanly delineate

many subtle effects in rotating-stratified fluid that could obscure baroclinic insta-

bility. More importantly, adiabatic simulations are essential as a foundation for the

instability under forced conditions. The role of forcing on the instability and the

background flow itself remains to be elucidated and warrants further study as at

present, it is unclear how realistic the often used short (2–100 h) thermal relax-

ation times and large day-night equilibrium temperature gradients are. Preliminary

simulations of diabatically forced hot-Jupiter atmospheres indicate that baroclinic

instability plays an important part when the thermal relaxation times are longer

(i.e., few to few tens of τ) and the day-night equilibrium temperature differences

are smaller (.100 K) than in many published “shallow atmosphere” hot-Jupiter

simulations1 to date (e.g., TC3 in Chapter 4, and Menou and Rauscher (2009);

Thrastarson and Cho (2010, 2011); Bending et al. (2013)). The stably stratified

radiative zone on hot-Jupiters may extend to as deep as 1000 bars and, if equa-

tion (2.10) is appropriate for estimating radiative time-scales, such “weak” forcing

conditions might be relevant below p ∼ 1 bar level. However, baroclinic instability

is not likely to be captured in the current “deep atmosphere” simulations2 either

(e.g., Cooper and Showman (2005); Rauscher and Menou (2010); Liu and Show-

man (2013)). This is because the use of large numerical dissipation coefficients is

required to prevent a model from crashing at high altitudes where strong thermal

forcing generates fast flow speeds. As a result, lower altitude regions, characterized

by weaker thermal forcing, are over-dissipated since the current practice is to employ

a constant (vertically-independent) dissipation in the modelled domain.

If present, baroclinic instability could generate large, long-lived storms that could

be observed remotely. Sharp fronts produced in baroclinic instability life-cycles can

also act as a gravity wave source (e.g., O’Sullivan and Dunkerton, 1995; Plougonven

and Snyder, 2007). Gravity waves are expected to play an important role in sta-

bly stratified atmospheres of hot-Jupiters: they can modify the circulation through

exerting accelerations (positive and negative) on the mean flow, as well as trans-

porting heat vertically from deep regions to regions above and laterally from day

side to night side (Watkins and Cho, 2010). Thus, studying the role of baroclinic

instability in generation of gravity waves on an extrasolar planet is an interesting

1Here, “shallow atmosphere” simulations are those which aim to characterize hot-Jupiter general
circulation above p = 1 bar region.

2Here, “deep atmosphere” simulations are those which aim to characterize hot-Jupiter general
circulation in 10−5 < p < 1000 bar region.
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problem. The effect of concomitant eddies on the background flow was also only

lightly touched on in Chapter 3, in which the main focus was on the instability and

subsequent evolution of jets in isolation. Therefore, the full effect of baroclinic in-

stability on the mean flow in hot-Jupiter conditions remains to be carefully studied

and elucidated.

The new and relatively untested forcing and dynamical parameter regime rele-

vant to hot-Jupiters presents challenges to GCMs. Claims of predictions or even

attempts to fruitfully model mechanisms, important instabilities and wave types

are moot if GCM results are of numerical origin. As was identified in Chapter 4,

conservation of global angular momentum is severely violated in MITgcm in CS grid

when short thermal relaxation times and large equilibrium temperature gradients

are used to force the flow. As alluded to in Chapter 4, using an alternative vor-

ticity advection scheme in MITgcm in CS grid improves global angular momentum

conservation. In diabatic hot-Jupiter simulations especially, it is found that the

choice of the advection scheme (potential enstrophy conserving, energy conserving,

or, energy-enstrophy conserving scheme) has a profound effect on global angular

momentum conservation in MITgcm in CS grid. With the use of the non-default,

energy conserving advection scheme global angular momentum conservation is sub-

stantially improved over the default enstrophy conserving scheme in moderate-time

integration problems (t ∼ 100 τ) started from an initial rest state. However, in long-

time integration problems (t ≥ 1000 τ), globally integrated angular momentum is

poorly or not at all conserved with all schemes—especially at low and intermediate

horizontal resolutions (C16 and C32). It should be emphasized that low resolution,

long-time integration simulations are common in current hot-Jupiter studies (e.g.,

Cooper and Showman, 2005; Rauscher and Menou, 2010). In addition, it is found

that the choice of the “optimal” advection scheme for MITgcm in CS grid is not

always obvious and depends on the initial condition, resolution and dissipation spec-

ifications. Moreover, the global angular momentum non-conservation in MITgcm in

CS grid is not limited to extreme forcing conditions only. For example, MITgcm

simulations in CS grid experience runaway of globally integrated angular momentum

in the well-studied Held and Suarez (1994) test case when the bottom Rayleigh drag

is not applied. Interestingly, globally integrated angular momentum is conserved al-

most exactly in MITgcm when Rayleigh drag is applied—this is despite the globally

integrated angular momentum not being conserved by the primitive equations in

the presence of momentum sinks. It is therefore possible that large enough momen-

tum sources and sinks arising from the inclusion of physical parametrizations will

mask the inability of a GCM to conserve globally integrated angular momentum.
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Therefore, assessing the impact of physical parametrizations on not only global but

also local angular momentum conservation, would be advantageous to the whole

atmospheric modelling community.

Somewhat disconcertingly, it is also found that in long-time integrations (i.e.,

t ≥ 1000 τ) of strongly forced hot-Jupiter atmospheres, the errors associated with

globally integrated angular momentum conservation are significant not only in MIT-

gcm in non-uniform CS grid, but also in pseudospectral models—IGCM and CAM—

and in MITgcm in uniform LL grid. The runaway of globally integrated angular

momentum appears to be tied in with the insufficient numerical dissipation and/or

resolution in a model and unphysical accumulation of energy in low wavenumber

modes. Hence, carefully isolating the interplay between dissipation and/or resolution

and angular momentum conservation would be an interesting problem to address.

Also, the most obvious difference between the pseudospectral models that almost

exactly conserve globally integrated angular momentum (BOB and PEQMOD) and

those that do not (IGCM and CAM) is the lower boundary condition: in the for-

mer models rigid lower boundary condition (i.e., zero vertical velocity) with zero

vertically integrated divergence over the whole atmosphere is implemented whereas

in the latter models the surface pressure surface is “free” (i.e., non-zero vertical

velocity). Therefore, it is possible that fast speed flows produced near the lower

boundary in the diabatically forced hot-Jupiter simulations in Chapter 4 cause the

models employing the free surface boundary condition to be less stable.

Given that the codes are pushed to their limits under typical hot-Jupiter setup, it

seems obvious to ask whether setting up simulations in this way is realistic. Could

some of the “bad” numerical behaviour be eliminated if the simulations were started

from a more balanced state than rest? What is the appropriate way to force the

simulations? Is choosing the equilibrium temperature based purely on the geo-

metric arguments rather than climatological temperatures in balance with the flow

appropriate? Is the extension of the lower boundary to p = 100 − 1000 bars, as

has become more common in recent hot-Jupiter studies (e.g., Cooper and Show-

man, 2005; Showman et al., 2008, 2009; Rauscher and Menou, 2010), realistic given

that the setup produces supersonic winds in hydrostatic primitive equation models?

These are just some of the important questions to address in future studies before

embarking on increasing the complexity of a model itself. When more complex phys-

ical parametrizations are included, the differences between models are likely to be

amplified. Carefully assessing the role of physical parametrizations on model results

is, in itself, a challenge that needs to be addressed in the future.

Characterization of Earth-like planet atmospheres will become more important
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not only because of the advancements in exoplanet measurement and detection

techniques but also because of the increased efforts to understand future and past

climate on the Earth. As demonstrated in Chapter 5, the general circulation on

Earth-like planets can be markedly different from the present-day Earth if only one

parameter—the magnitude of the equator-to-pole temperature gradient—is changed.

However, even under relatively well-studied forcing conditions and dynamical pa-

rameter regimes, erroneous conclusions can easily be drawn if the results are not

meticulously checked for convergence and accuracy.

In particular, equatorial dynamics warrants further study since it appears that the

resolution requirements are much higher for adequate representation of eddies and

vortices in the equatorial region. In addition, the role of parametrised dissipation on

equatorial superrotation needs to be investigated further. It is possible that models

employing different discretization techniques and dissipation schemes are not as

sensitive to the choice of the dissipation coefficient and/or horizontal resolution as

the pseudospectral model employing hyperviscosity. For example, the use of a less

dissipative contour-advective algorithm (e.g., Dritschel et al., 1999) would likely

lead to much better convergence of the reduced equator-to-pole surface temperature

gradient simulations in Chapter 5. It is also possible that stronger superrotation

is generated as a result of too much dissipation being applied to the mean flow.

However, preliminary calculations with the pseudospectral model show that applying

hyperdissipation on the eddies only does not lead to better convergence.

Another interesting problem to address is how inclusion of more physical processes

such as convection, clouds, sub-grid scale parametrizations etc. affect the equatorial

superrotation and the resolution requirements. Superrotation is likely to feed back

on the climate in complex ways. Therefore, its influence on climate should also

be studied using full-complexity GCMs. Thus, the lessons learned from this thesis

can be applied and extended not only by the exoplanet community but also by the

climate community.
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