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ABSTRACT 

A numerical model of two-phase plume developments in a small scale turbulent ocean 

is proposed and designed as a fundamental study to predict the near field 

physicochemical impacts and biological risk to the marine ecosystem from CO2 leakage 

from potential carbon storage locations around the North Sea. 

New sub-models are developed for bubble formation and drag coefficients using in-situ 

measurements from videos of the Quantifying and monitoring potential ecosystem 

Impacts of geological Carbon Storage (QICS) experiment. Existing sub-models such as 

Sherwood numbers and plume interactions are also compared, verified and implemented 

into the new model. Observational data collected from the North Sea provides the 

ability to develop and verify a large eddy simulation turbulence model, limited to 

situations where the non-slip boundary wall may be neglected. 

The model is then tested to assimilate the QICS experiment, before being applied to 

potential leakage scenarios around the North Sea with key marine impacts from pCO2 

and pH changes. The most serious leak is from a well blowout, with maximum pH 

changes of up to -2.7 and changes greater than -0.1 affecting areas up to 0.23 km
2
. Other 

scenarios through geological structures would be challenging to detect with pH changes 

below -0.27. 
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-3

 m 
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 m 
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ppm Parts per million (partial pressure) 
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2
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Fluids and Measures of Fluids 

CO2 Carbon Dioxide, referred to as a gas, however also may be 

in liquid or hydrate form 

CH4 Methane, referred to as a gas, however also may be in 

supercritical or hydrate form 

N2O Nitrous Oxide, referred to as a gas, however also may be 

in liquid or hydrate form 

H2 Hydrogen, referred to as a gas, however also may be in 

liquid or hydrate form 

H2O Water, referred to as a vapour in its gas form, however 

often found in liquid form 

pCO2 (μatm, ppm, ppb) Partial Pressure of Carbon Dioxide, a measure of 

dissolved carbon dioxide content 

DIC (μMol/kg) Dissolved Inorganic Carbon, a measure of dissolved 

carbon dioxide content 

pH Potential (or Power) of Hydrogen – a negative log10 of the 

concentration of hydrogen ions, commonly used to 

measure acidity 

Subscripts 

i, j Representing the X, Y, Z coordinates of flow. 

sw Seawater 

CO2 Carbon dioxide 

1, 2 Representing the two phases, 1 being the bubble or droplet 

plume, and 2 being the seawater and dissolved CO2 

solution 

0 Initial values 

ch Channel 

sed Sediments 

m Specific mass 

n Number density 
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CCS Carbon Capture and Storage (or Carbon Capture and 

Sequestration), the process of taking waste CO2 and 

injecting it into a reservoir rather than allowing it to 
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LES Large Eddy Simulation – a method of simulating 

turbulence in the small scale through solving larger eddies 

and modelling smaller ones 

ROV Remotely Operated Vehicle 

CCD Charge-Coupled Device, a digital imaging sensor 

CMOS Complementary Metal–Oxide–Semiconductor, a digital 

imaging sensor 

PIV Particle Image Velocimeter, an imaging processing 

technique that can be used to measure the detailed 

variation in bubble characteristics 

LDA Laser Dropper Analysis is a method that significantly 

reduces the extraction of velocity data and allows the 

measurement of a bubble or droplet rise velocity, even in a 

high number density plume 

LIF Laser Induced Fluorescence, tracks bubble trajectories 

utilising photosensitive dyes, with the fluorescence 

highlighting the trajectory and dynamics of the bubble 

fps Frames per second, the rate at which images are collected 

during video samples. 

HD High Definition, the quality of digital image produced by 

the camera, with images of 1920 by 1080 pixels  



xxiii 

Scientific Terms 
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
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
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3
 

u Velocity, measured in m/s 

'u  Turbulent velocity, measured in m/s 

C Speed of sound, measured in m/s 

V Volume, measured in m
3 

V  Volume flow rate, measured in m
3
/s

 

A Area, measured in m
2
 

α Void fraction, ratio of the fluid volumes. 

q  Source terms for differential equations, units vary 

q̇ Heat flow, measured in either J/s, kgK/s, or J/m
3
s 

ẇ Work rate, measured in J/m
3
s 
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3

sw 
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2
) 

Fsij Turbulent energy forcing, measured in kg/ms
2
 

Dsij Turbulent energy dissipation, measured in kg/ms
2
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2
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2
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2
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2
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T Temperature, measured in °C 
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N Number of bubbles / droplets  
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2
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E(k), Ek Kinetic energy, measured in J 

Ep Potential energy, measured in J 

σ Interfacial tension, measured in N/m N (kg/s
2
) 
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-1

 

ε Energy dissipation rate, measured in J/s 
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m
2
/s

2
 

ω Angular frequency, measured in rad/s 
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-1

 

2co  The isentropic exponent 
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Chapter 1 – Introduction 

1.1 Perspective 

It is well recognised and documented that increasing greenhouse gas concentrations in 

the atmosphere, due to human activities, is a likely contributor to global warming 

(globally averaged temperatures increase since the mid-20
th

 century) [1] and the 

fundamental factor influencing climate change [2]. Among the atmospheric greenhouse 

gasses, carbon dioxide, CO2, is the second most abundant after water vapour [3]. With 

this high threat, investigations have been carried out since the 1970s [4] on mitigation 

methods for greenhouse gas release to the atmosphere [5]. 

One such method is Carbon Capture and Storage, CCS [6], a process where CO2 is 

removed from industrial waste when burning fossil fuels, and rather than releasing it 

into the atmosphere, it is injected in porous rock reservoirs deep underground, protected 

by the impermeable rocks above, with the aim of storing the CO2 from escape for tens 

of thousands of years or more [7]. Worldwide demonstration projects are already in 

operation or in the development phase [8], however, the potential impacts of stored CO2 

on geoformations, and the associated risks are major concerns for a full large scale 

operation. 

The greatest concern is leakage from a storage site, where CO2 may travel through the 

geoformations into the atmosphere (from on-shore storage), or the water column and 

atmosphere (from off-shore undersea bed storage) [6]. When selecting suitable CCS 

sites, multiple geological barriers should be present to seal the CO2, reducing the 

likelihood of leakage [9]; while fractures due to interactions of CO2 with cap-rocks and 

geological faults make leakages potentially possible. To further prevent any risk of 

leakage, CCS operators are required to test the storage capability of CCS reservoirs over 

10,000 years through reservoir modelling [6]. Monitoring and modelling during and 

after CO2 injection is also recommended to mitigate any potential leakages before they 

occur. However, there is still a lack of knowledge and understanding, especially on the 

impacts of a leak from an under seabed storage site on marine environments and 

ecosystems. 
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The acute impacts on marine biology from a leakage site occur within the near-field 

[10], which covers a scale of the seawater from meters to kilometres. Therefore small 

scale field and laboratory experiments are required, with the development of numerical 

models to understand the mechanisms of leakage from the seabed into the turbulent 

seawater to fill the gaps and uncertainties left, providing further data and a full risk 

assessment. 

1.2 Research Hypothesis and Objectives 

In this thesis a numerical model of two-phase plume developments in a small scale 

turbulent ocean is designed, with sub-models for CO2 leakage, including bubble/droplet 

interaction and dynamics in a free rising plume. This model is designed, calibrated and 

validated through use of in-situ and laboratory observation and experimental data. An 

in-house experiment is designed to validate bubble flow rate and measurement 

techniques, which are then utilised on video data provided from the divers overseeing 

the QICS experiment. The data is then used to develop new correlations and sub-models 

to increase the accuracy of the simulations. This can then be applied to predict the 

potential impacts of leaked CO2 within near-field ocean in the North Sea, including the 

dispersed CO2 dynamics, dissolution, fate of the CO2 (through either full dissolution or 

rising to the atmosphere) leaked in either liquid, gas or hydrate form, and the 

physicochemical impact on the marine environment, measured in terms of pCO2 or pH 

changes. 

1.3 Thesis Structure 

The structure of the thesis is schematically described in Figure 1-1 to outline each 

chapter, with an overview and hypothesis of the thesis containing the main aims and 

objectives of the research in Chapter 1. Chapter 2 introduces a literature review into the 

fundamentals of climate change and mitigation, the geological storage mechanism in 

CCS, and a risk assessment of leakage with an up to date literature review into leakage 

analysis through experiments, field observations and numerical modelling techniques. 

Chapter 3 describes the theories and mechanisms of two phase flow (dispersed 

liquid/gas and seawater) for both in-situ analysis, and numerical modelling, including 

details of the reconstructed small scale turbulent ocean through literature review. 
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Chapter 4 discusses the bubble plume dynamics, developing new sub-models for the 

exchanges in mass, momentum and energy of the bubble/droplet with seawater, along 

with the bubble interactions using data from in-situ experiments and observations. The 

construction of the small-scale two-phase turbulent plume model is described in Chapter 

5 for analysis of a leak into turbulent open waters. Chapter 6 describes the methodology 

and techniques to for solve the governing equations of the numerical model and Chapter 

7 tests and validates the numerical model by simulating the QICS experiment, with a 

comparison of the findings between the numerical model and the in-situ experiment. 

The model is then calibrated to the North Sea and surrounding waters in Chapter 8 and 

applied in Chapter 9 to demonstrate predictions of the suggested leakage impacts 

through case studies and scenarios. Chapter 10 summarises the findings from the thesis, 

along with providing proposals for future work within this area to further develop the 

numerical model. 
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Figure 1-1 – Thesis Structure. 
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Chapter 2 – Background Review 

2.1 Introduction 

The work in this thesis is drawn from a range of research areas and topics. However, 

they all develop from the fundamental basis of global warming and mitigation methods 

of carbon dioxide emissions, especially Carbon Capture and Storage, CCS. A review of 

these topics are outlined and organized within this chapter. Section 2.2 describes the 

history of climate change, along with presenting a timeline for predicted risks, and the 

preventative measures to be taken. Section 2.3 focuses on a background into CCS, one 

of the mitigation methods, looking into the capture, transport and storage mechanisms 

to prevent the greenhouse gas from reaching the atmosphere. Section 2.4 presents a risk 

assessment for offshore CCS, including the causes of leakage and the local 

environmental impacts. Section 2.5 provides an up to date literature review into leakage 

analysis through experiments, field observations and numerical modelling techniques. 

Finally, Section 2.6 summarises the background and the need for this work to develop 

the risk assessment further. 

2.2 Global Warming and Mitigation 

Global warming is a serious risk to life and the ecosystem, from changing weather 

patterns, expanding deserts and increases of sea levels, all destroying natural habitats 

[11]. The Intergovernmental Panel on Climate Change, IPCC, formed in 1988 with the 

aim of providing access to the most recent scientific facts on climate change, 

investigating all aspects of potential impacts, risks and mitigation [12]. 

2.2.1 Global Warming 

There are two definitions of planet weather patterns based on the time scale, climate 

change and global warming. Climate change is defined as the average weather over a 

period from centuries to millennia by the World Meteorological Organization [13]. 

From a range of measurements and data sets, as shown in Figure 2-1, the mean 

temperatures of the air, both at the surface of the earth and up to the troposphere 

increased by about 1°C from 1850 to 2009, with a dramatic increase in the gradient of 

change over the last century. 
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Figure 2-1 – The change in temperature from the mean value taken from a range of data sets, courtesy of 

the Met Office Hadley Centre. (a) The temperature change of air high in the troposphere [14 – 21], left; 

(b) The temperature change of air at the surface of the earth [22 – 25], right. 

Infrared radiation reflected off the earth from the sun is absorbed by what is known as 

greenhouse gasses (water vapour, H2O, carbon dioxide, CO2, methane, CH4, nitrous 

oxide, N2O) and reflected in all directions, including back to the surface of the earth 

providing the greenhouse effect and global warming [26]. Observation data for 

atmospheric levels of CO2, CH4 and N2O, such as those from the Mauna Loa 

Observatory, Hawaii and NOAA ESRL Global Monitoring Division [27], clearly 

indicate a trend of increasing greenhouse gas concentrations matching that of the 

temperature in Figure 2-1 (a). This shows evidence of the effect of human activities on 

global warming. Although at various rates, a steady annual increase of each gas can be 

identified, with the mean CO2 concentration two orders of magnitude greater than that 

of CH4 and N2, and increasing by more than 1.7 ppm/yr as shown in Figure 2-2. 

Therefore the IPCC determines that the rise in levels of these gasses in the atmosphere 

is a contributory factor for the recorded global temperature increases [26], where the 

CO2 contributes up to 26 % of the effect from greenhouse gases [28]. 

The IPCC predict that the mean land and sea surface temperatures increased by a linear 

trend of 0.85 ± 0.2 °C from 1880 to 2012 [26], where shorter term trends don’t 

necessarily give an accurate prediction due to natural variability [26]. 

     (a)            (b) 
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Figure 2-2 – Atmospheric Levels of greenhouse gases, with Carbon Dioxide, Methane and Nitrous Oxide 

data from the NOAA/ESRL halocarbons in situ program [27] with data for comparison of each gas from 

Mauna Loa. (a) CO2 in the atmosphere, Global mean (blue line) and Mauna Loa measurements (red 

line), left; (b) CH4 in the atmosphere, Mauna Loa measurements, middle; (c) N2O in the atmosphere, 

Mauna Loa measurements, right. 

Projections of future temperature rises are difficult due to various possible scenarios and 

natural variability, however, the IPCC predicted that the levels of CO2 could increase up 

to 480 ppm by 2035 [26] in comparison to 200 - 280 ppm in the pre-industrial age [29], 

where temperatures could rise by 0.3 to 0.7 °C in the 2016 - 2035 period, relative to the 

1986 - 2005 temperature, assuming that there are little changes in solar irradiance or 

volcanic eruptions [26]. These rising temperatures and CO2 levels will have great 

consequences on the environment and ecosystem. 

2.2.2 Consequences of Climate Change 

There are both direct and indirect consequences of global warming. Direct 

consequences are a decrease in the size of the polar caps, with reduced glacier mass, and 

reduced snow cover shown in Figure 2-3 (a) caused by the increase in temperature 

forcing melting. The subsequent effect is increasing water and sea levels shown in 

Figure 2-3 (b). The other direct effect of temperature increases is the increase in desert 

size, taking over Mediterranean-like landscapes through heat and drought [11]. 

   (a)          (b)    (c) 
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Figure 2-3 – The consequences of climate change taken from a range of data sets, courtesy of the Met 

Office Hadley Centre. (a) The change in area of snow cover in the northern hemisphere compared to the 

mean [30, 31], left; (b) The change of the sea level compared to the mean [32 – 38], right. 

The indirect consequences can have an even more profound effect, such as ocean 

acidification, where CO2 is absorbed by the ocean buffering the atmospheric effect [6, 

26, 39]. The dissolved CO2 breaks down into carbonic acid, therefore the ocean 

becomes more acidic with a decrease in pH that can affect the marine ecosystem [40]. 

There are further impacts, such as the melting of the polar ice caps causing a 

reconstruction of the global oceanic cycle and in turn, the global climate [41, 42], along 

with the destruction of polar habitats [43]. On land, similar destruction to habitats 

occurs, with extreme weather also providing droughts, floods and storms that can 

disrupt food production and water supplies in both developed and undeveloped 

countries [44]. 

2.2.3 Mitigation 

Greenhouse gas emissions have increased, with global CO2 emissions increasing from 

~5 Gt/yr in 1900 to ~37 Gt/yr in 2010, with the majority from fossil fuels, cement and 

flaring [5]. The consumption of fossil fuels contributes to around 78 % of the emissions 

increase from 1970 to 2010 [5] and is expected to continue to be the main contributor, 

with 14.4 Gt/yr of CO2 emissions in 2010 expected to be doubled or even tripled by 

2050 [7]. To reduced CO2 in the atmosphere, the EU countries planned to reduce 

greenhouse gas emissions for developed countries by 80 – 95 % of 1990 levels in 2050, 

although this plan is under constant review [45]. 

     (a)            (b) 
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Mitigation methods have been proposed and assessed against energy demands 

investigating CO2 mitigation potentials [7, 46, 47]. A full range of scenarios have been 

compiled to determine the measures required to prevent climate change [48] as shown 

in Figure 2-4, with the current trend showing that by 2050 the temperature will increase 

by 6 degrees compared to those of pre-industrial levels, with emissions of CO2 reaching 

56 Gt/yr 

To reduce to a 2 degrees rise from pre-industrial levels requires a huge reduction to 14 

Gt/yr, with possible contributions of this decrease from CCS (-6.46 Gt/yr), renewable 

energy (-12.62 Gt/yr), reduction in end use energy and electrical efficiency (-14.9 

Gt/yr), end user fossil fuel switching (-4.42 Gt/yr), nuclear energy (-2.75 Gt/yr) and 

both power generation efficiency and fuel switching (-0.11 Gt/yr) by 2050 [49]. 

One mitigation method for emissions is with regards to consumption patterns, both in 

terms of energy (more efficient use and less wastage) and food waste [7]. However this, 

will only remove an estimated 20 % of the demand for energy in the short term [50] and 

typically 50 % of demand in the longer term [51, 52]. Therefore further measures are 

needed in the short and long term. 

 

Figure 2-4 – Yearly emissions of CO2 (up to 2012, measured in GtCO2/yr), along with possible emission 

reductions through mitigation techniques to approach the target of 14 GtCO2/yr (2 degrees rise in 

temperature from preindustrial level by 2050), data from the International Energy Agency [48]. 
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Decarbonisation, the use of non-carbon emitting energy sources, is clearly a way 

forward [53], where on average the worlds energy system has been in the process of 

decarbonizing since the 1970s through the increase in nuclear and renewable energies 

(wind, solar, geothermal, hydro, tidal and wave), along with low carbon fuels such as 

natural gas [7] and biomass. In 2012 the use of nuclear and renewables contributed to 

almost a third of global electricity generation, with the bulk of this energy coming from 

hydropower and nuclear (16.3 % and 11 % respectively) [7]. The problem with most of 

the current renewable energy sources is that they are all intermittent [54], where 

nuclear, biomass or fossil fuel power stations are required to cover periods of low 

energy generation. 

Nuclear power is a non-carbon exothermic electric and heat energy source. As it is non-

carbon, it has low greenhouse gas emissions rated at below 100 gCO2eq per kWh [7], 

with the majority of estimates far lower, varying based greatly on the grade of uranium 

[55]. However there are other concerns for the environment, with two major accidents, 

Chernobyl in 1986, widely regarded as one of the worst accidents in recent history [56], 

and Fukushima in 2011, where Japan ceased all nuclear power operations in 2014 [57] 

until August 2015 [58]. In 2012 nuclear energy supplied an estimated 11 % of global 

energy, where at the peak in 1993 it was an estimated 17 % [7]. 

In addition to the proposed mitigation, natural mitigation exists. Biological carbon 

sinking, where the carbon dioxide in the atmosphere is absorbed by plants on land 

through photosynthesis, converting CO2 into sugars and other carbohydrates is a natural 

storage mechanism of the gas from the atmosphere [59]. As estimated by IPCC, 

biological carbon sinking in vegetation within soils absorbs ~30 % of all anthropogenic 

CO2 emissions [26], meanwhile deforestation is a major concern with the total 

emissions from forestry and other land use increased by 40 % from 1970 to 2011 [5]. 

The oceans also naturally sink CO2, where the Dissolve Inorganic Carbon, DIC, in the 

surface layers, taken from the atmosphere dampening the greenhouse effect [60], is then 

transported through a biological/chemical carbon pump by photosynthesis of the upper 

ocean layer into the deep ocean [61]. Over the last 200 years, the total estimated 

anthropogenic emissions of CO2 to the atmosphere are 1,300 Gt, with about 500 Gt 
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absorbed in the oceans [6]. Recent numbers (within the last 3 years), provide slightly 

lower estimates on ocean absorption with about ~30 % of all anthropogenic CO2 

emissions [26]. However, the effects on the ocean from this natural sink can be as bad 

as, or worse than in the atmosphere, with increased acidification damaging coral reefs, 

plankton and other marine habitats [62].  

Another potential solution to prevent CO2 releases into the atmosphere is the disposal of 

CO2 waste in deep geoformations underground or in the ocean through Carbon Capture 

and Storage, CCS [63], enabling the continued use of fossil fuels; especially coal, the 

primary fuel use in electricity generation providing 43 % electricity emissions of CO2 in 

2010 [7]. Industrial scale CCS projects have been active since 1996, the first being 

Sleipner by Statoil, removing CO2 from natural gas to meet the market specifications, 

and storing it ~1.0 km beneath the seabed, with ~0.9 Mt stored annually, and 12 Mt of 

CO2 stored by 2010 that would have otherwise been released to the atmosphere [64]. 

According to the International Energy Agency, IEA [65], there have been 22 large scale 

CCS projects in operation or development as of November 2014, and a further 14 in 

advanced planning stage with final investment to be decided upon this year (2015). 

Conservative estimates give global offshore CO2 geological storage capacities of 3,873 

Gt and total global storage of 10,506 Gt [66], Therefore CCS is a vital and viable 

mechanism for mitigating emissions whilst allowing the continued use of fossil fuels in 

the short to medium term, shown in Figure 2-4 as vital to meet emissions and climate 

targets by 2050. 

2.3 Carbon Capture and Storage 

CCS is recognised as a vital step in reducing the effects of climate change caused by 

greenhouse gasses, it is a multi-stage process where the waste from fossil fuel or 

biomass burning in an electrical power plant, industrial site or other large point source 

of CO2 emissions is separated, collected and compressed in a way that the CO2 may be 

transported to a permanent storage reservoir as shown in Figure 2-5, with the aim of 

storing the CO2 from escape for tens of thousands of years or more [7]. This enables the 

continuing use of fossil fuel, but reduces the emissions released to the atmosphere. 
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Figure 2-5 – The Carbon Capture and Storage mechanism [67]. 

However, there are major concerns with CCS, mainly how long it can be safely stored 

and the dangers of seepage to the air and ocean and its effects, with the unknown risk or 

likelihood of leakage from a pipeline or storage reservoir, and the effect this would have 

on the local environment and ecosystems. The worry has intensified further by oil and 

gas leaks in the petroleum industry including the oil and gas leak in the Gulf of Mexico 

in 2010 [68]. 

2.3.1 Carbon Capture and Storage Processes 

2.3.1.1 Capture 

There are a number of CCS capture technologies, known as post-combustion, pre 

combustion, or oxy-combustion [69]. Waste fumes from fossil fuel or biomass are 

collected rather than released to the atmosphere in post-combustion. Whereas pre-

combustion processes the original fuel prior to burning, producing hydrogen, H2, and 

CO2 [70] where the H2 may be burned as a carbon free gas. Oxy-combustion burns the 

fossil fuels or biomass in 95 – 99 % pure oxygen providing fumes consisting of mostly 

CO2 and water vapour. 



Chapter 2 – Background Review 

 

13 

There have been recent laboratory and pilot scale developments in post-combustion 

[71], along with a commercial size project of 110MW operational since October 2014 

[72] capturing 1.0 Mt/yr [73]. There are currently no pre-combustion demonstration 

power plants in operation, however one is due to start operation in March 2016, and two 

industrial applications are commercially active, with more due through 2015-2016 [74]. 

There has been one successful project of oxy-combustion (the Callide Oxyfuel Project) 

as a mini demonstration, however the White Rose Project is the last potential full scale 

project utilising this technology, with others put on hold or cancelled [75]. 

2.3.1.2 Transport 

The captured CO2 must be transported to the storage sites via pipelines, ships, trucks or 

trains. Pipes are commonly used in the oil and gas industry for extracting the crude oil 

and natural gases, with industries such as enhanced oil recovery, EOR, also using 

pipelines to transport CO2 in supercritical or liquid form [76]. However, for overseas the 

shipping of liquid CO2 may be more practical, especially for smaller scale quantities. 

Road and rail options are possible, however very uneconomical, with pipelines and 

ships providing the most cost effective methods with the least logistical challenges [77]. 

2.3.1.3 Storage 

Two storage methods are possible, geological storage or deep ocean storage, proposed 

in the 1970s where the CO2 is injected into the deep ocean [4], or seabed below 3000 m 

where a CO2 lake would form of both dissolved and liquid CO2 [78]. The choice of 

storage location depends on availability along with political, social and environmental 

factors that vary globally, with the London Dumping Convention, 1972, currently 

preventing direct ocean storage for member states [79], and features such as land faults 

and earthquakes making geological storage impractical in certain locations [9, 80]. 

As shown in Figure 2-5, geological storage may be considered onshore [81] or offshore 

[82]. Both comprise of the injection of CO2 in a porous and permeable rock formation, 

deep below the earth’s surface [6], with several layers of cap-rock and low permeability 

barriers preventing the CO2 from rising back to the surface. Geological CO2 storage may 

be conducted in saline aquifers containing reservoir fluids in permeable rocks, 

unmineable coal beds, with the option of coal mine methane recovery, along with either 
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active or depleted oil and gas reservoirs with the option of EOR, a technology that has 

utilised CO2 for over 35 years in the US [76]. The injected CO2 will either displace the 

reservoir fluids, dissolve into them, or most likely a combination of the two [6]. 

The injection utilises many technologies already used in oil and gas exploration and 

extraction, including drilling, reservoir monitoring and modelling techniques [83]. 

Injection is expected to occur at more than 800 m depth from the surface where the 

temperature and pressure maintains a high density liquid or supercritical state; where the 

supercritical CO2 benefits from gas-like expansion and low viscosity allowing the CO2 

to travel through the permeable rock, but with a liquid like high density [84]. 

2.3.1.4 Trapping in geological storage 

Various trapping mechanisms prevent CO2 rising to the surface, water column and 

atmosphere. With an injection at ~800 m sediment depth, the density of the CO2 is 

expected to be 50 – 80 % that of the brine formation waters, and geoformations at 

depths greater than 2000 meters will provide a negatively buoyant fluid [6]. Therefore, 

as a lighter fluid, the CO2 is forced towards the surface by the reservoir fluids. As a 

primary trapping mechanism, well-sealed, low permeable cap-rocks are vital to trap the 

fluid in the reservoir as the first preventative measure of the rising CO2 [85]. However, 

in coal beds, the CO2 is absorbed in the coal as its primary trapping mechanism [86]. 

Secondary trapping mechanisms include capillary forces keeping the CO2 in the pore 

spaces through inter-molecular forces between the solid rock particles in the reservoir, 

and the fluid, preventing CO2 migration [87, 88]. Geochemical trapping is another 

mechanism, where the CO2 dissolves in the formation waters creating a negatively 

buoyant solution [89, 90]. Chemical reactions then occur between the solution and the 

rocks creating carbonate minerals, further blocking the rock pores [91]. However, a 

recent study shows that the dissolved solution can also become positively buoyant under 

conditions in a reservoir with high salinity and temperatures [92], but will find an 

equilibrium density when the temperature and salinity decrease prior to reaching the 

sediment surface. Another secondary trapping mechanism is the formation of hydrate 

within low temperature sediment basins which could reduce or even stop the CO2 

release to the ocean through producing a hydrate layer or cap blocking pore spaces [93]. 
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2.4 Risk Assessment 

In terms of capture, categorising the risk is relatively straight forward using legislation 

of current industrial practices for health, safety and environmental control; where much 

of the capture technology is already in use for separating CO2 in industries such as 

ammonia fertiliser and natural gas production [6]. 

As for the oil and gas industry, there are standards set for pipeline quality, which should 

be applied to that of CCS in transportation [6]. The quality of the CO2 transported 

would also have to be regulated, for example, acceptable quantities of impurities such as 

hydrogen sulphide [77]. If moisture is present, CO2 becomes highly corrosive [94] and 

therefore corrosion resistant alloys or internal pipeline coatings would be required as 

minimum protection. Even with all the preventative measures in place, accidents 

happen, however current CO2 pipelines are reporting less than one accident per year and 

no injuries or fatalities [95]. This is on the same level as with oil and gas pipelines, with 

the impact of a CO2 leak being no worse than that of natural gas [6]. A catastrophic leak 

would be detected very quickly due to the drop in pressure and rapid release, providing 

a potential large leakage into the atmosphere or ocean over a very small time period 

before rectified [40], however also dissipating very quickly, limiting the effects locally 

and globally. 

In terms of shipping, hydrocarbon tankers are potentially dangerous due to the explosive 

nature of the gas, thus standards are implemented in the design to prevent this, with oil 

and gas shipping accidents being rare [6], Therefore CO2 industrial standards should be 

met, again with corrosion protection measures. 

The greatest concern on performing CCS storage in geological locations is the risk and 

impacts from any potential CO2 leakage from the storage reservoirs into the shallow 

water column, marine environment and atmosphere [40]. It is therefore necessary to 

investigate the leakage possibility and the impacts any potential CO2 leakage would 

have on the environment and on the marine life and ecosystems from offshore 

geological storage [9], the main storage method in consideration across Europe [82]. 

Although the trapping mechanisms in Section 2.3.1.4 provide multiple leak prevention 

measures, there is still risk from unforeseeable factors or missed geological anomalies. 
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The chance of leakage can be minimised utilising many technologies used in oil and gas 

exploration and extraction [96], including reservoir monitoring and modelling 

techniques, however if all trapping fails then the ultimate scenario is that the CO2 will 

be released to the water column or the atmosphere. 

In the global environment, the risk of leakage is very small based on a number of 

analysis techniques including monitoring of existing storage sites, natural leakage 

systems and modelling. Predictions show more than 99 % of the injected CO2 is likely 

to remain within the reservoir for 100-1000 years, with longer periods decreasing the 

risk through developments in modelling, monitoring and rectifying techniques, along 

with further trapping mechanisms [6]. 

However, leakages may occur, with an effect on the local environment from two 

possible migration mechanisms for the gas to reach the surface. The most likely leakage 

scenario [97] may occur at the injection well, or a poorly plugged abandoned well, 

providing a large release of CO2 in a short period of time (estimated 0.5 to 5 days from 

offshore US and North sea oil and gas averages [98]). Detection and rectification is 

expected to be very quick through mechanisms such as drops in pressure and the rapid 

release providing initial warnings [40], and blowout preventers preventing further 

release into the water column [99]. The effects of such a leak will be focused on the 

local environment, with a very rapid change in gas composition in the atmosphere, or 

pH in the water column [100] but over a very small area. This would be hazardous to 

workers in the vicinity of the leak, with gas concentrations of 7 – 10 % CO2 in air 

becoming dangerous, and life threatening after 20 - 30 mins at more than 20 % [101], 

giving offshore CCS as the preferred storage method in Europe [82, 102]. The quantity 

likely to leak in terms of what is stored in the reservoir is considered very small, with 

required leak management techniques already tried, tested and in use within the oil and 

gas industry [96]. 

The other leakage scenario is migration of the CO2 through fractures, chimneys, faults 

in the rock into the higher sediments, or through a leaky well by exceeding the cap-rock 

fracture pressure, allowing flow out the reservoir [91]. As the CO2 dissolves in the 

formation, or around a poorly plugged wellbore, the dissolved solution may also travel 
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through high pressure out of the reservoir into the water column [103]. The permeability 

of a fault increases with pressure and can vary across the fault meaning that the leakage 

zone can be unpredictable, where a fault may be reactivated when the shear stress 

exceeds the normal strength of the formation, or hydraulic fracturing occurs [104]. 

These leakages are a lot lower than a well blowout in terms of the leakage flux [40] and 

may be spread over a far greater area with multiple bubbly pockmarks such as in the 

QICS experiment [105]. Therefore the leakage may occur over a long period of time 

due to delayed detection of the smaller leaks, and slower mitigation options of 

intercepting and removal of the CO2, with re-injection elsewhere [6]. These leakage 

methods are summarised in Figure 2-6. 

As has been highlighted through the leakage mechanisms, the interactions between 

leaked CO2 and the water column is very important in terms of the detectability of leaks, 

and determining the largely unknown chemical, physical and biological effects on the 

marine ecosystem for both individual species and the ecosystem as a whole [106]. There 

are a number of uncertainties in determining these effects that require studies on both 

existing and potential reservoir modelling and monitoring, but also leakage analysis 

through both laboratory and in-situ experimental data, along with numerical modelling 

of various scenarios. These methods are detailed and reviewed in the following section. 

 

Figure 2-6 – The potential routes for leakage, along with possible remediation techniques for CO2 

injected into storage formations [6]. 
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2.5 Review of Risk Analysis 

To enable a full risk analysis, monitoring, laboratory and in-situ experiments have been 

carried out, along with numerical modelling in various recent UK, European and global 

projects. A common factor in these projects is the aim to better define the impact that a 

CO2 leak would have on the marine environment and ecosystem. The ECO2 [107] and 

QICS projects [108] describe further objectives of investigating the likelihood and 

probability of leakage, define monitoring tools and strategies, along with the 

development of numerical models. 

The risk analysis covers a range of topics from geology, sediments and cap-rock 

integrity, assessing migration pathways [109], monitoring strategies with the likelihood 

of leakage into the sediments and the leakage flux into the water column through both 

in-situ experimental work [105, 110 – 116] and modelling [117 – 122]. In the water 

column, investigations continue on the fate of the CO2 through in-situ experiments [105, 

115, 116, 123 – 126], natural seeps [127 – 133], and numerical modelling [117, 118], 

121, 122, 124, 129, 134 – 136] to help develop monitoring strategies, techniques and 

equipment [105, 110, 115, 125, 128 – 131, 133, 135, 137 – 144]. Biologists determine 

the impact this has on the marine ecosystem, looking at the consequences of leakage in 

the short, medium and long term [112, 116, 123, 145 – 158]. This all works towards a 

comprehensive risk assessment, utilising social, economic and legal studies to 

determine whether CCS is viable [159 – 163]. 

2.5.1 Likelihood of Leakage 

One of the biggest challenges with the lack of large scale demonstration projects in CCS 

and the lack of leakages is how to predict the likelihood of leakage, and in turn, the risk 

to the environment and ecosystem. 

Based on data from seepage from natural gas stores, EOR, existing CCS sites, 

numerical modelling of the physical, mechanical and chemical processes, along with 

both leakage and storage projects, a common assumption may be made that leakages of 

any size are extremely unlikely [160]. 
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The likelihood and leakage rates for both high rate well failure, and low rate faults is a 

greatly debated topic [159]. With the ECO2 best practice guide [9] and findings from the 

QICS experiment, it is determined that the best way to reduce the likelihood of leakage 

is with extensive baseline site and risk characterisation, monitoring and modelling 

studies to avoid geological structures that may promote leakage mechanisms and risk to 

the marine ecosystem [9, 137]. 

2.5.2 Effect on Marine Ecosystem 

As the CO2 dissolves, it creates a change in the acidity in the waters. This acidity adds 

to the effect of CO2 on marine life through low pH levels [164], which in turn causes 

increased mortality rates, distress and narcosis. Long term, lower levels can also have an 

effect on the metabolism of marine organisms, and be detrimental to the activity, growth 

and reproduction of marine organisms, with fish being slightly less sensitive than 

marine invertebrates [6], posing the possibility of local extinctions of particular groups 

[145]. 

In the QICS experiment, a low level leak was produced over 37 days [105] where no 

measurable impact was witnessed on the behaviour of megafauna on the seabed or in 

the waters during or after the CO2 release [123]. This was also true for invertebrates 

such as the common mussel and king scallop that were caged in the area [145]. 

However, non-caged invertebrates local to the bubble plumes were seen to decline in 

terms of diversity and numbers. However, a speedy recovery was also witnessed after 

18 days [146] suggesting they may have relocated during the disturbance. 

Benthic microbes were affected much more, with increases of numbers of microbial 

genes up to 25 m from the leak epicentre, and a decrease recorded at the epicentre [147]. 

Little effect on ammonia oxidation through microbial processes was also recorded. 

However, with higher concentrations of CO2, ammonia oxidation would slow [148]. 

Observations of the sediments in the Yonaguni Knoll IV hydrothermal system in Japan 

also found that the number of microbes decreases sharply with increases in depth and 

concentrations of CO2 [153]. 
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Minerals such as phosphorus, calcium, iron, manganese and silicon may be released in 

the sediments from increased seawater acidity; however, minimal impacts from 

phosphorus were recorded during the QICS experiment [149], and increased 

concentrations of the metals were below safe limits [112]. Laboratory experiments show 

burrowing urchins further affect the water chemistry, giving a greater release of silicate 

and phosphate and NOX from within the sediments [152].  

Laboratory experiments in the ECO2 project determine effects at greater pH changes. 

Larvae of the green sea urchin were witnessed to slow in development, with a reduced 

growth rate and increased mortality when exposed a pH of 7.0; with pH of 6.5, none of 

the larvae survived beyond 13 days [150] due to the reduced pH in their digestive 

system [151], along with a higher frequency of budding (division of cells) witnessed in 

larvae of the purple urchin [154]. In fully grown green sea urchin, an increase in pCO2 

caused decreased rates of cell and reproductive growth, although metabolic and 

mortality rates are not significantly affected [158]. 

The survival of juvenile starfish exposed to pCO2 levels between 650 and 3500 µatm in 

6 and 39 week experiments were not affected by the pCO2. However, at higher rates the 

feeding and growth rates reduce due to the inability to acclimatise to the pCO2 [155]. 

Brittle star are significantly affected when exposed to pCO2 of up to 6000 µatm, with 

reduced metabolic and regeneration rates [156]. However, the acoel worm is found to be 

unaffected by pCO2, except in the extreme case where seawater becomes saturated in 

CO2 (270,000 µatm), at which point non-lethal bleaching can be seen to occur [157]. 

Clearly the presence of various species is a large factor in determining the effect and 

impact on the local marine ecosystem, with each species having a different reaction to 

increased levels of CO2 and decreased levels of pH, varying with the size and duration 

of a leak, along with the distribution of the dissolved solution. 

2.5.3 Monitoring 

To minimise the risk of leakage and the associated effects, site specific monitoring 

strategies are required, initially to provide a baseline by logging the sites geological 

features and the presence of any ecologically or biologically protected or threatened 
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marine habitats that may be cause for concern prior to CO2 injection. The baseline also 

allows predictions of storage capacity and efficiency [165, 166]. Once injection begins, 

monitoring is required to track the fluid plume movements in the reservoir to determine 

the direction and speed of the flow towards any geological leakage mechanisms. The 

water column also requires monitoring in terms of changes that may signify a leak 

occurring [9]. 

Comprehensive studies have been investigated at offshore storage facilities, such as 

Sleipner and Snøhvit, to predict possible pathways that CO2 could leak through the cap-

rock into the sediments [9]. Although no leakage was detected at both sites, a number of 

geological structures in the larger region of the storage sites were found, namely the 

Hugin fracture, 25 km north of Sleipner [167], but also further signs of natural fluid 

pockets, mud volcanoes, craters on the seabed and vertical fluid pathways above the 

cap-rock [168]. This has helped define new guidelines on baseline assessments of 

storage locations prior to CO2 injection to evaluate the suitability for CCS [9]. 

2.5.3.1 Initial baseline assessment 

For the baseline, it is recommended that the overburden, seabed, and the water column 

of potential storage locations are surveyed prior to CO2 injection through 3D seismic 

analysis, high resolution bathymetry/backscatter mapping of the seabed and chemical 

analysis of any gas or water seeps. The presence of any pockmarks should also be 

recorded and analysed to determine whether they hinder the structural integrity of the 

reservoir [9, 137]. 

In the water column, recordings of the marine biota at the seabed along with the 

ecosystem above the selected reservoir, and the chemical composition of the seabed and 

local waters, including combinations of pCO2, pH, alkalinity, DIC, salinity, phosphate 

and oxygen which are necessary to determine the waters natural state. Analysis of the 

water currents is also essential to determine any possible build-up of dissolved solution 

enhancing the localised risk [169, 170]. 
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These baseline studies provide an outlook of the natural variability of the ecosystem 

surrounding a potential reservoir. due to seasonal variability, times series data covering 

at least one year is considered vital prior to drilling or injection [9]. 

2.5.3.2 CO2 injection monitoring 

Changes beyond the baseline and natural variability are an indication of leakage. 

Therefore during injection and after storage is complete, sites must be monitored on a 

regular basis to detect anomalies that present evidence of leakage, including chemical 

analysis of any emitted gas or fluids in the water column through geological structures 

to determine the origin [137]. 

Monitoring in the reservoir can be achieved through 3D seismic recordings, 

investigating the movement of fluids and the risk of travel through large geological 

structures [167, 171]. An example from Sleipner can be seen in Figure 2-7, with seismic 

recordings from the baseline and throughout injection [172]. However, leakages through 

small structures may only be detected through visual, hydro-acoustic, backscatter or 

chemical sensors that detect either bubble or droplets, dissolved solutions or reservoir 

fluids [114]. Once detected and responsibility assigned, the leakage needs to be 

quantified, determining the effect and impact on the marine environment [137] so that 

remedial action can be taken. 

 

Figure 2-7 – Time lapse seismic recordings of the Sleipner CO2 plume, from the baseline in 1994, to 

2008. Vertical cross sections, top; Horizontal plan, bottom [172]. 
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2.5.4 Experiments 

To develop monitoring strategies, experimental data is required to provide vital 

information on signs of leakage including the presence of bubbles or droplets and 

changes in seawater chemistry. Studies on flow in porous media are common in the 

petroleum industry to determine hot spots for oil and gas extraction through core sample 

analysis [173]. Experimental studies of carbon storage structures are no different, with 

core samples used to determine the porosity and permeability of geological structures 

[174, 175], well cements [176] and sediments [114, 115] to determine leakage pathways 

and identify trapping mechanisms. However, as CO2 is far more soluble than 

hydrocarbons in seawater [177], the solubility and dynamics of the dissolved solution 

also require analysis to determine the full storage capability of the reservoir. 

In the water column, in-situ experimental studies have also been carried out in the oil 

and gas industry for well blowouts and leakages in both shallow [178] and deep waters 

[179]. Again, the solubility will play a greater role with mass transferred from the CO2 

bubble or droplet, and the dissolved solution reacting with the surrounding waters. 

A number of experimental studies have been implemented, both in the laboratory, or in-

situ, developing the work on two phase flow, CCS viability, along with the risk and 

effects of leakage. 

2.5.4.1 Laboratory 

In the water column, analysis of both individual bubble and droplet dynamics, including 

the presence of hydrate, have been extensively studied in the laboratory [180 – 196] 

with data sets from air [181 – 186], CH4 [187 – 189, 197], or O2 [180] in water, which 

can be applied to CO2 through comparing fluid properties and parameters. The 

dynamics of the dissolved solution has also been investigated to determine the changes 

in density [92, 198, 199], along with the changes in pH of the water surrounding a 

droplet [200]. 

Bubbles and droplets interact through breakup, where larger bubbles break into two or 

more bubbles as they interact with the waters through tension and turbulent eddies;. 

meanwhile, coalescence of two or more bubbles also occurs when they collide [201 – 
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209]. The majority of experiments for interactions have been carried out in pipeline 

flow; however, models based on these experiments do not take into account the pipeline 

walls and therefore Hibiki and Ishii [202] predict that they may be suitable for open 

waters, although further experimental data is required to validate this. 

2.5.4.2 In-situ 

Laboratory studies which are conducted in ideal conditions, cannot provide the same 

data as in-situ due to varied fluid properties, natural oceanic conditions and varying 

currents controlled by both local [210] and global [211] ocean dynamics in the natural 

environment. It is also a challenge to investigate the fate of CO2 bubbles and droplets in 

the laboratory due to the complex dynamics [212]. Therefore to accurately measure the 

plume dynamics and effect of rising gasses in the open waters, in-situ experiments are 

required to validate laboratory results. 

In-situ experiments of rise velocity and dissolution of CO2 droplets [212], CO2 bubbles 

[105, 212, 213] and CH4 bubbles [197] have been carried out in-situ over the past 15 

years; along with analysis of the impact and effect on the marine ecosystem from a CO2 

droplet plume on the seawater pH [214]. The older bubble and droplet experiments 

[197, 212] involve the release and tracking of individual bubbles and droplets. However 

it has been shown that plume effects can modify the dynamics of the gas or liquid 

release [187, 215] and therefore larger release experiments [105, 213] have also been 

carried out. 

In order to improve the understanding of the effects and impacts from a potential leak 

on the marine environment, the QICS project was launched in 2010 [105], where for the 

first time CO2 was injected into shallow rock sediments to closely mimic leakage into 

the water column as shown in Figure 2-8; gaining valuable bubble plume data and 

determining the local fate of the leaked CO2, changes in pCO2 and the effect and impact 

on the marine environment and ecosystem [105]. 

These experiments are vital, providing essential bubble and droplet data. However, legal 

and political constraints and scrutiny [212] limit these experiments, despite the minimal 

long term impact on the area. 
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Figure 2-8 – Schematic of the in-situ QICS experiment [115]. 

 

2.5.5 Natural Seep Observations 

Supplementing experimental data, field observations can provide an insight into CCS 

leakages into the ocean. Comprehensive studies have been performed at natural seepage 

sites, such as just off the volcanic island of Panarea, Italy, shown in Figure 2-9 [128 – 

131, 216], near the Jan Mayen Island in the Norwegian-Greenland Sea [127], the 

Yonaguni Knoll IV hydrothermal system in Japan [132], the Kelud volcanic lake in 

Java, Indonesia [217], and in the southern German North Sea [218]. Measurements have 

been made for bubble size, distribution and dynamics [128, 129, 217], CO2 

concentrations in the water column [127 – 131, 218], along with testing monitoring 

equipment [128, 130, 131], and measurements of pH in the sediments [132]. 

Common findings with these CO2 natural vents are that the bubbles found tend to be 

small, mostly less than 10mm in size [128, 129] and dissolve in ~10 m height [128, 

129]. The velocity varies widely between 22.5 and 47 cm/s not necessarily dependant 

on bubble size, and linear dissolution rates for diameter with depth are witnessed [129]. 

The DIC and pCO2 are found to increase in the water column local to the vents [127], 

where the pH decreases [128, 218], and further large changes recorded in the sediments 

[132]. 
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Figure 2-9 – Natural CO2 seepage at the Panarea site in Italy [219] 

2.5.6 Modelling 

Numerical simulations and modelling are useful tools in estimating leakage rates and 

predicting the environmental impact [9]; these also have a key role in filling the gaps in 

the experimental data and observations when determining the fate of CO2 in the event of 

leakage from the storage reservoir into the sediments, water column and atmosphere. 

2.5.6.1 Geological 

Once the structures of the reservoir, cap-rock or sediments are known through core 

sampling and seismic data, they may be used in numerical models for determining 

storage capacity [6], potential leakage mechanisms, pathways and structures, along with 

leakage rates and highlighted risk zones [171, 220] with possible mitigation strategies. 

The pore scale investigates the fluid flow through rock, with pore interactions and 

dissolution into surrounding fluids. This can be up-scaled to predict flow rates in a 

reservoir, geological structures or sediments, which in turn may then be used in the 

larger scale reservoir modelling and site modelling of up to 1,000 km [221]. 

Predictions of the geological migration of injected CO2 through the geological structure 

into the water column may be conducted through a system of interconnected models, 

with the migration and dispersion in the sub-surface affected by both geological features 
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and geochemical reactions [9]. Geological models interpret the geology of the area, 

highlighting fractures and faults and surrounding geochemical properties that may 

buffer pH changes and further block the release to the water column [9]. 

2.5.6.2 Water column 

As with the geological models, there is a range of scale for numerical models in the 

water column. The global-scale models have sub-models for ocean current generation 

and dissipation between 250 and 600 km [222]. In terms of CCS leakage, these models 

are not likely to show any significant changes in seawater concentration of CO2 or pH 

changes due to the smallest grid length typically of the order of 10
2
 and the effects 

limited to the immediate vicinity [9]. 

Regional and meso-scale models also include ocean current generation and dissipation 

sub-models from 10.0 km to the order of 10
2
 km [223]. Small-scale models use the 

ocean energy generated either from larger scale models or experimental data and 

simulate the sub-grid scale dissipation, showing data within 10.0 km [223]. Bubble and 

droplet dynamics models can predict the formation, dynamics and dissolution of 

bubbles and droplets giving the distribution, along with predicting the likelihood of the 

CO2 reaching the atmosphere in a gas phase [224]. 

Each of the models may be coupled or linked together allowing the plume dynamics of 

the bubbles or droplets to be shown in the water column, analysing the chance of CO2 

reaching the atmosphere, and the effect of the seawater in terms of distribution of the 

dissolved solution determining the impact on the local environment [169, 225]. 

2.5.6.2.1 Direct injection 

A number of two-phase small-scale simulations were investigated in terms of direct 

ocean storage [169, 170, 225, 226], either from stationary pipelines or moving ships, 

rather than leakage from a geological reservoir; these have validated against both 

laboratory and in-situ experimental data [188, 189, 212, 227]. The dissolution process 

and reactions between CO2 and the localised waters is investigated by each of these 

models, including hydrate formation, through the dynamics of the leaked CO2 and the 
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CO2 enriched waters, with effects to the ecosystem shown by the distribution of 

dissolved CO2 or pH changes of the waters. 

Although research is continuing in this field [228, 229], progress has slowed with no 

new developments due to CO2 direct injection being considered as ocean waste 

disposal, prohibited under the London protocol and the OSPAR conventions [71]. 

Following on from a suggestion by Brewer at al. [227] that some of the models and 

experimental data may also be valid for examining both natural vents and leakage from 

geological storage sites, a number of models [169, 225, 226] have been further 

developed so that they may be used in quantifying the risk and impact of leakage from 

geological structures into the water column. 

2.5.6.2.2 Geological leakage 

In geological leakage models, the main difference from the direct injection models are 

that the gas comes from the seabed, where the gas composition, depth, leakage rate, 

leakage area, and bubble / droplet size cannot be controlled and therefore must be 

estimated based on observational or experimental data, fluid and geological properties 

along with data from geological structure models. 

If the parameters above can be predicted, then the models designed for direct injection 

may, through slight modification, be used at high depth leakages from CCS geological 

sites. Although injection is suggested at >1000 m below the geological surface [212], 

should leaks form and rise to the geological surface with a lower depth water column of 

< 500 m [224], leakage would be in the form of gas bubbles and as such the dynamics 

and dissolution rates are affected [189]. In the medium to deep oceans (>180 m) at a 

high pressure and low temperature, hydrate coatings form almost instantaneously on the 

interface between the CO2 bubbles or droplets and the seawater [230] which affects the 

dynamics and reduces the dissolution rate [187, 231, 232]. Individual bubble models 

including hydrate formation have been developed for both CO2 [224] and CH4 [187] 

alongside the droplet plume models designed for direct injection at high depth. These 

models are based on experimental data for dissolution rates through mass transfer 

coefficients [233] and solubility [232, 234 – 236] with the dynamics through the 

velocity [183, 184, 237]. 
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Although individual bubble models are useful in their own right, providing very fast 

estimations for rising velocities and height predictions based on initial bubble sizes (in 

the order of seconds for the model by Chen et al. [224]), they have a number of 

shortcomings. Firstly they do not predict the concentration and distribution of the 

dissolved solution, and thus cannot predict the impact on the marine ecosystem. They 

also do not take into account the ocean current which varies the dynamics of the 

bubbles. The initial bubble size must also be estimated and the simulations do not take 

into account any inter-bubble interactions. These models are also developed utilising 

laboratory data that can widely vary with that of in-situ conditions, where McGinnis et 

al. [187] suggest that two-phase plume effects have a role to play when multiple bubbles 

leak in close vicinity of one another, not experienced within the results. 

To remove some of these assumptions, two-phase plume models bubble are required, 

such as those in the direct injection droplet models. These can show the dynamics of the 

bubbles and droplets, and are capable of showing the effect and impact that the leakage 

would have on the marine environment and ecosystem. However, the existing models 

contain a number of shortcomings. Prior to the work in this theis, a lack of two phase 

flow modelling existed for low depth bubbly flow in CO2 leakage scenarios. There is 

also currently no two-phase small scale model designed for CO2 leakage scenarios 

capable of simulating bubbles, droplets and hydrate formations in the same model, 

where the previous models simulate one phase or two at most. 

The link between geological formations and the water column is also poor, where initial 

bubble size formation is estimated, instead of calculated [169, 170, 225, 226]; this is 

one of the most important parameters when determining the distribution of the dispersed 

and dissolved plumes [170, 225, 226]. There is also a lack of experimental data used to 

develop the models and sub-models, with no prior studies on interactions of bubbles or 

droplets as they rise in the water column. Prior interaction studies have only been 

conducted in pipelines [201 – 209] and only one further modelling study on the 

distribution from breakup of jet flow into bubbles or droplets in the oil and gas industry 

[238]. There is also a lack of available in-situ experimental data, where due to the 

currents, changing seawater conditions and natural variability, data collected from 

laboratory conditions cannot always accurately compare with oceanic waters. 
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2.6 Summary 

The focus of this project is to investigate the risk and impact of a leak of CO2 from 

under the seabed in a geological aquifer formation similar to that of Statoil’s Sleipner 

Project into the water column. The dynamics, behaviour and dissolution of the leaked 

CO2 bubbles and droplets will be analysed through the use of numerical simulations. 

The basis for this model is through the simulations created for direct injection into the 

ocean, including Alendal and Drange [170], Sato and Sato [226], Chen et al. [169, 225], 

but focussing on the model produced by Chen et al. [169, 225], which is a double plume 

model including sub-models of dissolution and movement in a turbulent flow ocean; 

where further developing the model enables the simulation of both bubble and droplet 

leakages. 

From the literature review, it is clear that there are missing parameters from existing 

numerical models that are required for further development, such a numerical model 

capable of simulating the two-phase plume dynamics of CO2 leakage into open shallow 

waters in and around the North Sea. Therefore further investigation is required into the 

two phase flow mechanism and dynamics of the turbulent waters with the effect this has 

on bubble and droplet formation in the water column from the sediments. This requires 

analysis of both new and existing sub-models along with new and existing collections of 

experimental data. 
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Chapter 3 – Review of the Two Phase Flow 

3.1 Introduction 

Two-phase or multi-phase flow is the study of exchanges in mass, momentum and 

energy through interactions between different fluids [184]. The term ‘phase’ refers to 

either the physical state of the fluid, such as gas, liquid or solid; or can refer to the 

chemical components of fluid, such as CO2 or seawater. These exchanges are governed 

by the physical laws of conservation of mass, momentum and energy [239] affected by 

the physicochemical and interfacial properties, and interactions of each fluid.  

The focus in this thesis is on geophysical and environmental two phase flows, with the 

flow of dispersed bubbles/droplets in an unrestricted continuous phase of turbulent 

seawater, with an investigation on the dynamics of the two-phase plumes. A review of 

these topics are outlined and organized within this chapter through the theories of two 

phase flow in Section 3.2 and interfacial interaction dynamics in Section 3.3. Section 

3.4 presents an up to date review of the experimental measurements and analysis of two 

phase plumes. Modelling methods for the turbulent ocean are then described in Section 

3.5, with Section 3.6 summarising the findings. 

3.2 Conservation Equations for Two Phase Flow 

Two phase flow can be categorised by the fluid interaction mechanism. Separated flows 

are two continuous components with a defined boundary which interact at the interface. 

Mixed flows are where the fluids are continuous, but also intertwined and mixed. 

Lastly, dispersed flows are where one fluid distributes and spreads into another fluid 

[239]. With this work, two of these flows are of interest, namely dispersed flow for the 

leaked bubbles or droplets into the water column, and mixed flow for the seawater and 

the dissolved CO2 as it further disperses in the oceanic waters; note that the latter may 

be treated as a single phase of mixed fluid of seawater and the dissolved CO2 solution 

[239]. 

The physics of the flow in nature is multi-scale [239], where the interactions at the 

interfacial layers affect the dynamics developed in the upper scales [240]. Therefore to 

analyse two-phase flow, these interactions must to be understood [239]. The scale and 

dynamics in the study of a CO2 plume in the ocean are schematically described in 
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Figure 3-1. As the focus of this investigation is on the near-field impacts of leaked CO2 

from the seabed, the spatial scale is set within the order of kilometres; here the CO2 

bubble/droplet plume will develop and couple with the turbulent ocean. The CO2 can 

leak from varied depths and areas which gives different leakage rates from the assorted 

types of sediment on the seabed. The CO2 may also form as bubbles or droplets, with or 

without hydrate coatings depending on the depth, with the bubble/droplet size and shape 

also controlled by the structure of sediments. The bubbles/droplets may further develop 

to form a plume where collisions and interactions may occur through breakup or 

coalescence; meanwhile, the dissolute in the surrounding seawater forms another plume 

of CO2 solution with a reduced pH. 

Using continuum mechanics, the two-phase flow may be considered as two single phase 

fields with an exchangeable interface between the constituents [239]. Therefore a 

numerical model may be developed with sub-models to predict the transfer of mass, 

momentum and energy between each phase. 

 

Figure 3-1 – Schematic of CO2 plume and dissolution process at a potential leakage site. 
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The two phases can be defined as a dispersed phase for the CO2 bubbles or droplets as 

subscript 1, and a continuous phase for the seawater as subscript 2, where the void 

fraction, α, of each fluid may be considered as 

 121   (3-1) 

3.2.1 The Rate of Change of Fluid Properties 

Consider a volume, V, as shown in Figure 3-2, through which the two fluid flows carry 

the properties of mass, momentum and energy, 
k , for each phase, k, in a Cartesian 

coordinate system of j = x, y, z. The value for the property 
k , of phase k, may be 

expressed through its rate of change within the volume from both changes with time, 

and changes due to flux across the surface area, A, along with any source or sink terms, 
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The surface integral in the second term on the right hand side of the equation may be 

converted to a volume integral by application of Stoke’s theorem [241] in the vector 

field. 

 

Figure 3-2 – The volume into which the fluids flow, with an example of one dimensional flow in the X 

direction.  
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Substituting (3-3) into (3-2) yields the rate of change of the property in the considered 

volume, 
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and will be applied in the derivation of the governing equations for two-phase flow in 

the following sections. 

3.2.2 Conservation of Mass 

The continuity of mass is a physical law based on chemistry experiments from Mikhail 

Lomonosov and Antoine Lavoisier in the 18
th

 century [242]. The concept is that mass 

remains constant with the absence of any sources or sinks. Considering a given volume 

of multi-phase fluid, this may be expressed in that the rate of change in mass of a fluid 

can only be due to the mass exchange between fluids. Applying Equation (3-4) with 

kkm  and 
kk   , we have, 

 0,

,

























 dVq

x

u

t
v

mk

j

jkkkkk 


 (3-5) 

where 
mq  is the specific mass exchange rate between the fluids, in this case through 

dissolution. Approaching the infinitesimal volume, V, this leads to the core integral 
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Finally, for each phase we have,  
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3.2.3 Conservation of Momentum 

The momentum transfer of fluids is governed by Newton’s second law, where the 

change in inertia is equal to the total applied forces [243]. Applied to two phase flow, 

the rate of change in momentum for phase, k, is balanced by forces that are applied to 

the fluid. The momentum of fluid k in the given volume is therefore calculated with 

kikM , and ikkk u ,   through Equation (3-4), 
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with the source and sink term ,kq  for momentum including body forces, Fb, with 

respect to the volume and surface forces, Fs, with respect to the surface area converted 

to a volume integral through Stoke’s theorem, along with the momentum transfer 

occurring between the two fluids fq  [239].  

Momentum transfers from fluid 1 to fluid 2, as the bubble or droplet plume acts on the 

seawater plume. Therefore, for each phase we have 
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 (3-9) 

3.2.3.1 Forces 

The applied forces can include surface forces and body forces [244], where body forces 

act on the inside the fluid itself. The most common body force in fluid flow is buoyancy 

through gravity, with negligible further electrostatic and electromagnetic forces [239]. 

  gFg   (3-10) 
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Surface forces are those that are applied on an area of the fluid [245], this includes both 

pressure and shear forces, with the pressure acting on the area perpendicular to each 

surface. 

 Fs = -p+t ij (3-11) 

In shear forces, t ij , the velocity gradients due to viscosities act parallel to the surface as 

shown in Figure 3-3. The shear force, with viscosity resisting the motion [246], can be 

estimated by 

 t ij = m
¶ui

¶x j
 (3-12) 

3.2.3.2 Navier-Stokes and Euler equations 

Applying the buoyancy, pressure and shear forces listed in Equations (3-10), (3-11) and 

(3-12) to the momentum balance in Equation (3-9), gives the Navier-Stokes equation 

[247, 248], 
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where the buoyancy in the seawater (fluid 2) comes from the changes in the fluid 

density from both the temperature gradient, and the effect of the dissolved CO2 solution. 

If the viscosity term is ignored in an ideal flow setting, this would give Euler’s equation 

which was developed ~100 years prior to the Navier Stokes equation [249]. This can be 

used to govern the momentum flow of the dispersed phase for bubble or droplet plumes 

given as, 
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where the shear and pressure forces in the dispersed bubble or droplet plume (fluid 1) 

are negligibly small in comparison to the buoyancy driving force. 
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Figure 3-3 – Changes in the X velocity from shear forces in the Y direction. 

3.2.4 Conservation of Energy 

The energy equation is derived from the physical law of the conservation of energy in 

an open system within the given volume. For seawater, the total energy, E2, includes 

both internal and kinetic energies, neglecting potential energy. Applying Equation (3-4), 

the rate of change of total energy comes from heat interactions and the work done on the 

system, with 
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where 
tq  and 

bw  are the heat transfer received from and work done by the dispersed 

phase respectively, and 
sq  is the heat flux out across the system surface, with

sw  as the 

work done on the system by the surface forces. Utilising Stoke’s theorem [241] on the 

right hand side of (3-15), we have 
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This gives the general energy equation of seawater by substituting (3-16) to (3-15), 

where the volume becomes infinitesimal, 
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The heat flux may be predicted through Fourier’s law [250], where the heat flux is equal 

to the fluid conductivity, Kt, multiplied by the negative of the local gradient of 

temperature, 
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The work done by surface forces normal to the system come from the pressure gradient 

and shear forces. 
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Substituting Equations (3-16) - (3-19) to Equation (3-15) gives the full energy balance 

for seawater. 
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To further simplify this equation, the momentum in Equation (3-8) may be converted to 

energy by multiplying by the velocity u2,j. 
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Subtracting Equation (3-21) from Equation (3-20) gives the internal energy equation, 
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where the second term on the right hand side of the equation is the heat generated from 

the viscous dissipation of fluid flows that may be neglected for the energy balance in 



Chapter 3 – Review of the Two Phase Flow 

 

39 

this study. If the specific heat capacity of seawater, cv, is considered as an constant, then 

the final version of the energy equation of seawater can be obtained and applied as, 
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For the CO2 bubble/droplet plume, there are two kinds of heat interaction; the formation 

and dissociation heat from CO2 hydrates, along with the heat generated from CO2 

dissolution. As discussed by Chen et al. [225], the effect of these heat interactions on 

the dynamics of both phases of CO2 and seawater will be negligibly small if the 

dispersed plume is the scale of a bubbly leakage rather than an eruption. This effect is 

therefore neglected by setting 0tq . It is further assumed that a thermodynamic 

equilibrium state for CO2 and seawater can be reached instantaneously because of the 

relatively large heat capacity of seawater, and the effective heat transfer enhanced by 

the convective flow across the bubbles/droplets, giving T1 = T2. 

3.2.5 The Transport of Scalar Properties 

In addition to the mass, momentum and energy, further properties of seawater and CO2 

are needed to model simulations of the plume dynamics. These include the 

bubble/droplet number density, salinity of the seawater, and concentration of the CO2 

solution. These are known as scalar properties, ),,( 2COks YSn , which share a 

transportation equation.  

The flow of the scalar properties through a considered volume may be treated in the 

same manner to that of mass by the continuity equation. The the rate of change in each 

scalar is caused by the presence of any source terms, 
sq , such as dissolution for the 

dissolved CO2 concentration, interactions for the bubble/droplet number density and 

with diffusion, 
sD , across the volume surface for the salinity and CO2 solution.  

By applying Equation (3-4) and setting 
ks   and sk   , the transportation 

equation of scalars can be derived as, 
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Applying Stoke’s theorem [241] to the first integral on the right hand side of the 

equation gives the equation for scalar transportation, 
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Both the density and the void fraction are set to 1.0 for the concentration of the 

dissolved solution, YCO2, and for the bubble/droplet number density, nk, respectively, 

with the diffusivity of the latter set to zero. 

3.3 Two Phase Flow Interactions 

The viscosity of the fluid defines the fluids internal resistance to changes in motion and 

flow through shear stress [246]. Ludwig Prandl showed that fluid flow past an object 

has two very distinct regions through both theory and experiments [251]. One region is 

a thin film close to and surrounding the object known as the boundary/interface layer 

where friction, shear stresses and viscosity take a large role. The second region is the 

remaining flow outside of this layer where effects may be greatly neglected [252]. Low 

viscosity flows such as air flow more freely at a distance away from the object in 

comparison to a high viscosity fluid such as oil at the same distance [252]. Therefore, 

this boundary/interface layer theory is important in two phase flow as interactions 

between each phase occurs within the boundary/interface layers, such as drag forces and 

heat or mass transfer [252]. To describe the flow characteristics of the boundary, 

mechanically similar flow properties must be defined, where similar boundaries and 

interactions are witnessed in the flow for different fluids, velocities, and dimensions 

based on dimensionless numbers including ratios of forces applied to the fluids [252]. 

3.3.1 Turbulence and the Reynolds Number 

Boundary layer theory was originally developed in laminar flows of incompressible 

fluids, this theory is now fully developed [252]. Turbulent flow studies with boundary 

layer theory have also been advanced through Reynolds [253] highlighting the 

importance of turbulent stresses, and Prandtl [254] introducing theories of the Prandtl 
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mixing length. However, a theory for fully developed flows is yet to be accurately 

defined [252]. The point when flows transition from a laminar flow to a turbulent flow 

was investigated by both Reynolds in pipe flow [253] and Prandtl in flow around a 

sphere [254], where a non-dimensional number, named after Osbourne Reynolds as the 

Reynolds number, Re, is used to define mechanically similar flows for varied fluids, 

velocities and geometries [252], along with investigating the mechanically similar point 

where the inertial forces of the fluid largely overcome the viscous forces [253], 

 Re =
inertial force

friction force
=

ru¶u ¶x

m ¶2u ¶y2
=

ruL

m
 (3-26) 

where L is a characteristic length scale which can be the diameter of a bubble or droplet 

flowing through liquid or the distance the flow travels across a surface. When Re 

exceeds a critical transitional number, regardless of the fluid, geometry or velocity, the 

laminar fluid flow changes to a flow with irregular movements of fluid parcels with 

eddies and circulation, where the fluctuating kinetic energy eventually dissipates into 

heat at a molecular level due to the viscosity [240], this is known as turbulent flow. 

In a pipeline the critical Reynolds number to transition from laminar to turbulent is 

considered to be from 2,300 [255], however over a flat surface the transition to turbulent 

flow is much greater, upwards of 200,000 [256] dependant on the roughness of the 

surface, with a figure of 500,00 widely accepted [257]. To reach the critical Reynolds 

number usually requires a high velocity, however low velocity flows such as the ocean 

are turbulent due to the significant length of the surface of the seabed that the flow 

travels across, with a 10 cm/s flow reaching a Reynolds number of 500,000 over a 

distance of around 5 – 10 m. 

3.3.2 Bubble/Droplet Breakup, Coalescence and the Weber Number 

The Weber number is a measure of the bubble or droplet stability which analyses the 

ratio of the inertial against tension forces to define maximum size characteristics. 
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The Weber number is most often used in bubble or droplet break-up where the inertial 

force exceeds the surface tension giving a critical size at which bubbles can form, or 

where larger bubbles break into smaller bubbles [258] as shown in Figure 3-4. The 

number density source term in Equation (3-25) may be predicted through bubble or 

droplet interactions, with a combination of coalescence and breakup terms, where the 

breakup and coalescence may be predicted by correlations such as those developed in 

pipe flow [201 – 209], with the breakup based on the critical Weber number and the 

coalescence based on the kinetic theory of ideal gas molecule interactions. 

3.3.3 Bubble/Droplet Shape and the Morton and Eötvös Numbers 

Further dimensionless numbers exist from interactions in the interfacial layer, allowing 

interactions to define geometrical patterns and mechanically similar properties in the 

bubble or droplets, such as shape and size. These patterns are controlled by the 

buoyancy, inertial and tension forces. 

The Eötvös number, Eo, also known as the Bond Number, Bo, analyses the ratio of the 

buoyancy against tension forces [259] to define shape characteristics. 
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Figure 3-4 – Photo montage of CO2 bubble breakup. 
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With a high number indicating a low surface tension, making a bubble or droplet more 

likely to deform [260]. This is often used in combination with the Morton number, Mo, 

utilising the inertial, buoyancy, tension and friction forces to describe shape 

characteristics [261] defined from fluid properties alone with no geometrical 

dimensions. 

 Mo =

inertial force

tension force

æ
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3.3.4 Drag Force and the Drag Coefficient 

Shear force or drag is generated by the viscous forces between fluids when a relative 

velocity is created at the interface. The drag force may be described through use of a 

drag coefficient, Cd, another dimensionless number, linking the drag force to the inertial 

force,  

 
Au

F

forceinertial

forcedrag
C d

d 221 
  (3-30) 

As the drag force is a resisting force between a pair of mechanically similar fluids, the 

drag coefficient is a function of the Reynolds number, especially smaller bubbles that 

remain spherical due to low buoyancy forces. Many correlations have been proposed for 

the drag coefficient, with rising bubble and droplet flows researched experimentally 

[181 – 186, 188 – 190, 192, 262], and numerically. Stokes [263] defined the drag 

coefficient for spherical objects at low velocities as a function of the Reynolds number, 

Cd=24/Re. Larger bubbles and droplets have greater buoyancy and therefore start to 

deform from spherical to elongated, with cap like shapes, where further studies have 

focused on taking into account the aspect ratio of the deformed bubbles or droplets at 

larger sizes [169, 184, 225, 226, 237, 262, 264, 265]. To also take into account the 
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effect of shape deformation, dimensionless numbers including Weber, Morton and 

Eötvös numbers are used in some studies [189, 265, 266] and tested within many 

numerical models [188, 189, 266 – 269]. 

The drag force therefore provides the momentum exchange between the bubble or 

droplet and the seawater as shown in Figure 3-5. The mean surface area that the drag 

force acts upon is calculated in Equation (3-31), based on the volume fraction and 

number density, where the volume fraction is equal to the number density of the 

droplets multiplied by the individual bubble or droplet volume. 
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The drag force source term for Equation (3-13) and (3-14) may then be modelled in 

terms of the drag coefficient, Cd, from Equation (3-30). 
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Figure 3-5 – CO2 rising bubble or droplet dynamics, with the drag force acting against the inertial force 

from the buoyancy force and dissolution through convective mas transfer. 
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3.3.5 Mass Transfer and the Sherwood Number 

Mass transfer through dissolution occurs in the interfacial layer through convection; a 

sum of the bulk mass transfer through the fluid flow (advection) and the natural mass 

transfer at the molecular level (diffusion) [270], shown in Figure 3-5. 

To compare between the mass transfer by diffusion and convection, the dimensionless 

Sherwood number, Sh, is employed, defined as the ratio of convective mass transfer in 

real fluid flow, with that of pure diffusive mass transfer [271, 272]. 

 
f

m

D

dk

TransferMassDiffusive

TransferMassEffective
Sh   (3-33) 

As another parameter for mechanically similar flows, Sh, should also be a function of 

the Reynolds number and other dimensionless parameters. Studies have been carried out 

by experiments [180, 181, 186, 190 – 193], where empirical correlations have been 

developed for mass transfer with bubbles [184, 187, 194, 233, 268] in terms of mass 

transfer coefficient, and droplets [169, 225, 231, 262, 269, 273, 274] in terms of 

Sherwood number. 

As with the drag coefficient, modifications to this function are made to take into 

account the shape deformation and geometry, where for droplets [169, 195, 225, 262, 

275, 276] deformation factors for the aspect ratio are often included along with 

additional dimensionless numbers to ensure the flow is mechanically similar such as the 

Schmidt number, Sc, that defines the ratio of momentum diffusivity (viscosity) and the 

diffusive mass transfer in the boundary layer [277] as shown in Equation (3-34). 

 
fDTransferMassDiffusive

TransferMomentumDiffusive
Sc


  (3-34) 

For bubbles, the mass transfer occurs at a lower rate [224] due to the smaller density, 

where the shape, especially for larger bubbles, can be far more deformed than a liquid 

counterpart. The effective mass transfer, k, is therefore predicted, not by Re, but by the 

size and relative velocity of the bubble directly in experimental correlations [183, 184, 

233, 267, 278, 279], from which, the Sherwood number may be predicted. 
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The mass exchange source term in Equations (3-7) may be predicted through the CO2 

mass dissolution rate [184], 

  0CCAkq smm   (3-35) 

where Cs and C0 are the solubility of the CO2 and the background concentration of 

dissolved CO2 concentration in seawater respectively, and A is the total interface area. 

The source term in the governing Equation (3-7) can then be calculated by, 

      0

3/23/1
6 CCDShnq sfm    (3-36) 

through converting the surface area using Equation (3-31) and the mass transfer 

coefficient using Equation (3-33). 

3.4 Measurements of Two Phase Flow 

As detailed in Section 2.5, two phase flow interaction experiments for bubble and 

droplets have been developed extensively in the laboratory, allowing numerical 

correlations to be developed, such as the drag coefficient, the mass transfer coefficient 

or Sherwood number, along with the coalescence and breakup interactions for a range of 

bubble and droplet shapes and sizes. 

In-situ experiments and natural leakage analysis provide additional data to validate 

these correlations, where properties of the plume effects, ocean currents and the 

dynamics of turbulence are largely excluded from laboratory experiments due to the size 

of the apparatus required to simulate open water flow acting against the ability to focus 

on the micro-scale two phase interactions of individual bubbles or droplets. In-situ 

experiments may be at great depth where the instruments cannot be deployed or 

managed without Remotely Operated Vehicles, ROV, due to the harsh conditions, 

where the ROV also has the ability to travel quickly through the water column, tracking 

bubble or droplet dynamics and dissolution. 

3.4.1 Imaging Techniques 

Regarding the experimental measurements of bubble dynamics, rise velocity and 

dissolution, most previous in-situ or laboratory studies have gathered data using high 
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speed photography and imaging techniques [280] as shown in Figure 3-6, with recent 

studies utilising either CCD [197, 212, 281 – 284] or CMOS [285] sensors, and prior 

studies using analogue video cameras. The differences in the principles of CCD and 

CMOS sensors in digital cameras and camcorders is not discussed in detail as it goes 

well beyond the scope of this study. However, the specifications of each sensor in terms 

of application are briefly analysed. 

The signal to noise ratio measures the amount of noise in the signal provided from the 

sensor, and the spatial standard deviation measures how varied the signal is recorded 

across the sensor. State of the art CCD sensors, such as in the PCO Sensicam, provide 

good image precision through a high signal to noise ratio, and a low spatial standard 

deviation at both high and low signal levels, compared to the CMOS sensor in the PCO 

1200hs (with the same resolution and exposure time) that only has a high signal to noise 

ratio and low spatial standard deviation at high signal levels [286]. However, CMOS 

sensors often provide better data in time series images as they can be used at a higher 

frame rate without compromising on picture quality due to the shorter exposure time 

required; an example is the Photron APX CMOS sensor which has an exposure time of 

50 μs compared to 2 ms with the PCO Sensicam CCD sensor [286]. 

 

Figure 3-6 – A CCD camera mounted on the front of an ROV, with an imaging box in front to prevent the 

bubble stream from travelling away from the camera [212]. 
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3.4.2 Enhanced Imaging and Laser Techniques 

The bubble/droplet images recorded are often unsteady with unpredictable 

instantaneous dynamics. Therefore, Particle Image Velocimetry, PIV, can be used as an 

imaging processing technique to measure the detailed variation in bubble characteristics 

in a turbulent flow field [287], capable of tracking the size, shape, velocity, acceleration, 

and mass transfer of a bubble or droplet, whilst simultaneously measuring the fluid 

velocity field in 2 dimensions [280]. This is achieved through utilising both a camera 

and a laser/strobe to highlight tracer particles that are added to the fluid allowing the 

flow pattern to be recorded. Laser Induced Fluorescence, LIF, can however also help in 

tracking bubble trajectories utilising photosensitive dyes [280], with the fluorescence 

highlighting the trajectory and dynamics of the bubble interface including dissolution. 

Utilising a pH sensitive dye, pH changes from bubble or droplet dissolution may be 

established [200] as shown in Figure 3-7.  

Imaging techniques and analysis for measurements is highly time intensive to obtain 

good data [280]. Laser Doppler Anemometry, LDA, is a method that significantly 

reduces the extraction time for the measurement of a bubble or droplet rise velocity, 

even in a high number density plume. However this technique is unable to detect other 

properties such as bubble shape or size [288]. The measurements are based on the 

analysis of a laser light at a set frequency that changes in proportion to the velocity of 

the bubble/droplet as it travels through a measuring location [289]. 

 

Figure 3-7 – An image of CO2 bubble dissolution, utilising LIF and a pH dependant dye [200]. 
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3.4.3 Acoustic Techniques 

Acoustic techniques include both active and passive measurements. Passive techniques 

record the sound created by the bubbles themselves as they emerge from the sediments, 

and active techniques produce a sound wave and collect the reflected signal which 

allows a sonar image to be produced [290]. Both active and passive techniques have the 

potential to predict gas flux, however, for long term monitoring, passive systems are 

preferred, with active systems requiring greater power to produce the acoustic wave 

[126]. 

Studies on passive acoustic bubble sizing and distribution have shown that as a bubble 

breaks free from a surface, the bubble and surrounding fluid oscillate at a low amplitude 

to the bubbles natural frequency in simple harmonic motion. This property can be 

exploited, as suggested by Minnaert [291] to detect bubbles where the natural frequency 

of each bubble is inversely proportional to the bubble diameter. The benefits of this 

method to determine bubble sizes over optical or active acoustic measurements and gas 

collection systems are that the passive acoustic recording requests very low power 

[292], with a Canon EOS 5D Mark II CMOS camera requiring 24W [293] compared to 

a sonar active acoustic technique requiring about half of this at 12 W [294], and a 

hydrophone of less than 1W [295]. Therefore constant monitoring in the long term can 

be achieved, and the effects of rapid dissolution of gasses such as CO2 [218] in 

collection and imaging measurements can be avoided [3]. Greene & Wilson [292] 

studied the passive acoustic technique to measure the flow rate of air in distilled water, 

and as with this study, the results were compared with optical methods. They also 

collected the gas to verify the results due to the low solubility of air [177]. In their 

study, small (de ≈ 2mm) individual bubbles were released at frequencies between 0 and 

10 bubbles per second from a single nozzle. The passive acoustic technique works well, 

where the authors suggest that this technique can likely provide an effective method in 

monitoring gas seeps of both individual and multiple bubble streams if the flow rate is 

sufficiently low. In-situ recordings have also been conducted at methane seeps in the 

natural environment with average frequencies of 25 bubbles per second which supports 

the application of this theory [296]. More recently Leighton and White [297] have 

successfully captured bubble size distribution in high flux leaks where bubble acoustics 

overlap through analysis of the acoustic energy of each bubble, utilising the assumption 
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that each bubble is excited once, allowing the contribution of each bubble to the overall 

acoustic spectrum to be predicted [126]. 

3.5 Reconstruction of the Small Scale Turbulent Ocean 

Ocean turbulence is a nonlinear dynamic system of unsteady fluid motion. Its scale 

varies from global where energy is generated through interactions with atmosphere, 

solar system and moon to drive the ocean circulation at low frequencies [298], down to 

microscopic scales where kinetic energy dissipates through molecular viscosity into 

heat [240] as shown in Figure 3-8.  

Atmospheric weather patterns and energy, such as kinetic energy in wind and thermal 

energy, are generated by the sun. When air is heated at ground level, absorbed and 

radiated by the earth from the sun, it rises due to the decrease in density. This displaces 

the cooler air above providing the dynamic energy to the air in the lower atmosphere 

[298]. 

 

Figure 3-8 – Sketch of a kinetic energy spectra (not to scale); showing the energy provided from global 

circulation to the small scale dissipation. 
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In global scales, heating in the tropical regions, and cooling from higher latitudes 

providing upwards and downwards motions. Including the rotation of the earth, this 

generates circulation in the atmosphere as proposed by Halley [299] and Hadley [300]. 

In the same manner, kinetic energy and circulation is generated in ocean currents from 

solar radiation and the rotation of the earth, along with momentum transferred from 

atmospheric winds [298]. 

3.5.1 Modelling Turbulence 

It is crucial to develop a small-scale turbulence model to predict pollution dispersion 

and impacts to the ocean. At the small scale, pollution cannot be considered as just a 

mass source to the ocean, but also a momentum source. Kinetic energy from buoyant 

bubbles is transferred to the local seawaters in bubbly gas leaks, providing upward 

motions. As gasses are soluble in seawater [177], the dissolved solution can also 

produce further buoyancy motion depending on the effect of the solution in terms of 

changes in density. 

The interactions between the leaked bubble plume and the original turbulent ocean are 

investigated by the two-phase small-scale turbulent ocean model through kinetic energy 

spectrum analysis. A small-scale turbulent ocean is therefore reconstructed from the 

theories of a forced-dissipation mechanism for the ocean, from the meso to small scales. 

To understand the turbulence characteristics in the small scale, a set of time series 

current data observed from The North Sea [301] is collected as shown in Figure 3-9, 

with the mean current over 98.5 hours, along with the fluctuating mean over 10.0 and 

1.0 hours. 

Although turbulent flows are irregular and seemingly random and chaotic, it can be 

found that the flow has statistically regular characteristics [302]. This means that 

although flow is developing with unpredictable eddies at various velocities and scales, 

the time average or volume average of the flow over a set scale may be statistically 

predicted. This allows analysis of the fluctuating flow through kinetic energy spectra 

taken by a Fast Fourier Transform (FFT) of the current data as shown in Figure 3-10. 
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Figure 3-9 – Time series current data (blue line) from 27
th

 - 31
st
 July 2012 in the central North Sea 

(58°24'23.11"N 2°1'25.33"E) [301], with the time average mean velocities (red line for 98.5 hours, 

orange line for 10.0 hours, green line for 1.0 hour). (a) X direction, top; (b) Y direction (vertical), middle 

top; (c) Z direction, middle bottom; (d) total magnitude, bottom. 

  

(a) 

 

 

 

 

 

(b) 

 

 

 

 

 

(c) 

 

 

 

 

 

(d) 



Chapter 3 – Review of the Two Phase Flow 

 

53 

 

 

 

Figure 3-10 – Fluctuating kinetic energy spectra (blue line) taken from data analysed from the central 

North Sea (58°24'23.11"N 2°1'25.33"E), compared with Kolmogorov’s -5/3 gradient law [303] (red line). 

(a) X direction, top; (b) Y direction (vertical), middle top; (c) Z direction, middle bottom; (d) total 

magnitude, bottom.  
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Kolmogorov [303] found through theoretical investigations that turbulence behaves 

with isotropic energy cascade characteristics at scales much smaller than the source of 

turbulent energy, but much larger than those where viscosity plays a role. Therefore the 

rate of transfer of turbulent kinetic energy from greater scales to smaller scales should 

be consistent. For the ocean, it has already been identified that the sources of turbulent 

kinetic energy are that of the larger regional and global scale; and dissipation through 

viscosity into heat occurs on the molecular scale. Therefore in the meso and small 

scales, the dissipation through breakup and decay of eddies from one scale to another 

will occur at a constant rate. In each of the directions, the rate of dissipation may be 

predicted in the logarithmic scale with a gradient of -5/3 through Kolmogorov’s law 

[303], 

   3

5

3

2


 kCkE k  (3-37) 

with Ck as a constant. A good agreement is found from the theory and that from the 

observation data from the North Sea, shown in Figure 3-10. The fluctuations may come 

from the limited range of experimental data, observational noise, and rounding errors in 

the FFT. The errors from the limited available data would reduce through the use of an 

increased data set increasing the statistical predictability of the fluid flow. However, the 

number of errors from rounding would increase with the larger data set [304]. 

The fluctuating kinetic energy from oceanic turbulence in the vertical direction, shown 

in Figure 3-10 (b), is at least one order lower than that of the horizontal plane, which 

demonstrates the effects of ocean stratification. The kinetic energy in the vertical 

direction is generated by thermal heat transfer, surface waves, and momentum 

transferred from the horizontal planes. This kinetic energy is dissipated at all scales 

through stratification due to the vertical density distribution. 

Turbulence is arguably the most complex phenomenon in terms of fluid motion. 

However, it can be described in terms of the conservation of momentum; especially for 

simple liquid and gas flows. This is defined theoretically by the Navier-Stokes (N-S) 

equation [305]. Ideally, turbulent flows would be directly numerically simulated. This 

would require a powerful super computer to simulate the dynamics down to the smallest 
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scales, known as the Kolmogorov scale, 
4/13 )/(   ; in the range of 0.1 to 10 mm in 

oceanic flows [306]. However, with today’s technology this is not possible. Without a 

powerful super computer, the turbulent stress term in the momentum transportation and 

the turbulent scalar transportation equations must be modelled for the smaller eddies. 

The N-S equations for a single phase small-scale ocean can be derived from Equation 

(3-13) by removing the source term for two-phase flow, 
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where, Fsij is the force transferred from the large-scale oceanic kinetic energy, while, 

Dsij, is the sub-grid scale turbulent stress, dissipating the kinetic energy to maintain the 

cascade dynamics of the ocean. 
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This technique is known as the force-dissipation mechanism, where modelling of the 

forcing and dissipation terms is discussed in the following sections. 

3.5.1.1 Reynolds-Averaged Navier-Stokes 

The first method for simulating turbulent flows is from Osbourne Reynolds [307], later 

known as Reynolds-averaged Navier-Stokes (RANS). In this technique the turbulent 

flow may be characterized from the time or distance average of the motion, along with 

the local fluctuation of the motion. 

      txutxutxu ,,,    (3-39) 

The first such model introduced eddy viscosities to close the averaged Navier-Stokes 

equations [308]. Models developed can be categorized as mixing-length based one-

equation models [309], k-e based two-equation models [310], and Reynolds stress 

models [311]. The benefits of RANS are that it has a small computational cost, with low 

requirements for computational power, memory and time. However, it is limited in that 
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the average flow may be solved, but the internal turbulent flow field itself is unable to 

be predicted [240]. 

3.5.1.2 Direct Numerical Simulation 

Direct Numerical Simulation (DNS) is a numerical method where the Navier-Stokes 

equation is solved directly with no extra turbulence models required [312]. However, 

the grid must be to very fine to encounter the turbulent flow for all scales, including 

resolving each individual temporal and spatial fluctuation of the flow [240]. In most 

cases this in not feasible in terms of computational power, memory and timescale, 

except for the most simple of fluid flows that contain relatively low Reynolds numbers 

[313]. 

3.5.1.3 Large Eddy Simulation 

Large Eddy Simulation (LES) is a concept where the larger scales of the turbulent fluid 

flow are explicitly solved, with the smaller unresolved turbulent flows included as an 

additional modelling term in the Navier-Stokes equation [314]. Low pass filtering is 

utilised to remove the fluctuations at the smaller scales [315], reducing the 

computational cost and allowing the flow to be calculated over a coarser field than in 

DNS. The turbulent characteristics at these unresolved smaller scales are modelled 

through a range of sub-grid scale models [314]. 

The larger scales are relevant in terms of the mixing and transport of the flow, with the 

smaller scales providing more of a universal isotropic dissipative flow, independent 

from the larger scales [303, 316]. The key difference between LES and RANS, is that 

the small scales are those in the same order or smaller than the grid size in LES, 

whereas RANS considers all but the largest eddy to be cut off, with the smaller scales 

averaged [314]. The suitability for LES can be seen in Figure 3-8, with the small scale 

numerical model fitting between the large scale energy generation at scales greater than 

those simulated, and the linear grid and sub-grid dissipation, with the latter numerically 

modelled. 

3.5.2 Choice of Modelling Technique for the Small-Scale Turbulent Ocean 

Although DNS, LES and RANS numerical models are valid modelling techniques for 

the small-scale turbulent ocean, the quality of results from the model can vary based on 
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the chosen technique. Figure 3-11 shows a sketch of arbitrary simulations of DNS, LES 

and RANS at a single point in a fully developed steady turbulent flow. DNS simulations 

cover all scales of the simulation, including the largest and smallest eddies showing the 

complete flow field. However, DNS is not practical in this case as previously discussed 

due to the size of grid required to cover all the scales. RANS by its definition gives a 

constant mean velocity fluctuation at a point in a steady flow, where LES fits between 

the two, giving a range of wavelengths, but smoother than DNS due to the filtered 

velocities [317]. 

Turbulent fluctuations occur in the ocean at scales from millimetres to hundreds of 

kilometres [318], therefore as the turbulent features across the grid scale (meters) are 

not numerically calculated in RANS, LES simulations are often considered more 

reliable and numerically suitable than RANS methods [314]. In other words, LES shows 

the fluctuations across the grid elements at all the wavelengths above its filter size, 

whereas RANS shows less detail by filtering out all but the top wavelength, giving the 

averaged fluctuating flow across the grid [317]. However, LES will only provide a 

better match to experimental data than RANS when a sufficiently fine grid is employed 

in wall bounded flows [319]. 

In the open ocean, when the grid size is sufficiently large as to ignore the wall effects, 

LES is suitable at lower resolutions in the small-scale region, within 10.0 km [223]. The 

energy is generated through a forcing term within the simulation [320, 321], and 

dissipates through the isotropic cascade characteristics predicted by Kolmogorov [303]. 

An increase in the number of grid points or the reduction of mesh size in LES will only 

increase the accuracy, approaching that of DNS. 

LES also provides a far lower computational cost than DNS, allowing flows at 

relatively greater Reynolds numbers be simulated. However LES does require higher 

computational time and power than RANS methods [314]. Therefore LES is considered 

to provide a good medium between the extremes in terms of both computational use, 

and the ability to show the turbulent field accurately for the larger scale flows in non-

wall bounded simulations. 
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Figure 3-11 – Sketch of the comparison between DNS, LES and RANS simulations at a single point in the 

grid from a fully developed steady turbulent flow. 

3.6 Summary 

Two phase flow mechanisms are developed and a set of governing equations are derived 

to numerically predict the mass, momentum and energy transfers between each phase. A 

number of complex phenomenon in the interfacial boundary layers are investigated 

utilising sub-models to predict mechanically similar properties; this includes bubble 

stability and break-up through the We number, the bubble or droplet changes in shape 

through the Eo and Mo numbers analysing both geometrical and fluid properties, the 

drag force between the two phases through the drag coefficient and mass transfer 

through the Sh number. 

Most of the correlations for these two phase dynamics are developed from laboratory 

experimental data, therefore there is a need to validate against in-situ experiments or 

natural seepage observations where there are far less controlled conditions providing a 

better indication off the two phase flow in turbulent waters and open water column. 

The turbulent ocean must also be modelled, with the various options investigated and 

analysed in terms of DNS, RANS and LES, with a discussions on the applicability 

dependant on both the simulation resolution and grid size.  
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Chapter 4 – Dynamics of Bubbles: The QICS Experiment 

4.1 Introduction 

Sufficient understanding of the dynamics of dispersion and dissolution of CO2 bubbles 

and droplets in both water and seawater are necessary and fundamental to the 

development of associated correlations for the drag coefficient and Sherwood number, 

key to the drag force and dissolution mechanisms, and required to close the momentum 

and continuity equations for two phase flow in the two phase model developed for this 

thesis. Further sub-models also require development to predict plume interactions 

including breakup and coalescence affecting the number density distributions, the 

source term of Equation (3-25). Bubble size distribution and the related velocity are key 

parameters to these sub models and correlations, along with the fluid properties and 

phase. 

In Section 4.2 there is a discussion on the fluid phase, under which circumstances the 

CO2 is in the gas or liquid state, along with the presence of a hydrate coating. Then 

Section 4.3 presents the new experimental observations made as part of this thesis, both 

in the laboratory and in-situ, enhancing the correlation sub-model development utilising 

both imaging and passive acoustic measurements to determine the bubble size, shape, 

interactions and velocity. Finally, Section 4.4 summarises the experimental findings for 

the dynamics of bubbles in the dispersed phase. 

4.2 Physical State 

The physical state of the CO2 has a great effect on dissolution and dynamics of the fluid, 

mainly due to the differences in density and solubility. A plume of rising bubbles can be 

found at depths shallower than 400 meters [224], there is also the potential of the 

bubbles forming hydrate coats if the depth is more than 180 meters and the temperature 

is below ~4°C as shown in Figure 4-1 based on data from Sun and Duan [322]. As the 

density increases, a plume of rising droplets can be found at depths greater than 550 

meters [224], these also have the potential to form hydrate coats when the temperature 

reduces below ~8°C [322]. The intermittent depths between 400 meters and 550 meters 

may provide bubbles or droplets dependant on the local temperature, as seen in Figure 

4-1. 
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Figure 4-1 - The phase change of CO2 from liquid droplets, to gas bubbles (blue line); and the stability of 

hydrates (red line) based on pressure ( 1 bar ≈ 10 meters depth), and temperature [322]. 

4.3 Experimental Observations 

Experimental observations for the dynamics of bubbles and droplets in the seawater 

have been studied greatly in terms of oil and gas, with more recent observations on that 

of CO2 droplets, in terms of dissolution [212] and dispersion [188, 189]. However there 

are few data sets for CO2 bubbles at shallow ocean in terms of dispersion, with previous 

data sets based on either CH4 [187 – 189, 197] or air [181 – 186].  

Therefore experiments have been designed for investigation on shallow bubble leakage, 

both in the laboratory (utilising air to validate the measurement techniques) and in-situ 

(with CO2) to fill the gaps from the available data to simulate leakages within the North 

Sea. 

4.3.1 Imaging Technique 

The bubble size, shape, trajectories and interactions among gas bubbles are processed 

using image processing software [323]. The location and edges of each CO2 bubble 

were determined as a result of manual image processing, where the evaluation of the 
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bubble size is characterised by the equivalent diameter, de, from the measured cross 

sectional area, A, against a scale. 

 


A
de

4
  (4-1) 

The geometry of the larger CO2 bubbles measured may be further characterised by two 

dimensions: the major axis dimension, dmj, and the minor axis dimension, dmi, of the 

bubble. Where an in-line scale was not possible, the measured dimensions are corrected 

for perspective through a geometrical calculation based upon the distance between the 

bubble plume and the scale, X, along with the focal length of the camera, L, as seen in 

Figure 4-2. 

  LXdd se  1  (4-2) 

The velocity of CO2 bubbles is also measured by comparing the vertical coordinate of 

each bubble centre between frames y1 and y2 respectively. With a time interval of 

301t s, the vertical velocity of the CO2 bubble relative to the seafloor may be 

calculated. 
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Figure 4-2 – Experimental set up. (a) The observation field of bubble-plumes, left; (b) schematic view of 

the observation system, right. 

(a)            (b) 
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4.3.2 Passive Acoustic Technique 

Through the digital audio signal spectrum, a passive acoustic method is also employed 

to investigate the size of the bubbles and the bubble distribution utilising the natural 

frequency of each individual bubble emitted from the sediments into the water column. 

This technique was developed by Minnaert [291] as applied by Leighton [290], to 

exploit the natural frequency of the bubble oscillation. 

The general principle of the technique is a kinetic and internal energy balance of the 

bubble in simple harmonic motion where the fluctuating bubble radius may be 

described as ti
errtrrr 0

000 )(


  . Assuming the bubble has a spherical surface, 

the kinetic energy of the water flow around the bubble may be calculated as 

   224
2

1
RRRE

r

k




   (4-4) 

where the mass of the liquid flowing around the bubble skin is RRmskin   24 , and 

the mass flow rate of liquid through a spherical surface around the bubble within time 

t  is tRRm    24 . If the surrounding liquid is considered to be incompressible, the 

mass flow rate is constant at any radius [290], providing the ratio 

 
22 RrrR   (4-5) 

Substituting Equation (4-5) into Equation (4-4) and conducting the integration provides 

the kinetic energy as 

 
232 rrEk
  (4-6) 

The maximum kinetic energy, 
max,kE , occurs when the bubble radius is at the 

equilibrium position 0rr   and under simple harmonic motion ti
erir 0

00



  giving the 

solution 
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The maximum bubble potential energy, 
max,pE , will occur when the bubble radius is 

furthest away from the equilibrium position 00 rrr   and under simple harmonic 

motion 0r . Assuming the process is adiabatic and the work done to compress the 

bubble is  dVpp e  
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In addition, assuming the gas in the bubble is a perfect gas, experiencing an adiabatic 

process kpV 
 and 0rrr   provides the relation  
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Using a first order binomial series approximation this may be expanded to 
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Substituting Equation (4-10) into Equation (4-8), the maximum internal potential energy 

is 

 
2

000

2

0

0

0

0

max, 643
0


 



rrprrp
r

r
E

r

p 









   (4-11) 

By combining Equations (4-11) and (4-7), the equivalent diameter may then be related 

to the natural frequency of the bubble through 00 2 f  . 
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The acoustic signal may first be filtered to remove sections of ambient noise, with 

Bergès et al. [126] suggesting the band for their experiment to be between 800 Hz and 8 

kHz based on the mean acoustic signal. The filtered acoustic spectrum may then be split 

into short timeframe sections, where the section size must be approximately the same 

time frame as the rate at which each bubble is leaked. In principle, if more than one 

bubble is in the section, it will only be counted as one bubble, conversely if one bubble 

is in more than one section, it may be counted twice. Calculating the Fast Fourier 

Transform (FFT) of each section provides a range of frequencies with their amplitude. 

Selecting the highest amplitude frequency and applying Equation (4-12) allows the 

bubble diameter to be predicted and a cut off amplitude is also used to ensure that no 

bubble is recorded if no bubbles are released. The leakage rate may then be predicted by 

the summation of each bubble volume. 

 
6

3

ed
V

  (4-13) 

4.3.3 Laboratory Observations 

To test the passive acoustic technique for predicting bubble sizes, and in turn leakage 

rates, a laboratory experiment is designed using air as the gas to remove the effects of 

dissolution. The flow rate of the gas may be measured through a flow meter, and 

compared with the flow rate measured through acoustic bubble sizing to validate this 

method of predicting leakage rates. The aim of this laboratory experiment is to identify 

and validate the passive acoustic bubble size measurement technique, before applying it 

to the data analysis for the QICS field observations. 

4.3.3.1 Design and performance 

Apparatus was set up as shown in Figure 4-3, where compressed air at a range of 

leakage rates was released, through a flow meter and into a water tank through a nozzle. 

The first 40 cm of the tank is filled with 2 mm diameter glass beads as artificial 

sediments, giving an estimated porosity of between 0.36 and 0.47 [324] with a 110 cm 
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water column above at atmospheric pressure and temperature. The formation size of 

bubbles freely rising in the first 10 cm from the sediments into the water column are 

observed and tracked through filming video clips utilising a GoPro Hero 4 Silver 

camera situated on the artificial sediment basin, with a ruler as a reference dimension 

aligned with the bubble plume. The camera also recorded local audio allowing the 

comparison between both the passive acoustic techniques and the measured flow rate. 

The motions of the bubbles were captured with a frame rate 29 fps producing full HD 

1080 digital images. 

4.3.3.2 Laboratory plume experiment data 

From the laboratory experiment, the dynamics of the leaked air bubbles released into the 

water are recorded through imaging and acoustic data, enabling the prediction of the 

initial bubble size distribution and leakage rate. The recordings of passive audio and 

images are simultaneous; therefore a direct comparison between findings can be made 

within these clips for the bubble size distribution and leakage rate. The imaging 

technique was found to be ineffective due to the unpredictability of the leakage position 

within the tank, along with the large distance ratio between the plume/ruler and the 

camera/ruler, giving a large, but unpredictable (XL) in Equation (4-2) as shown in 

Figure 4-4. Therefore only a direct comparison between the measured leakage rate and 

the acoustic data was made to validate the passive acoustic technique. 

 

 

Figure 4-3 – Laboratory experimental set up. (a) A schematic of the experimental apparatus, left; (b) a 

photograph of the tank used in the experiments, right. 

(a)          (b) 
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4.3.3.2.1 Initial bubble size distribution and leakage rate prediction 

The raw data from the passive acoustic audio signal is plotted in Figure 4-5 (a). The 

FFT of the raw data in Figure 4-5 (b) is used to determine the regular background noise 

and interference frequencies and amplitude, where a high pass Butterworth filter is 

employed as a low frequency acoustic noise reduction mechanism [325], with a 

frequency of 500 Hz selected based on the high amplitude of the lower frequency noise 

and interference. 

 

Figure 4-4 – The observation of a bubble plume in the laboratory experiment. 

 

Figure 4-5 – (a) Passive acoustic audio signal for the full data set at a sampling rate of 48.0 kHz, top; (b) 

FFT spectrum to determine ambient noise frequencies, with the red data (below 500 Hz) reduced through 

a Butterworth high pass filter before analysis, bottom. 

(a) 

 

 

 

 

(b) 
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For multiple leakage rates in multiple 60 second recordings, the acoustic spectrum is 

analysed in 1/30
th

 of a second segments, as described in Section 4.3.2, to determine the 

bubble size in each section. Figure 4-6 (a) shows an example case where the total 

number of bubbles of each size is calculated in Figure 4-6 (b). From the number of 

bubbles of each size, the volume flow rate may be established from Equation (4-13), 

where for the example case above, the flow rate is estimated as 19.99 ml/min, in 

comparison to that measured of 20 ml/min. 

A number of experiments were carried out under the same conditions to verify the 

leakage rate prediction up to 680 l/min as shown in Figure 4-7. The experiment 

concluded that the passive acoustic technique is suitable for detecting the bubble size 

and flow rate, therefore this technique was applied in the data analysis for QICS field 

experiment. 

 

 

 

Figure 4-6 – (a) An example of the predicted bubble size in each time section, top; (b) the total number of 

bubbles of each size, bottom. 

(a) 

 

 

 

 

(b) 
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Figure 4-7 – A comparison between the leakage rate measured acoustically, and that from the flow 

meter, with a calibration gradient of 1.0 to compare. 

4.3.4 QICS 

The QICS experiment involved drilling a narrow borehole from land, terminating in 

unconsolidated sediments ~12 m below the sea floor approximately 350 meters offshore 

in a semi-enclosed bay in the Scottish waters (56 29.55 N, 05 25.71 W). CO2 gas was 

released through May - June 2012 with a total of 4.2 tonnes of CO2 over 37 days [105]. 

A borehole was drilled into the sandy mud sediments as illustrated in Figure 4-8, with 

the release of the CO2 through the sediments controlled and monitored from a mobile 

laboratory at a nearby site. After migration through the sediments, the CO2 reached the 

seabed and formed as gas bubble plumes in a water column of 9 - 12 metres depending 

on the tide. 

Key data required to analyse the dynamics of the bubbles in the field experiment 

included the leakage parameters: bubble rising velocity, shape, shrinking rate, and 

interactions; with each of these parameters also related to the bubble size distribution. 

By measuring these bubble parameters, along with further data of the estimated leakage 

flux and area, the marine impact may be estimated in terms of the changes in DIC, pH, 

or pCO2, as well as the reflections of these effects on marine organisms. 
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Figure 4-8 – Schematic of QICS CO2 release experiment [113]. 

4.3.4.1 Design and performance 

Leaked CO2 bubbles freely rising in the first 30cm from the sediments into the water 

column are observed and tracked through video clips provided by the divers overseeing 

the QICS experiment, filmed from three select pockmarks locations utilising a Canon 

EOS 5D Mark II CMOS camera, elevated approximately 20 cm above the sea floor, 

with a ruler as a reference dimension aligned with the CO2 bubble plume as seen in 

Figure 4-2. This limits the collected experimental data to the first 30cm in the water 

column. The camera also recorded local audio allowing the comparison between the 

imaging and passive acoustic techniques. The motions of the CO2 bubbles were 

captured with a frame rate 30 fps producing full HD 1080 digital images, also providing 

mono passive acoustic recordings at a fixed frequency of 44.1 kHz. In the experiment, 

upwards of thirty five pockmarks were formed, however only three select locations 

were observed. 

Measurements of the leakage rate showed that a mean of ~15 % of the injected gas was 

detectable in the water column using both acoustic [126] and physical collection 

measurement techniques [105]. This suggests that either some gas is dissolved prior to 

reaching the water column, is released as very small bubbles dissolving quickly, or it 

remains as a gas within the sediments. As the camera placement is close to individual 
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bubble plumes, passive acoustic recordings will be able to detect the smaller bubbles 

that may not be recorded by the camera. A combination of the passive acoustic and 

imaging methods from the camera are therefore utilised to compare and analyse the data 

providing a bubble size distribution. 

4.3.4.2 In-situ plume experiment data 

From the QICS experiment, the data recorded through imaging and acoustic techniques 

enable the prediction of the initial bubble size distribution, leakage rate, bubble shapes, 

velocity distribution, along with bubble interactions including break up or coalescence. 

The recordings of passive audio and images are simultaneous; therefore a direct 

comparison between findings can be made within these clips for analysing the bubble 

data and understanding the plume mechanisms. 

Data such as the rise height of the bubbles is observational data, rather than quantitative, 

due to the limitations of the distance in which bubbles may be tracked by the camera. 

However, as an indication of the rise height, bubbles of an undistinguishable size (< 

0.01 mm) were found to reach the seawater surface during low tide (9 meters water 

depth). 

4.3.4.2.1 Initial bubble size distribution and leakage rate prediction 

The size of the CO2 bubbles and leakage rate are the key parameters for the analysing 

the dynamics of free rising bubbles, including the dispersion and dissolution. The larger 

the bubble, the further it will travel in the seawater and the longer it will take to 

dissolve. For this reason, the distribution of the initial bubble size is vital to predict the 

height travelled by the CO2 bubbles in the water column before dissolving, as well as 

the leakage rate to determine the concentration of the dissolved solution in the plume 

and the related changes in pH of the seawater. 

4.3.4.2.1.1 Imaging technique 

The initial bubble size distribution and the leakage rate from the sediments into the 

water column are measured through analysis of the video clips, with the count of each 

equivalent diameter, de, presented in Figure 4-9 (a) and the summation of each bubble 

size shown in Figure 4-9 (b).  
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The number of bubbles at each size is then converted to a percentage distribution 

through Equation (4-14) and presented in Figure 4-10 (a). Greater than 50 % of the 

measured CO2 bubbles are shown to have a diameter between 6.0 mm and 8.0 mm, 

compared to a low percentage (< 1.5 %) of the small (de < 4.0 mm) and large bubbles 

(de > 11.0 mm). 

 

Figure 4-9 – (a) Each measured bubble size, top; (b) the total number of bubbles of each size, bottom. 

 

 

Figure 4-10 – (a) The predicted bubble size distribution, left; (b) the total mass of each bubble size, right. 

     (a)             (b) 

(a) 

 

 

 

 

(b) 
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From this data, the mass distribution of each bubble size may be calculated as shown in 

Figure 4-10 (b). The flow rate of a single pockmark is also predicted as 0.06 kg/day and 

extrapolating to 35 pockmarks gives an estimated leakage rate of 1.97 kg/day. 
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4.3.4.2.1.2 Acoustic technique 

The formation size and distribution of the gas bubbles was also determined through a 

passive acoustic technique as a comparison. Sections of excessive noise and interference 

(diver movements and breathing apparatus) were removed from the video clips 

providing 72.76 seconds of data that may be analysed. The raw data from the passive 

acoustic audio signal is seen in Figure 4-11 (a). The FFT of the raw data in Figure 4-11 

(b) is utalised to determine the regular background noise and interference frequencies 

and amplitude, where a high pass Butterworth filter is employed as a low frequency 

acoustic noise reduction mechanism [325], with a frequency of 950 Hz selected based 

on the high amplitude of the lower frequency noise and interference. This may be 

compared with the reduced noise of 500 Hz in Laboratory conditions in Figure 4-5 (b). 

 

 

Figure 4-11 – (a) Passive acoustic audio signal for the full data set at a sampling rate of 44.1 kHz, top; 

(b) FFT spectrum to determine ambient noise frequencies, with the red data (below 950 Hz) reduced 

through a Butterworth high pass filter before analysis, bottom. 

(a) 

 

 

 

 

(b) 
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The acoustic spectrum is analysed in 1/30th of a second sections, as described in 

Section 4.3.2, to determine the bubble size in each section as shown in Figure 4-12 (a), 

where the total number of bubbles of each size is shown in Figure 4-12 (b). The number 

of bubbles of each size is then converted to a number distribution through Equation 

(4-14) as shown in Figure 4-13 (a). 

It is found that greater than 50 % of the measured CO2 bubbles have a diameter between 

4.0 mm and 8.0 mm, with a slightly lower percentage (27%) of small bubbles (diameter 

< 2 mm) and a significantly lower percentage (7%) of large bubbles (diameter > 10 mm) 

respectively. From this data, the mass distribution of each bubble size may be calculated 

as shown in Figure 4-13 (b), with the flow rate of the single pockmark estimated as 1.07 

kg/day which is extrapolated to 35 pockmarks to give a leakage rate of 37.5 kg/day. 

This is much larger than the value estimated by the image technique. Further discussion 

on the difference in the leakage rate measured by the two techniques is made in the 

modelling section. 

 

 

Figure 4-12 – (a) The predicted bubble size in each time section, top; (b) the total number of bubbles of 

each size, bottom. 

 

(a) 

 

 

 

 

(b) 
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Figure 4-13 – (a) The predicted bubble size distribution, left; (b) the total mass of each bubble size, right. 

 

4.3.4.2.2 Bubble shapes 

It is also observed from the QICS experiment that the bubbles exist in a variety of 

shapes. The shape has important effects on bubble breakup, the drag force of the bubble 

along with the mass dissolution rate [184]. Therefore the geometric characterisation of 

the bubbles obtained from QICS experiment is analysed for CO2 bubbles in the open 

seawater. 

Figure 4-14 shows still images captured from six typical bubble shapes. Figure 4-14 (e) 

shows the moment of bubble breakup when the bubbles are about to divide, and Figure 

4-14 (f) shows the moment after the bubbles break apart. The CO2 bubble shapes can be 

categorised into types of spherical (small size), ellipsoidal and cap, along with wobbling 

shapes from the larger bubbles in the turbulent open waters, which makes measurements 

somewhat complex. 

     (a)            (b) 
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Figure 4-14 – Shapes of the leaked CO2 bubbles [113]: (a) Spherical; (b) Ellipsoidal; (c) Ellipsoidal 

wobbling; (d) Ellipsoidal; (e) Cap shape before breakup; (f) Breakup moment.  

These bubble deformation characteristics can be described mathematically through the 

Morton, Eötvös and Reynolds numbers. As the Morton number is based on fluid 

properties, the value will not change for different sizes or shapes of the same fluid under 

the same conditions. However, the Eötvös and Reynolds numbers will vary as they are 

based on the bubble dimensions and fluid properties. As shown in Figure 4-15, small 

CO2 bubbles have spherical shapes at the low range (Eo < 2), at the mid-range (2 < Eo < 

7) the CO2 bubbles have ellipsoidal shapes, and the CO2 bubbles have either cap or 

ellipsoidal wobbling shapes at the higher ranges (Eo > 7). 

The experiment video shows that wobbling bubbles could potentially develop towards 

two possible shape situations; breaking into two or more smaller bubbles, or stabilising 

into an ellipsoidal shape after losing part of its volume through dissolution. As 

mentioned in Section 4.3.1, the geometry of larger CO2 bubbles can be characterised by 

two further dimensions to the equivalent diameter, de; the major axis dimension, dmj, 

and the minor axis dimension, dmi. As seen in Figure 4-14, the CO2 bubbles with the 

same equivalent diameter can have different major axis dimensions. However from the 

experiment data, a good liner relation is found between the equivalent diameter of the 

CO2 bubbles and their major axis when de > 4.0 mm as shown in Figure 4-16. 
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Figure 4-15 - Characterisation of the CO2 bubble shapes observed from QICS experiment through 

Eötvös and Reynolds numbers. 

  

Figure 4-16 – The relation between the major axis of the bubbles, dmj, and the equivalent diameter, de, 

from the QICS experiment (data points) and the liner correlation for bubbles smaller than 4.0 mm (black 

line), and those larger than 4.0 mm (red line). 
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From this result, the bubbles with an equivalent diameter larger than ~5 mm will deform 

to non-spherical bubbles. This correlation can be utilised to further distinguish the 

bubbles that may break up as discussed in Section 3.3.2 for bubble interactions.  

4.3.4.2.3 Bubble Plume Rising Velocity 

Another important parameter of the free rising CO2 bubbles in the QICS experiment is 

the rising velocity. The raw data from the digital imaging of CO2 bubble sizes and 

corresponding velocity taken through the imaging technique are presented in Figure 

4-17 (a), where the size of the leaked CO2 bubbles varies between 2 and 12.5 mm with a 

correspondent velocity varying between 20 cm/s and 45 cm/s. 

The distribution of the leaked CO2 bubble velocities was also calculated through the 

same method as Equation (4-14), as illustrated in Figure 4-17 (b), where most of the 

CO2 bubbles (>75%) rise with a velocity between 25 cm/s and 40 cm/s. 

 

 

Figure 4-17 – (a) The size and velocity of each of the individual CO2 bubbles, left; (b) the velocity 

distribution of the CO2 bubbles, right. 

 

 

 

(a)             (b) 
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4.3.4.2.4 Bubble interactions 

Through processing the video recordings from the QICS experiment, interactions 

between the CO2 bubbles are observed. Interactions occur as either a breakup of the 

larger CO2 bubbles, increasing the number density while reducing bubble size, or 

coalescence between two or more neighbouring bubbles which gives birth to a larger 

bubble. 

Breakup frequency is a parameter used to predict the dynamics of bubbles in a plume. 

As smaller bubbles break from a relatively large bubble, they will reduce in buoyancy, 

and dissolve far quicker which greatly affects the overall structure of both the bubble 

and the dissolved solution plumes. An example of bubble breakup is captured in the 

QICS experiment and shown in the Figure 3-4 photo montage. Figure 3-4 (a) shows a 

single CO2 bubble with a wide dmj which is circled before breaking into two bubbles 

shown in Figure 3-4 (b) and Figure 3-4 (c) at 1/30 and 1/15 seconds later respectively. 

To further investigate the breakup characteristics of the CO2 bubbles, an Eo – Re 

diagram is illustrated in Figure 4-18 as a classic bubble dynamic analysis method using 

the equivalent diameter of the bubbles, shown by circle symbols. The bubbles that break 

up are indicated by the red colour based on data just before breakup. It is found that 

although the bubbles experiencing break-up interactions are in the upper region of the 

Eötvös numbers, they are difficult to differentiate from the rest of the bubbles. It is 

therefore proposed that the Eötvös and Reynolds numbers are defined by the major 

dimension, dmj, rather than the equivalent diameter, de. Through this definition, as 

shown by in Figure 4-18, the breaking bubbles can be clearly identified where the wider 

and faster moving large bubbles become unstable and break. It can be established that 

breakup occurs for the CO2 bubbles when Eo > 20 (dmj) and Re > 3500 (dmj).  

In addition to the bubble breakup, coalescence between bubbles is observed at a 

frequency of ~2.5 per second within the first 30 cm, with the greatest coalescence rate 

found at around 7 cm from the seabed. 
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Figure 4-18 – Eötvös and Reynolds diagram of CO2 bubbles; data for non-breaking bubbles (blue points 

as shown in Figure 4-15), and data for breaking bubbles, measured by de (red squares) and by dmj (filled 

red squares). 

4.3.5 Discussion on Data 

4.3.5.1 Initial bubble size distribution and leakage rate prediction 

With only three video samples, a limited amount of data is collected from three out of 

the thirty five pockmarks observed in the QICS experiment. This small proportion 

provides great uncertainty when predicting leakage rates through extrapolation. 

However the laboratory experiment shows that for individual plumes, the leakage rate 

may be predicted with good accuracy, even at leakage rates as high as 700 ml / min 

(~1.25 kg/ day), which is the same order as measured for an individual plume in the 

QICS experiment (1.07 kg/ day predicted acoustically). 

Some uncertainties are generated by the nature of the QICS field experiment, such as 

the lack of measurements in three dimensions due to the use of a single camera, noise 

from particles in the seawater as seen in Figure 4-19 (a) and both focal and motion blur 

from the fast moving 3 dimensional bubbles as seen in Figure 4-19 (b). If the resolution 

is also taken into account on top of these uncertainties, an error of +/- 0.5 mm is 

estimated for the bubble size measurement. 
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Figure 4-19 – (a) A still image taken with the same camera as the video clips, utilising the camera flash 

to highlight the noise from the particles along with the possibility of tiny bubbles, left; (b) A frame from 

the video with motion and focal blur, bottom right corner. 

Taking the optical measurement of each bubble that was visible in the video frames 

forming at the surface, Figure 4-2 shows that the smaller bubbles were not able to be 

measured due to their size in comparison to the image resolution (~0.5 mm per pixel). 

Therefore the smallest bubbles that were measured were above 2 mm in size. 

Difficulties also occurred when measuring the larger bubbles due to the shape changes 

and the subsequent effect of blur between frames. 

Greene and Wilson [292] suggest that an improvement on measuring the initial bubble 

distribution from imaging techniques may be made through the passive acoustic 

method. This method predicts initial bubble sizes with a greater accuracy compared to 

imaging methods and also measures the smaller bubbles. The total number of bubbles 

that could be measured using the imaging method was 345, which is 4.43 % of the 7793 

bubbles that were predicted by the passive acoustic method, which further supports this 

idea. However, the passive acoustic technique provides no data on the bubble shapes, 

velocities or interactions, and comes with limitations such as inaccuracies from 

background noise and interference. 

(a) 

 

 

 

 

 

 

 

 

                  (b) 
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One of the largest difficulties in the passive acoustic technique is the use of a 

microphone rather than a hydrophone; this increases the interference and noise level as 

the sound must also travel through the waterproof casing of the camera which distorts 

the sound. Therefore a large low frequency filter is required to remove this distortion, 

where the noise interferes with the same frequencies as those from the larger bubbles. 

An example is the filter of frequencies below 950 Hz using Equation (4-12); this 

provides a bubble size of 6.5 mm meaning that bubbles above this size are lost within 

the noise. For this reason, a Butterworth filter was chosen in place of fully cutting the 

data below 950 Hz in the QICS experiment; this reduces the amplitude of the lower 

frequencies through a polynomial curve [326]. With lower noise and interference, a 

lower cut-off filter may be used, such as in the laboratory experiment that allowed a 

Butterworth filter of 500 Hz, without losing many of the bubble measurements. 

However, as can be seen in Figure 4-20 for the QICS experiment, lower cut-off 

frequency filters in combination with high noise and interference can distort the bubble 

count and therefore exaggerate the bubble sizes released as well as the leakage rate. 

Due to the expansion of the lower bubble size data range using the passive acoustic 

technique, there is a decrease in the mean bubble size recorded to 4.6 mm from 6.8 mm 

in the imaged data. This is due to the number of small bubbles that are detected in the 

acoustic technique that were neglected in the imaging method.  

 

Figure 4-20 – The predicted bubble size distribution testing various high-pass cut-off frequencies; (a) 

950 Hz, left; (b) 800 Hz, middle; (c) 500 Hz, right. 

       (a)    (b)       (c) 
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The distribution shape of the measured bubble distribution is different between the 

imaging and passive acoustic techniques, as seen in Figure 4-21, where although the 

largest percentage of bubbles are witnessed in the mid-range, between 4 and 8 mm, the 

acoustic technique predicts a lower percentage of bubbles at a diameter of 3, 7 and 8 

mm. 

A number of estimates have been compiled for the leakage rate during the QICS 

experiment. Samples of the leaked gas were collected during the high injection phase of 

210 kg/day, giving a CO2 leakage rate at the seabed of 31.8 kg/day [105]. This is in line 

with passive acoustic measurements made by a hydrophone throughout the later stages 

of the experiment which show the leakage rate varies significantly between almost 0 

kg/day at high tide and up to 80 kg/day at low tide [126]. From our camera experimental 

data, the imaging predicted a leakage rate of 1.97 kg/day, and simultaneously the 

acoustic recordings, utilising a 950 Hz high pass filter, predict 37.5 kg/day. From this, it 

can be seen that the acoustic data from the camera is consistent with the hydrophone 

data, and data from the gas collection sample. If a lower frequency cut-off filter is used 

then, with the increased interference and noise, the leakage rate becomes less realistic 

with 151.7 kg/day and 385 kg/day calculated using an 800 Hz and 500Hz filter 

respectively.  

 

Figure 4-21 – The predicted bubble size distribution; (a) Passive acoustic technique, left; (b) Imaging 

technique, right. 

(a)      (b) 
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4.3.5.1.1 pCO2 

Related to the leakage rate, measurements of pCO2 are taken in the later stages of the 

QICS experiment at 30 cm above the seabed [105]. On day 30, at the injection rate of 

170 kg/day, a mean pCO2 of 390 - 400 µatm was measured during both high and low 

tide, rising from a background of 360 µatm. On days 32 to 36, where the injection rate 

was increased to the maximum of 208 kg/day, the pCO2 measurements varied rising 

from 390 µatm to a peak of 1250 - 1500 µatm before settling at approximately 500 

µatm [138]. 

4.3.5.2 Bubble shapes 

The CO2 bubble shape may also be characterised by the aspect ratio, 
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which is examined against the Eötvös number as illustrated in Figure 4-22, where the 

aspect ratio decreases with an increase in the Eötvös number as the larger buoyancy 

forces enhance the deformation of the bubbles. In comparison with laboratory 

experiment data and simulations presented by Bozzano and Dente [266], the QICS 

experimental results show a consistency which validates the use of Eo in characterising 

the shapes of the CO2 bubbles. 

 

Figure 4-22 – QICS CO2 bubbles aspect ratio (blue circles), in comparison with experimental data (red 

squares and light green diamonds) and simulation data (green line) from Bozzano and Dent [266]. 
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4.3.5.3 Plume rising velocity and drag coefficient 

In the QICs experiment, the bubble rising velocity is higher than experienced in 

laboratory and in-situ individual bubbles of equivalent size, with relative velocities 

ranging up to 25-30 cm/s for CH4 [187 – 189, 197], and air [181 – 186]. Where 

McGinnis et al. [187] suggests that two-phase plume effects have a role to play, not 

accounted for within their simulations. 

There is a direct analytical relationship between the drag coefficient, Cd, and the CO2 

bubble velocity, where the drag coefficient from the leaked CO2 bubbles is calculated 

for each bubble - assuming the rising velocity measured is the terminal velocity of the 

bubble with no vertical seawater currents present. For bubbles rising freely in the 

seawater, the vertical forces acting on each bubble are due to buoyancy and drag forces, 

shown in Equation (3-10) and Equation (3-30) respectively. If we assume no 

acceleration (the velocity has reached its terminal velocity), then the drag coefficient 

may be predicted from the experimental data through 
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Using Equations (4-17) and Equation (3-26), the drag coefficient, Cd, and the Reynolds 

number, Re, are calculated for the measured CO2 bubbles. 

The relationship between the drag coefficient and the Reynolds number obtained from 

the raw QICS experiment data is shown in Figure 4-23, along with the drag coefficient 

results of gas bubbles obtained from the experimental studies carried out under 

laboratory conditions (methane: [188, 189], air: [181 – 186]). It was found that only a 

small number of CO2 bubbles studied within the QICS experiment match with the 

laboratory results for the Reynolds number range between 500 and 3500. However the 

majority of the QICS CO2 bubbles had a large variation of the drag coefficient between 

0.4 and 2.3 for a given Reynolds number, which on average is smaller than those of an 

individual bubble. 
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Figure 4-23 – The raw drag coefficient data from the QICS experiment, calculated through Equation 

(4-17), compared with a number of experimental data sets for gas bubbles (methane: [188, 189], air: 

[181 – 186]). 

The variation can be explained due to a number of factors. The first consideration in the 

QICS experimental results for the drag coefficient is that the CO2 bubbles are rising in a 

plume of bubbles, rather than an individual bubble rising, studied under laboratory 

conditions. In the QICS experiment, the velocity of the bubbles recorded are also the 

absolute velocities of the bubbles in a plume, rather than the relative velocity of an 

individual the bubble. For which, the dynamics of the plume vary and depend on the 

location of each bubble within the plume, where it has been found that, in general, 

larger velocities are experienced approaching the centre of the plume [215]. The factors 

due to induced currents from the force of the leak and tidal currents should be taken into 

account, giving a generally larger absolute vertical velocity of the bubbles in the plume, 

compared to the relative velocity of each bubble to the seawater therefore under-

estimating the drag coefficient.  

Another factor is the effects from interactions among the CO2 bubbles studied within 

the plume in the QICS experiment. It is observed that larger bubbles breakup as they 

travel through the waters, meanwhile, coalescence of two or more CO2 bubbles also 

occurs. The interactions change the velocity of the CO2 bubbles, due to the difference in 

sizes from the collision of the CO2 bubbles, or an exchange of momentum to smaller 

bubbles as the bubbles break [327], both providing velocity increases. 
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4.3.5.4 Discussion on Experimental Errors 

Some observation errors are generated from the monitoring setup in the QICS 

experiment, such as the location of the rulers, and both focal and motion blur along with 

the lack of observation in three dimensions due to the use of a single camera, also the 

plume effect and the tidal effects should be measured and quantified. This may be 

improved by redesigning the system and simultaneously measuring the seawater 

velocity, providing the relative velocity for more reasonable bubble dynamics data. 

The optical measurements have multiple uncertainties and sources of error along with 

collecting only a fraction of the data in comparison to that of the acoustic method. Due 

to the optical analysis being carried out on two dimensional image frames, 

measurements in the lateral direction are excluded in determining the size. The 

changing shape with time in each dimension, especially for larger bubbles, creates more 

uncertainties. Visual clutter and noise from the sediments and water deposits restricts 

the usefulness of the optical measurement technique, where motion and focal blur at the 

bubbles edge provides a dimensional error that must also be considered along with the 

pixilation and low resolution. 

Manasseh et al. [328] found that measurements using the acoustic spectrum peak of the 

entire acoustic pulse from the bubble can overestimate the bubble size due to the 

frequency of the bubble oscillation reducing slightly with time. Interactions such as 

bubble breakup and dissolution would also have an effect on the bubble size. Leifer and 

Tang [296] also found that measurements from a natural hydrocarbon seep using 

Equation (4-12) over predict the bubble size by 20%. However Greene and Wilson 

[292] concluded from their laboratory work that the passive acoustic method provides 

the lowest measurement uncertainty compared to imaging and gas collection for small 

bubbles. 

Bubble breakup and coalescence was seen to have an effect in the video imaging which 

cannot be accounted for through the acoustic methods which will affect the distribution 

and also alter the acoustics thus manipulating the results [328]. As the experiment was 

in-situ in open waters, a lot of high amplitude background noise and interference from 

moving particles in the waters was collected that could influence the FFT and individual 
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wavelength measurements. Surfactants and contamination in non-laboratory open water 

conditions can also alter the surface tensions and natural frequency, especially of 

smaller bubbles [292], however CO2 bubbles of this size will dissolve very quickly and 

Manasseh et al. [328] consider tension effects to be of a second order. 

The interactions between the CO2 bubbles are a very important phenomenon to 

characterise analytically. Experiments with a larger leakage flux would generate a 

plume with strong bubble interactions due to the larger void fraction of the gas. Further 

experimental data on bubble interactions under different conditions (varied bubble size, 

bubble shape, directional velocities of seawater and the temperature, salinity, along with 

various water pressure/depths) would be useful in validating data for development of a 

suitable interaction sub-model. 

The findings increase understanding of the errors and difficulties in bubble 

measurement when using either digital imaging or passive acoustic measurements The 

method comparisons and the suggested modifications defined will help refine each 

method in determining bubble sizes. However, it is concluded from the findings that the 

acoustic method is far better suited due to its automation, speed and quantity of useful 

data that may be collected, along with the accuracy provided in determining the full 

bubble distribution, however this needs to be improved further by the use of 

hydrophones and larger data sets. 

4.4 Summary 

As part of the work for this thesis, the in-situ dynamics of the rising CO2 bubbles in 

seawater are investigated experimentally, observed from the QICS project. This data is 

compared to multiple sets of laboratory experimental data; including both published 

work and a further in-house experiment testing leakage rate measurement techniques. 

From the video footage of the bubble plume supplied by divers overseeing the QICS 

experiment, data is collected, analysed and dimensionless numbers such Re and Eo are 

predicted identifying the characteristics of leaked CO2 bubbles. The results obtained 

show a variation in the drag coefficient when compared to published work due to 

differences between the open field environment and laboratory conditions. This is along 

with the differences in dynamics between individual bubbles in the laboratory and 
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plume dynamics in-situ, where it has been found that individual bubbles in general have 

a lower measured rise velocity, predicting a greater drag coefficient. 

The observations and data measured from the QICS experiment show that using two 

dimensional imaging is inadequate in determining the bubble distributions due to a 

number of limitations and uncertainties from the camera resolution, focal and motion 

blur, along with bubble fluctuations in the three dimensions. Imaging and background 

noise from both the sediments and small water particles can also be misinterpreted as 

bubbles. These issues prevent automation of the data collection process and can also 

affect the validity of the data collection as it can give a large error in the measurements. 

A number of bubble measurements are therefore neglected when the error becomes too 

large for both small bubbles (affected by the resolution and noise), and the large bubbles 

(affected by three dimensional wobbling) giving a high degree of uncertainty. From 

this, there is a lack of accuracy in correctly predicting initial bubble size distributions 

forming on the sediments using the two dimensional imaging techniques. However, the 

imaging techniques allow the collection and measurement of other useful data including 

recordings of bubble velocities, shapes and interactions including breakup and 

coalescence affecting the plume dynamics and bubble size distribution. 

Passive acoustic methods, as an alternative to imaging for initial bubble size 

measurements, provide a large amount of data that can be quickly and easily processed. 

This data is however limited in that it cannot measure bubble shapes, interactions or 

velocities, preventing analysis of mechanical characteristics and dynamics. Acoustic 

methods can also have inaccuracies in terms of background interference and acoustic 

noise that must be filtered out to gain a good data set. 
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Chapter 5 – Two Phase Small Scale Turbulent Ocean Model 

5.1 Introduction 

Using the bubble data established in Chapter 4, along with existing laboratory data for 

CO2 droplets and utilising the turbulent ocean from Section 3.5, a two phase numerical 

model may be developed to simulate leakage case studies and scenarios in the North Sea 

and surrounding waters. The model designed in this thesis is based on the two phase 

flow governing equations in Chapter 3, predicting the physiochemical impacts in the 

near-field of CO2 leakage into ocean.  

This chapter consists of a description of the governing equations of a two-phase small 

scale turbulent ocean in Section 5.2. The sub-models for two phase interactions are 

developed in Section 5.3 and sub-models for fluid properties are shown in Section 5.4. 

Model calibration tests of liquid CO2 and gaseous CH4 from experimental leakage 

scenarios are carried out in Section 5.5, before finally a summary in Section 5.6. 

5.2 The Governing Equations 

The governing equations of small scale two-phase plume model consists of mass, 

momentum and energy developed in Chapter 3. Both phases, the dispersed phase of 

CO2 and continuous phase of seawater, are treated by the Eulerian methodology [329]. 

Therefore the two phase equations are coupled in an Eulerian-Eulerian scheme through 

interactions in mass, momentum, and energy. 

In addition to the velocities and temperature in both phases, the scalars for the 

continuous phase of seawater also include the salinity and the concentration of the CO2 

solution in order to simulate the stratification. For the dispersed phase of CO2, the 

continuity equation is divided into two separate equations of void fraction and number 

density, which are treated as scalars, in order to estimate the bubble/droplet size.  

The governing equations can be expressed as, 
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where the dependant variables,  , and source terms, ,kq , are listed in Table 5-1.  
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Table 5-1 – A list of source terms for each dependent variable within the governing equations. 

Dependant variable k  Source terms ,kq  
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5.3 Development of Sub-Models 

Within the interaction terms described in Section 3.3, sub-models are required to 

calculate or predict certain fluid properties or parameters. This includes the Sherwood 

number and drag coefficient for both bubbles and droplets, along with a sub-model to 

determine the initial bubble or droplet size leaked from the seafloor and interactions 

whilst rising in the water column. 

5.3.1 Drag Coefficient 

As discussed in the previous chapters, the drag is a complex phenomenon, in part due to 

bubble and droplet deformation, along with the fluctuating boundary layer dynamics at 

the interface and therefore is also commonly predicted through empirical data. In 

general, the drag coefficient of a small bubble or droplet can be expressed through the 

Reynolds number alone, as smaller bubbles or droplets have low buoyancy and remain 
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spherical such as Figure 4-14 (a); for which correlations were compiled by Clift et al. 

[184]. 

Larger bubbles and droplets have greater buoyancy and therefore start to deform from 

spherical to elongated, with cap like shapes as shown in Figure 4-14 (e) where the effect 

on the flow, generated by the changes in the shape of the bubble or droplet, on the drag 

coefficient must be taken into account. In practice, additional dimensionless parameters 

may be used to define the shape such as Morton and Eötvös numbers as discussed in 

Section 4.3.4. These are employed in the construction of a correlation from Bozzano 

and Dente [266], 
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where the drag coefficient is a combination of a friction factor, ff, and a deformation 

factor  2
emj dd  based on the bubble or droplet area, along with the effect of solid 

hydrate formations. Comparing with all the collected experimental data, [181 – 186, 

188, 189, 262], it was found that there was not one individual model that has a perfect 

fit for the experimental data covering each phase. 

The model by Bozzano and Dent [266] provided the closest match for the larger 

Reynolds numbers, however diverged away from the experimental data at the mid-

range, Re = 10
1
 - 10

3
. For bubbles with Reynolds numbers larger than 400, the drag 

coefficient from Bozzano and Dent [266] is seen to match experimental data with or 

without hydrate formations as shown in Figure 5-1 and Figure 5-2. This is with the 

exception of the majority of the QICS experiment data as shown in Figure 5-1, 

discussed in the previous chapter. For droplets, the drag coefficient from Bozzano and 
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Dent [266] agrees well with experimental data with hydrate formations at Reynolds 

numbers larger than 1200, and without hydrate formations at Reynolds numbers larger 

than 800 as shown in Figure 5-3 and Figure 5-4. 

For Reynolds numbers below these thresholds, four separate trends can be seen in the 

experimental data linked to each phase. Therefore, a best fit correlation is proposed for 

the drag coefficient between these Reynolds numbers, where the friction factor and 

deformation factor may be predicted, 
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formulated using parameters A and B, given in Table 5-2. 

In the QICS experiment, the vertical seawater current data can be predicted based on the 

effect of the plume and induced currents on the rising velocity giving an estimated 

measurement error of 10-20% of the overall bubble velocity (~5 cm/s). This gives a 

predicted relative velocity of the bubbles in respect of the seawater, and in turn, drag 

coefficient approaching that of the other experimental data as shown in Figure 5-1. 

 

 

Table 5-2 – A and B constants for drag friction factor. 

 A B 

Droplet without hydrate 1.5 × 10
-4

 1.6 × 10
-7

 

Droplet with hydrate 7.5 × 10
-5

 8.0 × 10
-8

 

Bubble without hydrate 1.5 × 10
-4

 3.2 × 10
-7

 

Bubble with hydrate 1.2 × 10
-4

 3.2 × 10
-7
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Figure 5-1 – Comparison of the drag coefficient correlations with non-hydrate bubble laboratory 

experiment data (methane: [188, 189], air: [181 – 186]), and in-situ data from the QICS experiment. 

 

 

Figure 5-2 – Comparison of the drag coefficient correlations with hydrate coated bubble laboratory 

experiment data (methane: [188, 189]). 
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Figure 5-3 – Comparison of the drag coefficient correlations with non-hydrate droplet laboratory 

experiment data (CO2: [188, 189]). 

 

 

Figure 5-4 – Comparison of the drag coefficient correlations with hydrate coated droplet laboratory 

experiment data (CO2: [188, 189, 262]). 
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5.3.2 Mass Transfer 

There are two key parameters that govern the mass transfer (dissolution) of CO2 in 

seawater; these are the solubility and effective mass transfer coefficient, which can be 

estimated in term of a Sherwood number. 

Correlations of the Sherwood number for bubbles were proposed by Zheng and Yapa 

[233] based on equations developed by Clift et al. [184] and Johnston et al. [183], where 

the effective mass transfer coefficient, km, can be estimated by:  

 
n

fkm Dudfk ),( rdeq  (5-3) 

with an index of n = 1/2 for the diffusivity for all cases except those with CH4 hydrates 

that increases to n = 2/3 due to the hydrate particles surrounding the bubble surface 

[187] acting like dirty bubbles [330, 331] and restricting dissolution. The function kf  

varies dependant on the bubble diameter and corresponding shape [233], 
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where laboratory data sets of CO2 and O2 bubble dissolution in both tap water, or 

aqueous glycerol solution, provide a good correlation between the Sherwood number, 

Sh, and the bubble size, as shown in Figure 5-5. 

For droplets, the Sherwood number is proposed by Chen et al. [169, 225] based on the 

Ranz and Marshal correlation [275, 276] with a deformation factor developed from 

experimental data [191 – 193], 

  
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eq
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A
ScSh 2/12/1Re69.02  (5-5) 
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Figure 5-5 – Comparison of the Sherwood number correlation based on that by Zheng and Yapa [233], 

with non-hydrate bubble laboratory experiment data (CO2: [181, 186, 190], O2: [180]). 

where the deformation factor is described as the ratio of total droplet area to that of an 

equivalent sphere:  

 39264 Re104766.1Re101871.1Re1067075.41  














eq

eff

A

A
 (5-6) 

5.3.3 Bubble and Droplet Formation from the Seabed 

The initial bubble and droplet size (and equivalent diameter) is vital as it determines the 

rate at which the CO2 rises and the rate of dissolution. Leakages of larger bubbles or 

droplets at a given leakage rate have more buoyancy and therefore on average will rise 

faster. Smaller bubbles and droplets have more interfacial area at the given leakage rate 

due to a larger number of bubbles or droplets, so will dissolve quicker. 

Considering the sediment as a porous medium, with a large number of mini-channels, 

CO2 flows through the channels to form a single bubble/droplet. The process of 

bubble/droplet formation on the sediment surface can be described through the theories 

of Rayleigh instability. The diameter of the forming bubbles/droplets can be predicted 

through a force balance of buoyancy, tension and drag force due to the current as seen 

in Figure 5-6. The leaked CO2 flowing through the channels will remain attached to the 
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channel walls until the drag and buoyancy forces exceed the tension between the 

bubble/droplet and the sediment surface [280]. 

If the bubble/droplet shape is considered a sphere and the tension is applied around the 

circumference of the sediment channel, the force balance is defined by the sum of the 

force vectors. 
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As this relation assumes that there is a low flow rate, the pressure effects are neglected. 

At larger flow rates, the bubbles or droplets would be forced out of the channel by 

pressure, increasing the possibility of merging of bubbles or droplets. Collisions of 

bubbles or droplets from multiple channels are also neglected within this sub-model. 

A range of diameters can therefore be produced, depending on the ocean currents, 

leakage depths and channel diameters. To find the maximum allowable bubble or 

droplet size formed at a certain depth, the current can be estimated at zero, removing the 

drag force and reducing the equation to a balance between the interfacial tension and 

buoyancy 
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Figure 5-6 – The initial bubble size force balance, buoyancy, drag and surface tension. 



Chapter 5 – Two Phase Small Scale Turbulent Ocean Model 

 

98 

To estimate the channel diameter from the available sediment data, such as porosity, 

sedch VV / , an approximation is made, where considering a unit volume of cylindrical 

sediments containing a channel we have. 

 sedch VV   )1(  (5-9) 

If the height of the channel is equal to the height of sediments, and the area of both the 

sediments and channel are both estimated as circular, the following is true. 

 
22)1( sedch dd    (5-10) 

Therefore using the assumption that the channels is uniformly distributed within the 

sediments, the channel diameter is found as. 
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2
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d
d  (5-11) 

Data for the porosity and the diameter of the larger sediments particles are provided by 

data from samples taken from the QICS Project site on the west coast of Scotland [105]. 

This is not to be taken as an established calculation for channel diameter due to the high 

percentage of finer sand particles within the surface sediments [218]. Further 

assumptions include estimating a constant channel size over time, therefore sediment 

particles taken up through the eruption at high leakage rates, and falling debris at low 

leakage rates [216] have been neglected. The variations in sediments across the North 

Sea and the west coast of Scotland will have an impact on how the bubbles and droplets 

form. For these reasons, Equation (5-11) will be taken only as a predictive indication of 

what range of size of bubble/droplet may be formed. 

Droplet formation data provided by Nishio et al. [332] and bubble formation data from 

both the laboratory experiment in Section 4.3.3, and the QICS experiment in Section 

4.3.4 is compared to predictions using Equations (5-8) and (5-11) in Figure 5-7 (a). A 

reasonable agreement is found between the calculated maximum size (data points) and 

the experimental data range (bars) where the predictions of maximum size for each of 

the experiments gives a value between the mean and maximum measured diameter. 
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Figure 5-7 – Sub-model for the initial bubble and droplet size formations (mm) [119]. (a) At varied 

depths with no seawater currents, including experimental data for droplets pressurised to 600 m from 

Nishio et al. [332], and the QICs experiment at 9 – 12 m depth, left; (b) At 100 meters depth with varied 

water currents, right. 

A range of bubble and droplet diameters are calculated dependant on the leakage depth 

and how water currents and leakage channels vary across the simulation. The effect of 

varying the depth, sediment particle size and sea water currents on the initial droplet or 

bubble diameter are predicted as shown in Figure 5-7. As can be seen for constant water 

currents and temperatures in Figure 5-7 (a), as the depth increases, the bubble diameters 

decrease. This shows that the reduction in tension has a more pronounced effect than the 

decrease in buoyancy force with depth. For droplets, the surface tension evens out as the 

phase change from a gas to liquid. However, a large decrease in the buoyancy force 

allows the droplets to greatly increase in diameter before breaking off the sediments. 

For increased currents, an increase in the hydrodynamic force acting against the surface 

tension produces smaller bubbles or droplets, as shown for bubble data sets at a depth of 

100 metres in Figure 5-7 (b). 

5.3.4 Bubble and Droplet Interactions 

In bubbly flow, it has been shown in Chapter 4 that collisions can cause bubbles to 

breakup and/or coalesce, which further affects the bubble size distributions and can also 

alter the bubble and plume dynamics. The main driving dynamics in bubble coalescence 

can be described through random coalescence in turbulent flows, coalescence through 

laminar shear forces, and coalescence through wake entrainment. For bubble breakup 

the main driving mechanisms are bubble collisions with turbulent eddies, velocity 

gradients, large (cap) bubbles shearing smaller bubbles, and the complete breakup of 

(a)              (b) 
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large (cap) bubbles [201]. Therefore, in developing the bubble interaction models, 

consideration of the distribution of bubble sizes and the ocean turbulence interactions 

with the bubbles is vital [205]. 

Mechanisms such as laminar shearing and interactions through velocity gradient are 

neglected from the models as they are not directly based upon the distribution of bubble 

parameters or void fraction [201]. The coalescence through wake entrainment also 

occurs with large bubbles in cap or slug like structures within pipelines [204], where 

Yao and Morel [209] state that smaller spherical or ellipsoidal bubbles will repel each 

other. Considering the frequency of bubble interactions, 
nq , this leads to the 

relationships of the breakup frequency 
b  and coalescence frequency 

c , mainly due to 

the effects of turbulent eddies. 

 bcnq    (5-12) 

Both the bubble coalescence and break up is defined through a term of efficiency, k , as 

the proportion of collisions that cause coalescence and break up, and a term for the 

collision frequency, kf  of the bubbles, 

 kkk f   (5-13) 

for coalescence, subscript k=c, and for break up, k=b. 

A number of models have been developed and reported in literature for the breakup and 

coalescence process within a pipeline setting [201 – 209], and a recent study on droplet 

formations from oil blowouts [238]. Care must be taken in the use of these models in 

bubbly plumes, as most of the existing models were designed to simulate interactions in 

pipeline flow with turbulence at larger Reynolds numbers that affect the overall 

prediction. However Hibiki and Ishii, [202] state that as the models are derived under 

the assumption of bubbles in an infinite space without taking into account the bubble 

interactions with the pipeline walls, the models could be appropriate for simulating 

cases in open waters. Therefore, the existing models are examined against data from the 

QICS experiment, with the selected models applied to the simulations.  
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Implementing each sub-model [201 – 209] into the two-phase plume model, the 

coalescence frequency is found to vary with depth. From the simulation of the QICS 

experiment, the best results for coalescence come from the sub-model proposed by Yao 

and Morel [209], using developments in the efficiency term from Nguyen et al. [205] as 

shown in Figure 5-8. 

It is found that some models over predict the coalescence near the sediments, such as 

that by Wu et al. [201] and Yao and Morel [209]; where under prediction is found from 

the models by Hibiki and Ishii [202 – 204], Ishii and Kim [206] and Fu and Ishii [207].  

Over and under prediction from the sub-models by Wu et al. [201] and Hibiki and Ishii 

[202 – 204] can be explained by the constant efficiencies and coefficients of the models 

were gained from fluids other than CO2-seawater, that also vary between the authors. It 

has also been suggested that a constant void fraction may be employed to predict the 

bubble coalescence frequency within a pipe flow. However, in the open waters, the local 

void fraction varies and must be determined visually from the bubble plume, which is 

not a constant parameter. 

 

Figure 5-8 – Coalescence frequency models [201 – 209], with the red point showing the experimental 

findings [118]. 
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Nguyen et al. [205] state that their model is an improvement on the model by Yao and 

Morel [209] due to the bubble distribution and turbulence suppression taken into 

account after collisions. This helps to explain why the frequency is closer to the 

experimental data, with a minimum coalescence frequency given in the first few 

centimetres. The frequency then rises to the same order as the experimental data, 

reaching a peak of 2.75Hz at 7.0 cm height from the sediments, before starting to 

decrease with greater distances from the seafloor shown in Figure 5-8. 

5.3.4.1 Interaction efficiency 

A number of models [201, 206 – 208] consider the coalescence efficiency to be a 

constant, at range from 0.004 to 0.056. Others [202 – 205, 209] base the coalescence 

efficiency on a model by Coulaloglou and Travlaraidès [333], modified to gas flow 

through a thin film model. The time for coalescence of bubbles is defined by Oolman 

and Blanch [334, 335] and Prince and Blanch [336], and the contact time for turbulent 

flows defined by Levich [337], giving the overall coalescence efficiency as 

 















2/1

3/16/52/1

exp





eq

RCc

d
Kc  (5-14) 

with RC  and CK  as coefficients decided from experimental data. As shown by Nguyen 

et al. [205], the predicted efficiency can vary greatly depending on the use of the 

coefficients for a set energy dissipation rate. Both RC and CK  are suggested [202 – 

205, 209] being in a wide range, from 0.188 to 2.86 and 0.26 to 1.29 respectively. 

Nguyen et al. [205] proposed to take the effects of bubble and eddy size into account by 

making 32C0.913 =CK , giving 
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with C  as a further coefficient, based on bubble size distribution, used to determine the 

turbulent eddy size in relation to the mean bubble [205]. 
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 (5-16) 

For breakup, all the efficiency models investigated simulate the efficiency based on 

Coulaloglou and Travlaraidès [333], where the ability of a bubble to resist the breakup 

is based on the surface tension [336]. Wu et al. [201] considers the energy to be 

proportional to the squared velocity, and in turn the weber number. It is also stated by 

Wu et al. [201] that only eddies of a similar size to that of the bubble will be effective in 

breakup. Hibiki and Ishii [204] and Nguyen et al. [205] go on to describe that larger 

eddies move groups of bubbles with minimum interaction and smaller eddies unable to 

provide enough interacting energy to the bubble. Therefore the breakup efficiency is 

based on a bubble breaking up with an eddy of equivalent size giving the following 

relation, 

 
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
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




We

Kb

bb exp  (5-17) 

with the breakup constant coefficients again found a wide range, where b  is suggested 

to be between 0.021 to 1.6, and bK  is from 1.24 to 6.85 [201 – 204, 206 – 209]. 

However, Nguyen et al. [205] proposed to take the effects of turbulence suppression 

into account through  '1.00.1581.1 uKb  , giving Equation (5-18). 
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5.3.4.2 Interaction frequency 

The collision frequency from Yao and Morel [209] is modelled on the basis of a 

prediction of the random collision rate, for either two or more bubbles for coalescence, 

or a bubble with a turbulent eddy of similar size for breakup. This is based on the 

kinetic theory of ideal gas molecule interactions, but also a development on the previous 
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models that both the time for collision, along with the time between each collision is 

required to predict the frequency for both bubble coalescence and breakup. 
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The critical Weber number, 
crWe , is given as 1.24 [205, 209] and )(g  is a limiting 

factor for when the bubbles are touching and the void fraction approaches its maximum 

value, max , where the time between collisions is negligible, 
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where the maximum bubble void fraction max  is suggested to be 0.52 [205, 209]. 

Although the breakup is witnessed to be of orders lower than the coalescence within the 

QICS experiment, it was observed. However all the existing breakup models failed to 

predict breakup frequencies giving either a breakup rate of 0 Hz, such as the breakup 

model above, or became unstable due to an attempt to divide by 0. In the pipeline, 

critical weber numbers are given between 1.24 and 6.85 due to the unidirectional flow at 

high velocity [201 – 209], whereas low velocity buoyant bubbles would break at a lower 

weber number of 1.0 in still open waters. This would be reduced further in turbulent 

waters due to the Rayleigh-Taylor instabilities [258]. 

Although the coalescence model is also based on the large critical weber numbers, 

Nguyen et al. [205] states that the coalescence model is not significantly affected by the 

choice of critical weber number. Therefore utilising a lower critical weber number in the 

model may have given a better breakup prediction for breakup, but without further 

experimental data for validation of the choice of a new critical weber number, a 

statistical breakup model is taken based the measured QICS data in Section 4.3.4.  
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5.3.5 Dissolved Solution Chemistry and Measurements 

From the dissolution of the CO2, the concentration of the dissolved solution increases. 

This dissolved concentration may be measured by a number of terms including DIC, 

pCO2 and pH changes. 

5.3.5.1 Dissolved Inorganic-Carbon, DIC 

The Dissolved Inorganic Carbon, DIC (μmol/kgsw), also known as Total Inorganic 

Carbon, TIC, Total Carbon Dioxide, TCO2 and Total Carbon, Ct are the total of the 

inorganic carbon species in a solution. CO2 dissolution in water is driven by the 

chemical reactions 
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where the CO2 and water react and dissociate into bicarbonate ions, HCO3
-
, carbonate 

ions, CO3
2-

, hydrogen ions, H
+
, and small quantities of carbonic acid, H2CO3 that may 

be neglected due to low concentrations of less than ~0.3% [3]. The concentrations of 

each constituent vary with the pH of the solution [338]. However, if the background 

DIC is known, then the increase in DIC may be predicted by addition of the total 

dissolved solution concentration to the background concentration. As a conservative 

quantity, it is unaffected by pressure, temperature or salinity [3]. 
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(5-23) 

5.3.5.2 Alkalinity and pH changes 

The total alkalinity, At. is also a conservative parameter [3]. It is a measure of the 

number of moles per kilogram of hydrogen ions, H
+
, equivalent to the sum of the that of 

each constituent with a dissociation constant, Ki, less than or equal to 10
-4.5

 acting as a 

base, minus those with a dissociation constant, Ki more than 10
-4.5

 acting as an acid. 

Bases of interest in the seawater include bicarbonate, HCO3
-
, carbonate, CO3

2-
, 

tetrahydroxyborate, B(OH)4
-
, hydroxide, OH

-
, hydrogen phosphates, HPO4

2-
, phosphate, 
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PO4
3-

, silicate, H3SiO4
-
, ammonium, NH3, bisulfide, HS

-
… Whereas acids in the 

seawater can include hydrogen, H
+
, hydrogen sulphate, HSO4

-
, hydrogen fluoride, HF, 

phosphoric acid, H3PO4… [339]. 
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 (5-24) 

The alkalinity measures how rapidly pH changes will occur in a solution. Equation 

(5-24) shows that with a high alkalinity, there are large quantities of base constituents 

able to neutralise the addition of acids. However, with a low alkalinity the pH changes 

will occur more rapidly as there is a reduced quantity of bases to buffer the addition of 

acids. 

If the alkalinity of a solution is known, along with the concentration of each constituent, 

the number of hydrogen ions and therefore pH change may be predicted utilising 

iterative methods, where 

  .log  HpH  (5-25) 

To solve Equation (5-24), the concentration of each constituent requires knowledge of 

how the solution breaks up through dissociation, shown on Tables 1 and 2 in Dickson 

and Goyet [340, Ch. SOP3]. Dissociation coefficients are predicted for each constituent 

from Millero [341] for borates, phosphates, silicates and water, Roy et al. [342] for 

carbonates, Dickson and Riley [343] for fluorides, and Dickson [344] for sulphates, 

based on temperature and salinity. These are modified for dissociation coefficients 

under pressure by Millero [341, 345]. 

The seawater concentrations of boron is predicted by Uppström [346], sulphate is 

predicted by Morris and Riley [347], fluoride is predicted by Riley [348] and with 

phosphate and silicate estimated as negligible [340], where the concentration of carbon 

dioxide is provided by the model as dissolved solution. 
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The change in pH can be estimated through measuring the background pH, and the final 

pH level calculated with the CO2 concentration added 

 backgroundpHpHpH   (5-26) 

5.3.5.3 pCO2 

The pCO2 measurement refers to the partial pressure of CO2 in its ideal gas state in 

equilibrium with that of the seawater sample [3], the pCO2 is calculated based on the 

fugacity of the CO2 as a real gas, then corrected from to that of an ideal gas. The 

fugacity is often assumed to be the same as pCO2, however minor variations occur that 

should be accounted for, as pCO2 assumes ideal gas conditions [3]. 

Taking the dissociation constants for the carbonate, 
1K , and bicarbonate ions, 

2K , 

Equations A.11 and A.12 from Table 1 in Dickson and Goyet [340, Ch. 2] respectively, 

rearranged and substituted into Equation (5-22) gives 
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therefore in terms of the remaining carbon dioxide content this is expressed as 
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The fugacity can be related to the carbon dioxide content through another equilibrium 

constant, K0 [340] 
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giving 
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where the magnitude of the hydrogen ions, H , is predicted by Equation (5-24), K0 may 

be expressed by Weiss [234], with K1 and K2 predicted by Millero [341]. 

The fugacity may be converted to the pCO2 equivalent of ideal gas through a coefficient 

as a function of temperature and gas phase composition [340], 

 
 

factf

COf
pCO 22   (5-31) 

where, 
factf  is expressed by Weiss [234], combining the equation from Guggenheim 

[349], 

  
RT

P
Bf atm

fact  2exp  (5-32) 

with mixture coefficient parameters, δ and B, from Hirscheflder et al. [350] and Sengers 

et al. [351] respectively as 
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 (5-33) 

5.4 Fluid Properties 

As the leakage of the fluids from the seafloor can be a mixture of gasses or liquids, the 

properties of both CO2 and CH4 are discussed in this section, where the properties of 

either fluid may be applied depending on the application. The model is developed 

utilising properties from both gasses including density, solubility, diffusivity and 

interfacial tensions based on experimental data and correlations. 
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5.4.1 Densities 

The densities of CO2 and CH4 are calculated at the given temperature and pressure 

through interpolation of data from Ito [352], and Friend et al. [353] respectively. The 

densities are presented in Figure 5-9, compared with the density of seawater at a 

constant temperature of 7 °C and salinity of 34, calculated through the equation of state 

from UNESCO [354]. 

Both CO2 and CH4 are of a similar order at low depths, with the seawater being 2-3 

orders higher. The density of the CO2 increases as the pressure and depth increase at a 

greater rate than that of CH4. At between 400 and 550 meters depth the phase transition 

from gaseous CO2 to liquid CO2 is highly pronounced, with the density jumping up 

almost 2 orders. This is in comparison to the density of CH4 that, although transitions 

between gaseous and a supercritical fluid at a similar depth, it continues on the same 

order of magnitude as if it was a gas. The seawater has very little change in density in 

comparison to the other fluids, which is a far less compressible liquid. 

 

 

Figure 5-9 – Comparison of carbon dioxide, CO2, methane, CH4, and seawater fluid densities, kg/m
3
 at 

depth, with a temperature of 7 °C and salinity of 34. 
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For CO2, it has to be noted that the density approaches and then exceeds that of 

seawater at a depth of ~3 km. Therefore CO2 bubbles or droplets above this point are 

positively buoyant, moving upwards approaching the sea surface, whereas CO2 droplets 

at greater depths become negatively buoyant with the droplets moving downwards 

approaching the seabed. 

As part of the stratification process, the changes in density of the seawater must be 

considered, as a function of pressure, temperature, salinity and the concentration of CO2 

solution. The CO2 dissolution provides an increase in density of the seawater [355, 356] 

providing plume fall down. The correlation proposed by Song et al. [198] investigating 

the effect of the CO2 mass fraction, 
2COY , is employed in this study, 

 wCOsol Y  )273.01(
2

  (5-34) 

where the changes in density will affect the turbulent mixing and transportation of the 

dissolved solution in the local vicinity of the leakage [169, 225] 

5.4.1.1 Solubility 

CO2, and CH4, dissolution characteristics vary differently in waters, with the CO2 being 

~25 - 30 times more soluble than that of CH4 [218]. The data for solubility of CO2 and 

CH4 are collected from a range of sources depending on the state of the fluid and 

presence of hydrates. For CO2, experimental data is collected from Kimuro et al. [193] 

for droplets with hydrates, along with data from Stewart and Munjal [191] for both 

droplets and bubbles without hydrates, from which a model is developed by Chen et al. 

[225] shown in Figure 5-10. 

For CH4, experimental data is collected from Duan and Mao [357] for gas bubbles, and 

modelled through interpolation of the data at a given temperature, pressure and salinity. 

Hydrate formation occurs when the pressure exceeds a critical pressure, below a critical 

temperature; where Tishchenko et al. [358] developed a correlation for critical pressure 

calculated from the given temperature and salinity [358] also shown in Figure 5-10. 
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Figure 5-10 – Comparison of Carbon dioxide, CO2, and Methane, CH4, solubility, kg/kgsw, at depth. 

5.4.1.2 Diffusion 

Diffusivity is an effect from random movement of molecules and ions [359]. The mass 

diffusivity correlations of CO2 and CH4 in seawater are given as a function of 

temperature from Ozaki [192] for CO2 
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and from Jähne et al. [360] for CH4. 
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 (5-36) 

Both correlations are almost linear with a gentle curve, where the diffusion coefficient 

for CO2 is increasing from 6.96×10
-10

 - 1.34×10
-9

 m
2
/s as the temperature increases 

from 1 to 25 °C respectively. The diffusion coefficient for CH4 is a little higher and also 

increases on a similar gradient from 9.68×10
-10

 - 1.85×10
-9

 m
2
/s as the temperature 

increases from 1 to 25 °C respectively as presented in Figure 5-11 This matches 

diffusion coefficient findings from Kossel et al. [359]. 
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Figure 5-11 – Comparison of carbon dioxide, CO2, and methane, CH4, diffusion coefficients against 

temperature. 

5.4.1.3 Interface tension 

Surface and interfacial tension is the molecular attraction and van de Waals forces 

acting to hold the bubble/droplet and seawater or sediments together [361]. Correlations 

of the interfacial tension between CO2, seawater and solid substrates have been applied 

from Espinoza and Santamarina [361], based on pressures at depth. The interfacial 

tension between the CO2 and seawater provides a linear correlation from 72 - 25 mN/m, 

as the pressure increases with depth between 0 and 500 m, converting bubbles to 

droplets where it approaches a constant value of ~25 mN/m as seen in Figure 5-12. 

 
 



 




025.0

109072.0 5

/2

depth
MaxswCO  (5-37) 

Surface and interfacial tension between CH4 and seawater have also been applied from 

that proposed by Sachs and Meyn. [362], modelled through interpolation of the data at a 

given pressure at depth. The interfacial tension provides a polynomial correlation from 

72 - 52 mN/m, as the pressure increases with depth between 0 and 4.5 km where it 

approaches a constant value of ~52 mN/m as seen in Figure 5-12. 
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Figure 5-12 – Comparison of carbon dioxide, CO2, and methane, CH4, interfacial tension against 

seawater at depth. 

However for the surface tensions between the gasses and sediments, the range varies 

and can be a complex and indirect measurement where the exact tension figures would 

depend on the sediment type, composition and impurities. Values have been used from 

Espinoza and Santamarina. [361], based on pressures at depth, where it is found that 

glass beads provide additional tension of 30 mN/m at the seawater surface, decreasing 

to 0 mN/m at a depth of ~700 m. 

5.5 Calibration and Sub-Model Verification 

As mentioned in Section 5.4, both CO2 and CH4 simulations are required to fully verify 

and validate the outputs from the numerical models. Therefore to validate the model 

developed in this section, CH4 bubble data has been taken from an in-situ experimental 

release within Monterey Bay by Rehder et al. [197] along with in-situ experimental 

measurements of liquid CO2 by Brewer et al. [212]. 

The seawater conditions for Monterey Bay are provided with the experimental data, 

where the temperature varies between 4 and 7.5 °C during the CH4 bubble rising 

experiment [197]; and is recorded as 4.4 °C during the CO2 droplet rising experiment 

[212], with the salinity also predicted as 34 [212]. For the hydrate free CH4 bubble case, 

the initial bubble size released is 7.5 mm at a depth of 479 m, and 8.1 mm for the CH4 
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bubble with hydrate case at a depth of 704 m [187, 197]. For the CO2 droplets with 

hydrate, two droplets are tracked with an initial droplet size of 9.0 mm, released at 

depths of both 804.5 and 649.1 m [212]. 

5.5.1 Individual Bubble / Droplet Model 

Comparisons with the experiment data by Brewer et al. [212] and Rehder et al. [197], 

are made through a free rising individual bubble / droplet model (See Appendix A for 

governing equations). This validates the sub-models and correlations from this chapter, 

determining the dissolution rate through the Sherwood number as shown in Figure 5-13, 

and the rising velocity through the drag coefficient as shown in Figure 5-14. 

The results show that the simulations using the correlations discussed in this chapter 

provide good agreement with the in-situ experimental data for bubbles and droplets. 

However discrepancies are present, where the largest variations come from the rise 

height for the CH4 bubbles, shown in Figure 5-14 (a). The measured velocity (average 

of 29.2 cm/s) is exaggerated by the drag force of the imaging box by ~12%, estimated 

by Rehder et al. [197]. However, modelling by McGinnis et al. [187] suggests the 

exaggeration is larger, with a lower predicted relative velocity.  

 

Figure 5-13 – Individual bubble / droplet model and experimental data for in-situ dissolution rates, 

testing the Sherwood number. (a) Methane, CH4 bubbles (hydrate and non-hydrate region) by Rehder et 

al. [197], left; (b) CO2 droplets (in the hydrate region) by Brewer et al. [212], right. 

(a)            (b) 
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Figure 5-14 – Individual bubble / droplet model and experimental data for in-situ rise rates, testing the 

Drag coefficient. (a) Methane, CH4 bubbles by Rehder et al. [197], left; (b) CO2 droplets (in the hydrate 

region) by Brewer et al. [212], right. 

For the CO2, as the droplets reduce in size due to dissolution, Brewer et al. [212] has 

recorded an increase in velocity of the droplets, rather than an expected decrease due to 

reduced buoyancy, causing the data to split from the model in Figure 5-14 (b). 

5.6 Summary 

The small scale two-phase turbulent plume dynamics model was developed based on 

LES theories in the Eulerian-Eulerian scheme. Sub-models have been proposed or 

discussed to predict the phase interaction and exchange rates, including the 

physicochemical properties. The sub-models are calibrated with data from tracking of 

an individual bubble/droplet freely rising and dissolving in the ocean; and through use 

of these sub-models, the two phase modelling equations have been closed. 

Interactions of breakup and coalescence are compared to that of the QICS experiment, 

where although only one data point is given from the experiment as a mean value from 

three video clips, one of the numerical models is selected which gave a very good 

prediction of the coalescence rate. However, the breakup rate is under predicted, where 

it is thought that the bubbles are breaking up due to their size and shape becoming 

unstable in the QICS experiment, rather than through turbulent eddy interactions.  

(a)            (b) 
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Chapter 6 – Computational Fluid Dynamics: Numerical Modelling 

Methodology 

6.1 Introduction 

Given the governing partial differential equations (PDEs) in Section 5.2, algebraic 

formulations are required that may be numerically solved to describe the flow though 

computational fluid dynamics (CFD) [363]. There are multiple numerical methods and 

techniques for solving the governing PDEs, each with advantages and drawbacks 

depending on the application. Selected techniques are used in this thesis to develop the 

numerical solver based on ideas described by Patankar [364]. The model is then 

implemented on a high end computer to simulate the two phase flow. 

Section 6.2 presents a brief background summary into CFD, with discretisation methods 

for solving the governing equations. The chosen finite volume numerical scheme is 

discretised and resolved in Section 6.3, with Section 6.4 summarising the model. 

6.2 Background to Computational Fluid Dynamics 

As described in Chapter 2, there are a number of methods for predicting fluid flow 

including that of laboratory, in-situ and experimental techniques. The most reliable data 

is that which can be measured. However, smaller scale in-situ and laboratory 

experiments do not provide all the data needed to analyse the impacts on the marine 

environment from a full scale leakage scenario. In situations where experiments are 

possible, difficulties in measurements can also be present as shown in the QICS 

experiment measurements in Chapter 4. 

Therefore theoretical calculations are applied to predict the fluid flow mechanisms 

through the governing equations given in Chapter 3 and Section 5.2. However, solving 

these complex PDE equations through classical mathematics is not possible [364]. Thus 

solutions require to be found through discretisation of the governing equations, 

predicting values for dependant variables such as mass, velocity etc. at discrete 

locations within a domain volume [364]. 
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The methods described in this section are not an exhaustive list, with many more grid 

and non-grid based models available. However, it does cover the most popular 

mechanisms and describes the advantages and disadvantages of each. 

6.2.1 Traditional CFD Discretisation Methods 

Traditional CFD methods are one of the mechanisms of predicting the dependant 

variables at discrete locations. A domain is filled with a grid and algebraic equations 

based on the governing PDEs are solved for the dependant variables at each location. 

The discretised algebraic equations contain the same physical properties as the 

governing PDEs and at each grid location are influenced by only the immediate 

neighbouring grids. Increasing to an infinitesimal grid size would mean that the changes 

in dependant variables across each grid would be small, bringing the solution of the 

discretised equations to that of the exact solution of the governing PDEs [364]. 

A number of traditional discretisation methods for solving the governing equations are 

available, where differences arise from the profile assumptions and derivation [364]; 

each with its own merits and applications. 

6.2.1.1 Finite difference 

Finite difference applications are usually calculated through a truncated Taylor series 

approximations as shown in Equations (6-1a) and (6-1b), neglecting the third and higher 

order terms. 
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Through simultaneous equations, the first order linear and second order approximations 

around an arbitrary grid point 2 can be found based on the neighbouring grid points 1 

and 3. 
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Although this is relatively straightforward, it doesn’t provide flexibility in the profile 

assumptions. This can be problematic for solutions of complex mathematical functions, 

such as exponential terms [364]. 

6.2.1.2 Finite element 

Finite element is a powerful method of solving PDEs, where each grid element is 

represented by a set of equations. These grid equations are then combined into a global 

system of equations to be solved [365]. 

The element equations are simple algorithms that approximate the profile of the 

governing PDEs through trail functions fitted to the PDEs within the grid. The trial 

function would giving a residual from the approximation, where weight functions are 

fitted utilising polynomials to reduce this residual [364]. The inner product of the 

integral of the residual and weight functions is required to approach zero for an accurate 

solution to be found [366]. 

 0 dxWR  (6-3) 

This process removes the derivatives, approximating a local solution through algebraic 

equations. A global system of equations is then generated by extending the coordinates 

of the element equations from the local sub-domain of the element, to that of the entire 

domain [365]. 

The benefits are that the grid does not need to be structured, and can contain complex 

geometry through curved, triangular or quadrilateral elements that can be handled with 

ease [363]. However, the biggest issue in terms of fluid flow is that approximations are 

used to solve the PDEs though use of weighting functions, therefore the algebraic 

equations for mass momentum and energy in the finite element methods are not 

necessarily conservative [367].  
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6.2.1.3 Finite volume 

A solution to the approximations in the finite element method is to use a finite volume 

approach. Utilising a weighting function of one in each sub-domain at a time and zero 

elsewhere in the domain, Equation (6-3) implies that the integral of the PDE in each 

control volume must equal zero. This provides conservation of quantities such as mass 

momentum and energy in each grid volume, and in turn, the full domain [364]. 

To find the integral of the PDEs in each grid location, algebraic conversions are 

developed using piecewise profiles between each face [364]. This is shown from the 

conservation of mass governing PDE in Equation (3-6); integrated through time 

between t and t-1, and spatially between the westerly, w, and easterly, e, grid face.  

 0
111










   



dxdtqdxdt
x

u
dxdt

t

e

w

t

t

m

e

w

t

t j

j
e

w

t

t




 (6-4) 

Assuming an implicit formulation [364], where the second term and source terms are 

calculated at time t, the algebraic solution through piecewise profiles is calculated. 

     0,,,,,,,11   xquux tmtwtwtwtetetetttt
  (6-5) 

In finite element, an approximate solution is given by both grid values and functions, 

whereas in finite volume the grid point values alone give the solution to the PDEs at 

that specific location and time, without the need to assess how the value varies across 

the domain [364]. 

6.2.2 Non-Traditional Methods 

Non-traditional numerical methods are also possible. By non-traditional it is meant that 

they do not necessarily discretise the governing equations for mass momentum and 

energy over a set domain. Methods such as the Lattice Boltzmann Method (LBM) solve 

governing equations other than those provided in Chapter 3. Whereas other methods, 

such as smoothed particle hydrodynamics (SPH) solve discretised equations without the 

use of a fixed grid or volume.  
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6.2.2.1 Lattice Boltzmann method 

The lattice Boltzmann method, rather than solving the momentum through the Navier-

Stokes equations, solves the discrete Boltzmann equation to simulate the flow of 

particles. The addition of collision models gives a stream and collision mechanism 

[368] resolving the flow of particles over a discrete lattice mesh. 

There are some advantages over traditional CFD methods. As the collision and moving 

processes at each node calculated independently, it can be designed to run efficiently 

across parallel computer architecture [369]. However, when transport and mixing occur 

at multiple scales, such as in the ocean, resolving the flow at the microscale for the 

macroscale solution would make it computationally expensive [370]. 

6.2.2.2 Smoothed particle hydrodynamics 

Smoothed particle hydrodynamics, like the lattice Boltzmann method, divides the fluid 

up into discrete particles [371]. However, these particles are not aligned on a grid or 

mesh, but the coordinates move with the fluid as a Lagrangian scheme [372]. Each of 

the particles mentioned has a spatial distance over which their properties are smoothed 

through a kernel function. Therefore to determine a physical quantity of a particle, the 

summation of relevant properties of each of the particles within this kernel function 

distance must be calculated [371]. 

The advantages of smoothed particle hydrodynamics over traditional CFD methods are 

that mass is conserved without additional computation as the mass can be represented 

by the particles themselves [371]. The pressure is also determined though a weighted 

contribution of the surrounding particles removing the need for predictions through 

linear systems of equations [371]. One of the largest advantages however is that if there 

are significant locations that are empty, they are neglected by smoothed particle 

hydrodynamics, increasing efficiency [373]. However, large spatial discontinuities are 

poorly handled [374]. Also, to simulate at the same resolution as traditional methods 

can be computationally expensive. This is because a far greater number of particles is 

required to show the same data as in one traditional grid of data [374]. 



Chapter 6 – Computational Fluid Dynamics: Numerical Modelling Methodology 

 

121 

6.2.3 Discretisation Method Selection 

Analysing the discretisation methods discussed above, it can be seen that many methods 

may be used to model the two phase flow small scale ocean. However, some will 

provide more efficient or better solutions. Firstly both non-traditional CFD methods are 

unsuitable as described in Section 6.2.2. The lattice Boltzmann method cannot simulate 

macroscopic small scale ocean flow as it also contains microscopic flow features that 

would make the resolution prohibitively large. The smoothed particle hydrodynamics 

has also been neglected for the need for a large number of particles to simulate the same 

resolution as traditional methods, also making it computationally expensive. 

For the traditional methods in Section 6.2.1, the challenges listed in the finite difference 

method make it infeasible, except for very basic first order linear and second order 

polynomial flows. The finite element mechanism is a step up, able to model highly 

complex simulations; however the lack of conservation of properties such as mass, 

momentum and energy is likely to provide numerical errors. This leaves the finite 

volume method which solves the governing PDEs across grid volumes, with 

conservation of the fluid properties making it the ideal solution.  

An in-house computer code of the model is therefore written in FORTRAN, built 

utilising the finite-volume method to solve the governing equations from Section 5.2. 

6.3 Finite Volume Discretisation 

An example of finite volume discretisation is given in Equations (6-4) and (6-5), 

containing an unsteady term, along with a convection and source term. The governing 

equations in Section 5.2 often also contain a diffusion term making them somewhat 

more complex. 

One of the equations that contains all of the physical terms is the Navier Stokes 

equation from Equation (3-13), therefore this equation will be discretised to solve for 

the horizontal seawater velocity ‘u’. However, the principles used are applicable to all 

the governing equations. The equation will be derived in a single dimension, before 

extended to the final 3D solution. First the equation is broken into each term, with the 

left hand side of the equation containing an unsteady and convection terms as Un and Cn 
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respectively, and the right hand side of the equation containing source and diffusion 

terms as S and Df respectively, where Un+Cn=Df+S. 
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As shown in Section 6.2.1.3 for single dimension flow, these terms should be integrated 

over each grid in terms of time from t-1 to t and in space between the westerly, W, and 

easterly, E, points at the respective grid faces w and e, as shown in Figure 6-1. 

Assuming piecewise (central difference, linear) profiles of the solution between the grid 

faces and time steps, algebraic equations are derived. The effect of time is dealt with 

later; for now it should be assumed that these only affect the unsteady term. 
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Figure 6-1 - One dimensional grid point cluster 
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The integral of each term alone shown in Equations (6-7a) - (6-7d) does not prove 

useful in determining the value of a dependant variable at a point, P. Therefore it is 

helpful to rearrange the full equation into a form where the value of the dependant 

variable at point P (in this case the horizontal seawater velocity ‘u’) can be found based 

on the neighbouring points. 

 buauaua WWEEpp   (6-8) 

As can be seen in Equations (6-7a) - (6-7d), the values the points such as uE, uW and uP 

are not given. However, the values at the grid faces are provided, such ue, uw. 

6.3.1 Numerical Scheme and Profile Assumption 

As shown in the previous section, the governing PDEs can be divided into four terms, 

with the convection and diffusion terms referring to the values or gradients at the grid 

faces. However, for Equation (6-8) the values at the neighbouring grid points are 

required rather than those at the grid face. Therefore an assumption of the profile 

between the grid points is required, with some examples shown in Figure 6-2. 

 

Figure 6-2 - Profile assumptions to determine the value of the dependant variable at the faces w and e, 

based on westerly and easterly point data; with piecewise profiles as thin black lines and stepwise 

profiles as the thin blue lines. 
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6.3.1.1 Central difference 

The central difference, also known as the piecewise or linear scheme, is the simplest 

scheme where linear interpolation is used to relate the values at the grid faces to that of 

the grid points as shown in Figure 6-2. If the grid face is in the middle of the two points 

then the value can be simply calculated. 

 
2

PW
w

uu
u


  (6-9) 

This profile assumption can however cause numerical instability when the convection 

term is twice that of the diffusion term as shown in Patankar [364], therefore further 

schemes are investigated. 

6.3.1.2 Upwind 

The upwind scheme, first suggested by Courant et al. [375] is a method that uses 

stepwise profiles as shown in Figure 6-2, based on the upwind direction. Therefore if 

the flow is travelling from west to east, the value at the westerly grid face would be 

taken from the westerly grid point and if it was travelling the opposite direction, the 

value at the westerly grid face would be taken from the grid point P.  
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This differs from the central difference scheme, where the value at the grid face is the 

weighted average of that between the westerly grid point and the grid point P. 

The mechanism of this flow can be understood through looking at fluid flow in a river, 

where the flow comes from upwind direction bringing its properties without being 

affected by the properties further downstream. This profile assumption can however 

cause false diffusion when the ratio of convection to diffusion is below two as shown in 

Patankar [364]. This can be refined with a finer mesh; however there are better matched 

schemes available that do not present these difficulties and constraints. 
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6.3.1.3 The exact solution 

The exact solution is possible to be calculated, neglecting the unsteady and source 

terms, giving the convection term equal to that of the diffusion and assuming both terms 

are constant [364]. This solution approaches an exponential at high ratios of convection 

to diffusion, explaining why the central difference scheme is unstable except in low 

diffusion situations, with the upwind scheme usually more close to the solution. A 

scheme that matches the solution presented by Patankar [364] is developed by Spalding 

[376] known as the exponential scheme. 

6.3.1.3.1 Exponential scheme 

Substituting the exact solution into Equation (3-13), neglecting the unsteady and source 

terms gives the following. 
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(6-11) 

Although this contains terms for both the face values and the grid point values, this is 

due to the manner in which the equation is being shown in one dimensional flow where 

ρwuw is the convection term for the flow of the dependant variable uw. However, the 

solution is also not exact for multi-dimensional flows or for calculations with source 

terms. Also, as exponentials are computationally heavy, further schemes have been 

suggested to approximate this solution [364]. 

6.3.1.4 Best approximation of the solution 

There are two schemes developed to best approximate the solution based on the exact 

solution and the exponential schemes. The first is known as the hybrid scheme, 

originally named the high-lateral-flux modification [377], and the second is known as 

the power law scheme [378]. 

6.3.1.4.1 Hybrid scheme 

The hybrid scheme returns back to the up-wind and central difference schemes, utilising 

cut off values to switch between upwind and central difference schemes. 
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This provides a reasonable match to the exact curve as shown in Patankar [364], 

however at values when the convection term is around twice that of the diffusion there 

is a rather large departure from the solution. 

6.3.1.4.2 Power-law scheme 

The power law scheme is a curve, fitted to that of the exact exponential solution 

removing the large departures witnessed in the hybrid scheme. 

Each scheme can be shown in the form derived in Equation (6-8) finding the 

coefficients aE and aW, with Table 6-1 defining the function  PA  [364], where the 

double square brackets give the largest value of the enclosed terms. 

Table 6-1 – The A(|P|) function for the different numerical schemes and profile assumptions [364]. 

Scheme Formula for the A(|P|) function 
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(6-13) 

6.3.1.5 The unsteady term 

The formulation in the example of finite volume in Section 6.2.1.3 states that an implicit 

formulation is assumed with no further details into why the assumption is made. This 

was to provide a brief workable example, however will be discussed further here. 

When integrating a governing equation by time, the unsteady term solves through a 

piecewise central difference profile assumption giving the changes over the time step. 

The convection and diffusion terms can however be calculated at any point in the time 

step. Therefore it is possible to solve the convection and diffusion terms at the start of 

the time step as an explicit formulation, where the old values prevail all the way until 

the new time step. Another option is to solve the convection and diffusion terms at the 

end of a time step as a fully implicit formulation, when the new values prevail 

immediately after the previous time step. The final possibility is to have a linear 

variation across the time step, known as the Crank-Nicolson scheme. 

As stated in Patankar [364], the first sensible choice would be to use the Crank-

Nicolson scheme, which is most accurate at small time steps. However this and the 

explicit scheme both have a serious limitation that requires a very small time step, 

especially at fine grid sizes, to maintain numerical stability. 

To ensure that the model remains numerically stable under all conditions, the fully 

implicit scheme is the best choice, even if it is slightly less accurate at small time steps. 

Therefore, as shown in Equations (6-7b) to (6-7d) the values are calculated at the new 

time step implicitly. 
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6.3.2 The Discretised Equation 

The unsteady one dimensional discretised equation is derived from Equations (6-7a) to 

(6-7d), rearranged into the form of Equation (6-8). Adding the components of Equation 

(6-7) together, the full discretised equation for the horizontal velocity ‘u’ can be found.  
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(6-14) 

Different profiles between the grid points have been discussed at length in the previous 

section, along with the unsteady term. Therefore using Equation (6-13) and the power 

law profile, the discretised equation is derived where the source terms, with the 

exception of the pressure field, are included through ‘b’ in Equation (6-8). 
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(6-15) 

As the time step, Δt, approaches zero, the unsteady term disappears reducing Equation 

(6-15) to a steady state equation similar to that of Equation (6-13). 



Chapter 6 – Computational Fluid Dynamics: Numerical Modelling Methodology 

 

129 

6.3.2.1 The unsteady, three dimensional discretised equation 

The unsteady dimensional discretised equation for velocity ‘u’, is extend to three 

dimensions giving further coefficients for the north, south, top and bottom directions as 

subscripts N, S, T and B respectively. Equations in the form of Equation (6-8) can also 

be derived for the other velocities, along with mass, temperature, salinity and number 

density in the same manner using Equation (5-1) and the data described in Table 5-1. 

When a governing equation does not include diffusion, the scheme automatically reverts 

to an upwind scheme for the convective flow. 
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This may be re-written in short hand as, 
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(6-17) 

with the subscript nb referring to the neighbouring terms, i-1 and i+1 are the upstream 

and downstream conditions respectively and nbA  is the surface area acted on. 

6.3.3 Solver 

Now that a governing equation has been derived in discretised form, a solution is 

required for the algebraic equation. Direct solutions to Equation (6-16) are 

computationally expensive, requiring a large amount of computational storage and time 

[364]. However a solution for the single dimension flow in Equation (6-15) can be 

easily obtained through a straightforward Gaussian elimination algorithm known as the 

Thomas algorithm or Tri-Diagonal Matrix Algorithm (TDMA). 

6.3.3.1 Tri-diagonal matrix algorithm 

The tri-diagonal matrix algorithm takes Equation (6-8) and knowing the boundary 

values or conditions, all the other values in the system may be solved. The main idea 

behind the solver is that we want to find the value of the velocity ‘u’, based on 

neighbouring values. This is possible through, 

 PEPP QuPu   (6-18a) 
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 WPWW QuPu   (6-18b) 

where the component, P, is a function of a neighbouring value, and a component, Q, is a 

constant built from the source terms time dependency and neighbouring coefficients. 

Substituting Equation (6-18b) into Equation (6-8) gives, 

   bQuPauaua WPWWEEpp   (6-19) 

where rearranging this into the form of Equation (6-18a), PP and QP can be found. 
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Therefore the value for the velocity ‘u’ at point P can be calculated through the terms PP 

and QP using equation (6-18a), which is based on the coefficients of the neighbouring 

and source terms as shown in Equations (6-20a) and (6-20b). 

6.3.3.2 Iterative methods 

The above solution to the governing equations does not have to solved be in one 

direction. Although the above shows a solution in the westerly direction based on 

easterly values, it can also be solved in reverse in the easterly direction based on the 

westerly values. For non-linear problems a combination of both directions solved 

iteratively is required, using updated coefficients to approach the solution. 

Relaxation factors are used to accelerate or slow down changes in values from the 

previous iteration to get a converged result. This is done through taking the difference 

between the iteration values, and multiplying it by a relaxation factor before adding to 

the old value. If the relaxation factor is greater than one it is overrelaxation, forcing the 

iterations to change at a greater rate, and if it is less than one it is underrelaxation, 

slowing down the changes between iterations. 
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Again referring to Equation (6-8), the value of the velocity at the present iteration, i, 

may be found. 
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If the previous iteration, i-1, is taken into account, it must be added and subtracted to 

this giving the same solution. 

 1,1,,  


 ip

p

WWEE

ipip u
a

buaua
uu  (6-22) 

The last two terms are the terms multiplied by the relaxation factor, α, to over or under 

relax the changes between iterations. 
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6.3.3.2.1 The multi-dimensional problem 

Linear multi-dimensional problems that only need to be solved once only may be 

suitable for a direct solution due to the amount of computational resources required to 

solve direct solutions [364]. However, with Equation (6-16) and the majority of the 

three dimensional governing equations, the non-linearity requires another solution as 

direct solutions are uneconomical. 

Many iterative methods are possible [364], the Gauss-Seidel method solves each point 

in a certain order, based on estimations from initial guesses or the previous iteration 

value, approaching the solution after a number of iterations. However the solution can 

be slow to converge and can in some cases diverge, giving numerical errors. Therefore a 

more convenient method of solving multi-dimensional problems is a line by line 

method. 

The line by line method works by starting on a grid line of the X, Y or Z dimension and 

solving utilising the TDMA in section 6.3.3.1. This is solved for each line in that 
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direction, before using the same process in the other dimensions. Once each dimension 

has been solved, they should be updated through an iterative process until convergence. 

Altering the direction of the solver can speed up convergence as it allows the data in 

each of the boundaries of the simulation to transfer through the grid [364]. 

6.3.4 Pressure and Flow Field Challenges 

The main numerical solver has been described in the previous sections. However there 

are a couple of terms that can cause challenges to the model that need exploring. Both 

issues relate to the pressure and flow field, with the first being due to a numerical 

anomaly where a fluctuating pressure or mass across a grid can be calculated as uniform 

under certain circumstances. The second challenge is the prediction of the pressure field 

source term in the momentum equations. 

6.3.4.1 Numerical anomaly in the pressure terms and continuity equation 

Looking at the first expression in Equation (6-7d) for the source term, this gives the 

pressure flow field. If a piecewise linear profile is assumed then this gives, 
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and in the same manner, if a steady state, incompressible version of the continuity 

equation with no source terms is found then the following would also be true. 
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This gives the anomaly where the calculation of either the pressure changes or the flow 

over point P, in fact neglects any information in point P itself. In other words, the 

alternate rather than adjacent grid points are involved in the calculations. This creates a 

challenge in a situation as shown in Figure 6-3, where zigzag pressure or velocity fields 

occur at the grid locations
1
. Here the solver would accept these fields as uniform rather 

than fluctuating. 
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Figure 6-3 – Zigzag pressure or velocity field
1
 

The solution to this challenge is to operate the velocities on a staggered grid, first 

proposed by Harlow and Welch [379] where the grid points in the direction of flow for 

the velocities are on the grid faces for the other equations. A beneficial consequence is 

that the continuity equation does not have to determine the velocities at the grid faces. 

However, the main benefits of the staggered grid are that adjacent velocity components 

are analysed in the governing equations, removing the inconsistencies if a locally 

fluctuating flow was to occur. In the same manner, the pressure field would also occur 

over adjacent velocity components [364]. 

The momentum equations can therefore be re-derived with a staggered grid, where the 

grid points are on the grid faces of the other governing equations. This gives the benefit 

that Equation (6-24) no longer needs to be interpolated, with the pressure difference 

being the across the grid points EP pp  . The first term in Equation (6-15), (6-16) or 

(6-17) may therefore be rewritten as 

  Appbuaua PWnbnbpp   (6-26) 

6.3.4.2 The pressure field 

The previous section showed how to remove anomalies in the pressure field in the 

momentum equations using a staggered velocity grid. However, to solve the momentum 

equations, one must also determine the pressure field itself. If the pressure is not given, 

it must be estimated. However, if an incorrect pressure is estimated then the continuity 

equation will no longer be satisfied [364] giving poor simulation accuracy and 

unreliable results. 

                                                 

 
1
 These are arbitrary numbers and could be of any quantity, the point is that either the adjacent velocity 

values or the adjacent pressure values differ, yet the alternate values are the same. 
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The aim is therefore to guess the pressure, and then improve this guess through 

corrective pressures until it satisfies the continuity equation. If *p  is the guessed 

pressure, *u  is the subsequent calculated velocity, 'p  is a pressure correction and 'u  is 

a velocity correction, then the following is true. 

  APPbuaua PWnbnbPp  ****  (6-27) 

'' ** uuuppp   (6-28) 

Subtracting Equation (6-27) from Equation (6-26) and removing the 

convection/diffusion terms for convenience gives the corrected velocity in terms of the 

corrected pressure [364]. 

  PPWpp Appua  '''  (6-29) 

Dividing by the coefficient pa  gives the velocity-correction formula, 

 PW

p

P
p pp

a

A
u ''' 


  

(6-30) 

where substituting Equation (6-30) into Equation (6-28) gives the updated velocity in 

terms of the guessed velocity and corrected pressures. 

 PW

p
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Pp pp

a

A
uu ''* 


  

(6-31) 

The updated velocities in the y direction and z direction for ‘v’ and ‘w’ may be 

calculated in the same manner. To check the velocity and pressure guesses, the 

continuity equation must be derived in the same manner as the momentum equation in 

this section. Then, substituting Equation (6-31) for each velocity and rearranging solves 

the pressure correction; where the mass source term, b, will equal zero when the 

velocities satisfy the continuity equation [364]. 
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(6-32) 

An algorithm is therefore required to go through the pressure and velocity guess values 

and corrections until mass continuity is reached. The procedure used is known as the 

SIMPLE algorithm, which stands for semi-implicit method for pressure linked 

equations [376]. The steps are as follows as described by Patankar [364]. 

1. Guess the pressure field *p  and solve the momentum equations in Section 6.3.2. 

2. Solve the 'p  in Equation (6-32). 

3. Calculate new corrected pressure and velocity terms using Equation (6-28). 

4. Treat the new pressure as the guessed value and repeat cycle until convergence. 

6.4 Summary 

An in-house computer code of the model, written by FORTRAN, is built utilising the 

finite-volume method to solve the governing equations from Section 5.2. An example 

for discretisation is given for the Navier Stokes momentum governing equation in 

seawater; derived in both single-dimension and multi-dimensions; where the remaining 

governing equations are derived in the same manner. 

The Navier Stokes momentum equation was shown as it is the most complex of the 

discretised governing equations, covering not only unsteady, convection, diffusion and 

source terms, but also challenges with the flow and pressure field. These challenges are 

overcome through use of both staggered grids preventing numerical instabilities and the 

SIMPLE algorithm to predict the pressure field in the momentum equations. 
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The developed numerical model will be further tested and validated against bubbly 

plume observation data from the QICS experiment in Chapter 7. It will then be applied 

to locations in the North Sea and surrounding waters, utilising localised parameters to 

further develop the turbulent ocean in Chapter 8. 
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Chapter 7 – Model Applications: The QICS Experiment 

7.1 Introduction 

Consider CO2 leakage from the QICS experiment; the CO2 acts as a plume rising into 

the open waters and will begin to dissolve with the natural waters being under-saturated 

in terms of CO2 [40], shown in Figure 3-1. The questions raised are firstly whether the 

modelled CO2 reaches the atmosphere as found in the experiment in Section 4.3.4, and 

secondly, how does the dispersion and dissolution of the CO2 bubbles in the seawater 

affect the seawater chemistry, vital to determine the effect on the local biology and 

ecosystem.  

The physicochemical impact of a CO2 leak from the seabed investigated in the QICS 

experiment is therefore numerically modelled as part of this thesis, with results recorded 

for the rise height of the bubbles and concentration of the dissolved solution in terms of 

pCO2. These are analysed and compared with the experimentally measured impacts 

from the leakage on the seawater to validate and verify the model findings at CO2 

sediment injection rates of 80, 170 and 208 kg/day. 

Section 7.2 presents calibration of the numerical model to the QICS site, with 

simulations applied to the QICS experiment designed to predict the impact through the 

two-phase, small-scale, turbulent numerical ocean model detailed in Section 7.3. 

Finally, Section 7.4 summarising the findings from the QICs model, compared to that of 

the experiment data. 

7.2 Calibration and Model Setup 

7.2.1 Computational Domain 

As the QICS experiment was a single point injection of CO2, the pockmarks occur in a 

small area of 15 × 15 m in a water depth of 9 – 12 m. Therefore the small scale ocean is 

set as 50 × 50 × 9.5 m to simulate the localised physicochemical changes. To enable to 

forcing of the kinetic energy through a simple FFT algorithm, the number of grid cells 

is required to be a power of 2. Utilising an equidistant grid of 256 × 256 × 32 elements 

gives a grid size in the horizontal plane of 19.53 cm, and 29.69 cm in the vertical 

direction. This size is considered to be approximately the size of each pockmark 
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location, designed to predict the effects of small scale leakage from multiple separate 

pockmarks and the local impacts on the marine environment. 

With a rise rate from Section 4.3.4.2.3 measured in the QICS experiment giving 20 - 45 

cm/s and with a vertical grid size of 41.3 cm, the time to travel between each grid 

element can be approximated by the grid size over the velocity. 

 
)4520(

69.29

tovelocityBubble

sizeGrid
t   (7-1) 

Therefore a modelling time step of between 1 and 2 seconds is required so that the 

dynamics can be recorded between grids to provide numerical stability. A time step of 

1.5 seconds is used within the QICS experiment and the data output is recorded every 

15 minutes until a semi-steady state has been reached, from which the data can be 

analysed and investigated. 

The boundary conditions are set with the seabed as a non-slip closed-wall boundary, 

except for the CO2 bubbles at the leakage pockmarks where an inlet boundary provides 

the means to release CO2 bubbles. The top boundary, towards the water surface is 

considered a free surface with no mass transfer for the seawater/atmosphere. Therefore 

any uptake of CO2 from atmosphere to the seawater and vice versa is considered to be 

negligibly small within the time scale of the simulations. However, bubbles reaching to 

the top boundary will flow out of the computational domain and are assumed to reach 

the atmosphere. 

The horizontal currents at the boundaries are periodically updated to give a continuous 

flow in the direction of the seawater. Having released the CO2, the outlet boundaries are 

set as open for the dissolved solution. To prevent any fouling of data, the computation 

domain is made sufficiently large to mitigate any effects from the boundary on the 

dissolved CO2 and bubble plumes within the timeframe of the simulation. 

7.2.2 Turbulence 

Given the small grid height, LES is unsuitable to simulate turbulence due to the need to 

include a non-slip boundary at the seabed as shown in Section 3.5. This requires 
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excessively high resolution at the sediment wall for the extensive energy dissipation in 

this region [319]. Therefore it is suggested that a RANS turbulence model would show a 

better match to that of experimental data in the low depth QICS simulations [319]. 

To generate the turbulent ocean kinetic energy, the model is numerically forced at its 

uppermost wavelength using observation data collected from the QICS experiment site 

by Taylor et al. [115]. The energy dissipation is then modelled by a simple mixing 

length model, where Kolmogorov [303] determined that the kinematic viscosity, with 

the rate of energy dissipation, can be used to define a characteristic length of the energy 

dissipation. 

 
41

43



v
x   (7-2) 

Rearranging this, the turbulent eddy viscosity may be found, required to calculate the 

small scale turbulent stress in the Navier-Stokes Equation shown in Equations (3-38a) 

and (3-38b). In the small scale, the characteristic length is predicted based on the grid 

over which the energy dissipation is occurring. 

 
3431 xvt    (7-3) 

The rate of energy dissipation,  , is predicted from the observation data of the kinetic 

energy spectra [115], as the energy dissipation in the smaller scales is equal to that 

transferred to small scale from the larger scales [380]. 

7.2.3 QICS Experiment Fluid Properties 

In-situ measurements from Section 4.3.4 are taken from the leakage locations and used 

to set and calibrate the model. Simulations are performed to predict the plumes 

generated on the morning of the 12th of June 2012 when the bubbles were filmed. The 

recorded seawater data included a temperature of 10.7 °C and salinity of 34.7, with 

background levels of pH and pCO2 of 8.05 - 8.1 and 360 µatm respectively and currents 

varying between -5 and +5 cm/s in the horizontal plane. 
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According to the experiment observations, the water depth in the model simulations is 

set with low and high tides at 9 m and 12 m respectively. The initial conditions are set 

for each simulation with the seawater temperature, salinity and background pCO2 as 

recorded above. The leaked CO2 bubbles are released into the computation domain 

through the grid location of each pockmark, with the initial bubble diameter based on 

statistical distributions shown in Figure 4-21 which varies periodically and spatially as 

shown in Figure 7-1. 

7.3 QICS Project Experimental Simulations 

The first modelling scenario is designed to simulate the QICS experiment leakage at 

low tide, with a high injection rate of 208 kg/day providing a sediment leakage rate of 

31.2 kg/day (~15 % of injection rate), from which the effect of bubble interactions on 

the plume development are examined. 

The impacts of the leaked CO2 on the experiment waters for the period from the start to 

end of the injection are also simulated to check the affected areas at each leakage rate in 

terms of the changes in pCO2 of seawater. The final study is designed at low tide, as the 

presumed worst case for diagnostics of the leakage mechanisms, where the leakage rate 

is set to 100% of the injection rate of 208 kg/day. The effects of the simulations may be 

compared with that in the experiment to verify the model and validate its findings. 

 

Figure 7-1 – The pockmark locations, circled to show activity at each injection rate, with the initial 

bubble diameter shown in mm by the colour map, where 10, 25 and 35 pockmarks are suggested to be 

active during the injection rates of 80, 170 and 208 kg/day [118]. 
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The data are presented from the simulation 4 hours after the leakage commences when 

the simulation plumes have reached a semi-steady state. This is where the variation of 

the maximum pCO2 in the plumes settles at a small value and the rate of change of the 

mean pCO2 within the location of the pockmarks reduces to less than one percent of the 

initial rate of change, with minor fluctuations due to the changes in current. 

7.3.1 Bubble Plume 

When the bubble interactions are neglected from Section 5.3.4, the modelling 

simulations predict that the leaked CO2 bubbles visually ascend up to 8.8 m from the 

seabed before being considered completely dissolved as shown in Figure 7-2 (a). The 

maximum bubble diameter is recorded as 8.3 mm, with a mean bubble diameter of 1.37 

mm. However, when including the bubble interaction models from Section 5.3.4, the 

bubble size increases up to 9.8 mm in the first few centimetres through coalescence with 

the larger bubbles ascending further in the water column. These bubbles can be seen to 

be approaching the surface as shown in Figure 7-2 (b), where undissolved bubbles were 

observed from the QICS experiment at low tide [105]. 

There are a number of considerations that will affect the bubble plume simulation. As 

the minimum bubble size that can be numerically modelled in the simulations is 0.01 

mm, smaller bubbles may rise further out of the water column. There is also the effect 

from vertical currents generated by tidal waves on the sea surface in shallow water 

regions meaning that measured velocities can be higher than those modelled. 

   

Figure 7-2 – The low tide bubble plume at the measured leakage rate, with the bubble diameter shown in 

mm by both the colour map and the size of the marker [118]. (a) Bubble plume prediction with no bubble 

interactions, left; (b) Bubble plume prediction with bubble breakup and coalescence interactions, right. 

(a)            (b) 
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Finally, the initial bubble size distribution, employed from the experimental 

observations shown in Figure 4-21, is taken from data observed in three out of around 

thirty five pockmarks, where there could be some larger bubbles that may form from 

other pockmarks during the leakage. 

To investigate and compare the fate of an individual bubble with those in a plume, the 

free rising model of an individual bubble (Appendix A) is applied to the QICS 

experiment in a quiescent ocean. This found that individual bubbles with a diameter 

smaller than 14.0 mm will completely dissolve before reaching the water surface as 

shown in Figure 7-3. This is in comparison with the results from the plume modelling in 

Figure 7-2 (b), where the bubbles with initial diameter of about 10 mm almost migrate 

to the water surface. 

It can be seen that the bubble interactions in the plume, the vertical current generated by 

the plume, and the reduction of the dissolution rate due to the surrounding CO2 

concentrations in the plume affect the fate of bubbles, providing the differences with 

that of an individual bubble. 

 

Figure 7-3 – Bubble dissolution at 9 meters depth, showing individual bubbles with initial size > 14 mm 

reaching the water surface and leaking into the atmosphere [118]. 
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From this result, it can be assumed that the largest bubbles leaked from the various 

pockmarks from the QICS experiment sediments are in a range of 10 - 14 mm in 

diameter. This also highlights the effect of plume dynamics on bubble motion and 

dissolution, providing a greater rise height of the gas bubbles both in the experiment and 

from the plume model. 

7.3.2 pCO2 

Reconstructing the bubble size distribution through interactions also provides an 

improvement on the spatial distribution of the CO2 solution plume, indicated by the 

pCO2 levels shown in Figure 7-4 (a) without bubble interactions and Figure 7-4 (b) 

accounting for the interactions. The simulations show that the interactions cause the 

maximum pCO2 of the seawater slightly decreases from 445 µatm in Figure 7-4 (a), to 

443 µatm in Figure 7-4 (b). As the dissolution is more distributed with larger bubbles 

forming through the interactions, the bubble surface area and in turn the dissolution rate 

is reduced, providing a slightly lower concentration of pCO2 in the seawater. 

It has to be noted that the bubble interactions in such dilute plumes seem to play a rather 

insignificant role on the creation pCO2 plumes. However, the differences established 

from the model with and without bubble interactions indicate that the model with 

bubble interactions can provide better results and has the potential to be applied to 

simulate more dense bubble plumes that may have stronger effects in terms of a greater 

number of bubble collisions and interactions, changing the plume dynamics. 

   

Figure 7-4 – Contours of low tide pCO2, µatm, in the seawater at the measured leakage rate and bubble 

sizes, shown at depths of 2, 4, 6 and 8 meters [118]. (a) pCO2 plume with no bubble interactions, left; (b) 

pCO2 plume with bubble breakup and coalescence interactions, right. 

(a)            (b) 
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In comparison with the observation data, which gave a mean pCO2 of 390 - 400 µatm, 

increasing up to 1500 µatm, before reducing back to between 400 and 500 µatm [105], a 

large difference in pCO2 can be seen. Although the model pCO2 of 443 – 445 µatm 

matches the latter values, the prior large increases in pCO2 are not accounted for. 

However, it is confirmed that at the levels of pCO2 from the QICS experiment, there 

should be a negligible impact on the marine environment. Accumulated experimental 

data [381] shows that a pCO2 of 1000 µatm is required to have a major effect on marine 

larvae, embryos and juveniles, with effects dependant on the species. Although in the 

experiment, this pCO2 exceeded this value, rising to 1500 µatm, this was very local, 

directly above the leakage pockmarks. 

7.3.3 The Impacts of Leaked CO2 on Seawater From the QICS Experiment 

A full simulation of the QICS experiment at low tide has been implemented in the 

model by taking the three injection rates as shown in Figure 7-5 (a) at the early, middle 

and late stages of the experiment. The injection rates were measured as 80, 170 and 208 

kg/day, where the leakage rates are estimated as 2.3 kg/day, 17.0 kg/day and 31.2 

kg/day respectively as shown in Figure 7-5 (b). 

The simulations are performed step by step for each of the three leakage rates by 

injecting CO2 into the water column at the given leakage rate until the plumes develop 

to a semi-steady state, at which point the next leakage is released. In the first stage, it is 

estimated that leakage occurs from 10 pockmarks closest to the injection site, increasing 

to 25 pockmarks in the second stage moving in a south westerly direction, and up to 35 

pockmarks at the final stage of the simulations as shown in Figure 7-1. The results from 

the simulations are represented by the seawater volumes affected by pCO2 increases as 

seen in Figure 7-5 (c), along with the maximum pCO2 levels as seen in Figure 7-5 (d). 

As the injection rate increases during the QICS experiment, the leakage rate increases. 

The number of bubbles also increases accordingly in order to maintain the bubble size 

distribution as seen in Eq. 2. This provides a greater interfacial area of the plume 

bubbles and seawater, enhancing the dissolution rate and generating larger volumes of 

pCO2 changes, shown in Figure 7-5 (c). In turn this also provides a greater maximum 

pCO2 as shown in Figure 7-5 (d).  
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Figure 7-5 – (a) QICS experiment CO2 injection rate, kg/day [118], top left; (b) Estimated CO2 leakage 

rate and injection rate into the model simulation, kg/day [118], top right; (c) Volume of pCO2 from the 

simulation, m
3 
[118], bottom left; (d) Maximum pCO2 from the simulation, µatm [118], bottom right. 

The background pCO2 fluctuates with the tide by +/- 10 µatm, with a maximum 

simulated pCO2 in the first 20 days of 400 µatm, increasing to 427 µatm when the 

injection rate is increased to 170kg/day, and 443 µatm at the injection rate of 208 

kg/day. In comparison with the observation data from Blackford et al. [105] where the 

pCO2 varies between 390 µatm and 1500 µatm in the high injection stages, it has to be 

concluded that either the leakage rate is greater than measured in the experiment (~15% 

of total injection rate) through either small, fast dissolving bubbles, or dissolved 

solution in the sediments which is forced into the water column by the high injection 

rate. This may also be due to changes in activity across the pockmarks during the 

release period; although 35 pockmarks are active across the large leakage rate 

timeframe, they are not all active at the same time, with some more active than others 

causing greater pCO2 concentrations. The final possibility is that the pCO2 

measurements are of a higher resolution than the simulations (0.0113 m
3
) providing a 

greater peak direct over the bubble plume, rather than the mean over a 19.53 cm × 19.53 

cm area. 

(a)               (b) 

 

 

 

 

 

 

(c)               (d) 
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7.3.4 The Impacts, Considering a Larger Leakage Rate to the Seawater 

With an increased leakage rate (up to 100% of the injection rate at 208 kg/day), a denser 

bubble plume is produced with a far greater number of bubbles. A maximum initial size 

of 9.8mm is again dominating at the leakage site as shown in Figure 7-6 (a). Bubbles in 

such a dense plume rise faster at a larger absolute velocity due to the bubble plume 

generating a vertical movement of seawater, but also dissolve at a relatively low rate 

once a semi-steady state is reached due to the large surrounding concentration of CO2 in 

the plume with the lack of under-saturated water. This coupling mechanism leads to the 

bubble plume reaching the water surface, unlike in the more diluted bubble plume 

simulated using the leakage rate measured in the experiment, where bubbles of the same 

maximum size only partially rise to the surface at low tide (Figure 7-2). Therefore it can 

be identified that the fate of dense bubble plumes is significantly different compared to 

the fate of an individual bubble alone. 

The impacts of a leakage with 100% of the experiment injection rate are also more 

significant, with a maximum pCO2 of 713 µatm shown in Figure 7-6 (b). To further 

investigate the effect, both the volume of pCO2 in the surrounding waters and the 

vertical distribution of pCO2 directly above the leakage source are measured and 

compared to those experienced in the previous QICS experiment simulations. 

 

   

Figure 7-6 – (a) A low tide bubble plume at 208 kg/day leakage rate, with the bubble diameter, mm, 

shown by both the colour map and the size of the marker [118], left; B) A low tide seawater pCO2, µatm, 

plume at 208 kg/day leakage rate, with contours of pCO2 shown at depths of 2, 4, 6 and 8 meters 

prediction [118], right. 

(a)            (b) 
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The volume of pCO2 changes within the seawater, in addition to the maximum change 

in pCO2, enables an assessment of the impacts that leaked CO2 has on the marine 

environment, generated by the coupling dynamics of the CO2 bubble plume and the 

ocean turbulence. As can be seen in Figure 7-6 (b) for the 100% injection rate leakage 

scenario, the maximum pCO2 changes only occur directly above the leakage area. 

However, volumes in which the pCO2 reaches 500, 600 and 700 µatm are found to be 

685, 112 and 0.65 m
3
 respectively. 

From these results, it can be identified that the impacts on the marine environment are 

likely to remain close to the leakage source if the leak continued for an extended period 

of time. For monitoring and detecting the leakage, the results show that the changes in 

pCO2 are difficult to detect because of the relatively small changes and associated 

volumes, which would require monitoring equipment with a high resolution and 

strategic positioning. 

Another parameter to measure the leakage impact is the vertical profile of the horizontal 

mean pCO2 directly above the leakage pockmarks, where the horizontal mean pCO2 in a 

25 × 25 m area above the pockmarks is predicted and demonstrated in Figure 7-7. The 

simulation of the low tide provides a peak mean pCO2 of 400 µatm a few meters above 

the leakage area. 

The high tide provides a lower leakage rate and therefore far less effect on the 

environment, with the greatest mean pCO2 directly above the leakage location of 393 

µatm. In contrast, the results from the leakage of the full injection rate where all the 

injected gas would leak to the water column show that the greatest mean pCO2 increases 

to 434 µatm ~2 meters above the leakage pockmark area. 

The development and the structure of CO2 solution plumes determine the highest 

change in pCO2 and its location. The highest changes in pCO2 were expected to be on 

the seafloor due to the increase in density of the waters from the dissolved solution. 

However, the greatest change is found from the simulations a meter or two above the 

leakage pockmarks of the experiment in the shallow water. 
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Figure 7-7 – The vertical profile of the mean pCO2, µatm, directly above the leakage pockmarks in a 25 

× 25 m area for each of the scenarios [118]. 

What is also noticed is that the CO2 solution rises higher than the bubble plume, shown 

in Figure 7-6. This is investigated by the numerical model, where it is found that 

momentum from the rising bubble plume is transferred to the seawater, shown by the 

vertical velocity of bubble plume relative to the seabed in Figure 7-8 (a). This provided 

a greater upwards force than the negative buoyancy force from the increased density of 

the CO2 solution demonstrated by the vertical velocity of dissolved CO2 solution plume 

in Figure 7-8 (b). 

The plume development and structure are different with those from the deep ocean, 

where at larger leakage rates from the deep ocean floor, the CO2 solution plume would 

peel away from the bubble/droplet plume, as identified by laboratory experiments [382]. 

The larger CO2 concentrations from the greater solubility of CO2, lead to dominating 

gravitational effects giving this effect. 
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Figure 7-8 – The vertical velocity, m/s, of both plumes at a cross section in the 208 kg/day scenario, with 

the arrows showing the mean upwards motion. (a) Bubble plume, top; (b) Dissolved CO2 solution plume, 

bottom. 

7.4 Summary 

The dynamics of rising CO2 bubbles in seawater are investigated experimentally and 

through numerical modelling within the QICS project, Chen et al. [383] suggests that it 

may be possible to neglect interactions for bubbly flow due to weak interactions and a 

low range of distribution in bubble sizes. However, the experimental results from the 

QICS experiment showed multiple bubble interactions and a larger range of bubble size 

distribution, even in a low void fraction and low current bubbly flow, giving the need to 

investigate further. This need has been confirmed by the inclusion of interaction sub-

(a)            
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models in the simulations, which although have a minor effect on the maximum and 

mean bubble sizes, do have an effect on the distribution of bubble sizes and shapes. In 

turn this affects the dissolution rate of bubbles and the structure of the dissolved CO2 

plume. 

The simulations with bubble interactions bring the bubble rise heights closer to that 

observed from the experiment, where some bubbles were found to reach the surface. A 

greater range of bubble sizes from other pockmarks than those from three recorded is 

suggested as a source of possible differences from the simulations. 

To predict the observation data and mean pCO2 over the leakage zone, it is suggested 

that the full injection rate of 208 kg/day is required due to the leakage mechanism 

experienced at the end of the injection. Even though only 15% of the CO2 is leaked as 

bubbles observed from selected pockmarks, the surrounding sediments around the 

leakage chimney could be approaching a saturated state. The effect of this is an 

increased pressure from the increased leakage rate, providing a fast migration of the 

CO2 through the chimney. This could allow 100% of the CO2 to leak to the water 

column, providing the pCO2 in the simulations of 713 µatm. Although this is lower than 

the peak recorded within the experiment of 1500 µatm, it is approaching the mean pCO2 

across the time frame of 740 µatm. 

This could be explained through a number of situations, the first is that although there 

are ~35 pockmarks, not all the pockmarks are leaking at the same time and they do not 

have an even distribution of leakage rate meaning some pockmarks are more active than 

others, providing a greater concentration of pCO2. The other possibility is that, as the 

leakage rate is increased, the strong bubble steams force the saturated brine from the 

sediments erupting to the seawater, increasing the pCO2 to the peak levels of 1500 µatm 

close to the seafloor, before settling back down at between 400 and 700 µatm. The 

simulation results for the high tide case show the pCO2 level of 390 µatm matches the 

observation data from the experiment, until the point where the leakage rate is 

increased, which partially supports these two possible outcomes. 
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The simulations, and the related data from the QICS experiment, are both small scale in 

time frame and spatial dimensions for the leakage from shallow seawater relative to the 

majority of the ocean. However, the results can be of reference with investigations of 

the assessment and monitoring of CO2 leakage from greater depths down to about 400m 

at which depth the CO2 is still in the gas phase; where differences may be shown 

through comparing North Sea and surrounding water case studies in the following 

chapter. An issue that does however also need further investigation is with such a 

shallow leak, how large localised concentrations affect the water-air surface mass 

transfer directing dissolved CO2 to the atmosphere (secondary leakage), along with the 

effect of the topography on the development of the plumes. 
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Chapter 8 – Model Setup: The North Sea and Surrounding Waters 

8.1 Introduction 

Consider CO2 leakage from an underground storage reservoir or pipeline in the North 

Sea and surrounding waters; the CO2 also acts as a plume rising into the open waters 

and will begin to dissolve with the natural waters being under-saturated in terms of CO2 

[40]. This is similar to that of the QICS simulations; however at a greater depth, greater 

leakage area and greater leakage rate as a more likely case. The questions raised by 

these changes are however similar to before, whether the CO2 reaches the atmosphere, 

and where significant increases in CO2 concentration and pH changes of the waters 

occur that would cause harm to marine life and the ecosystem. 

The dispersion and dissolution of CO2 bubbles or droplets in seawater are of great 

interest from a biological point of view due to the effects on the water chemistry. 

Changes in pH are vital data for biogeochemical and ecological scientists in order to 

predict the impact from CO2 leakages on the marine ecosystem in a variety of situations. 

Dissolution characteristics and plume dynamics are dependent on the temperature, 

pressure and salinity of water at depth, along with the local turbulent ocean flows. 

However, the biggest influence on the plumes comes from properties such as the 

leakage rate and bubble or droplet size [384]. The target water in this study is the North 

Sea, which has been considered as a potential area for European CO2 under seabed 

storage [40]. 

Therefore in this chapter Section 8.2 presents a setup of the computational domain to fit 

the North Sea, with the turbulence model designed in Section 8.3 based on the 

experimental data from Section 3.5.1. Section 8.4 describes how the thermal energy and 

stratification is also included into the turbulence mode and Section 8.5 evaluates the 

turbulent ocean in a single phase, LES model based upon these theories and findings. 

Section 8.6 defines the fluid properties in the North Sea and surrounding waters and 

finally, Section 8.7 summarises the findings. 

8.2 Computational Domain 

The computational domain for CO2 leakage is larger than that in the QICS experiment, 

with leakage occurring at larger rates over an area of up to 500 meters diameter. The 
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small scale turbulent ocean is therefore reconstructed in a computational domain of 1.0 

km by 1.0 km and 100 m depth. As the simulation is within 10 km, it is in the small 

scale region [223], shown in Section 3.5.2 to be more suitable for LES turbulent water 

simulation as long as the grid size is large enough to neglect the frictional effects of the 

sediment wall on the seafloor [319]. 

To enable to forcing of the kinetic and thermal energies in LES, and to extract both 

energy spectra through a simple FFT algorithm, the number of grid cells is again 

required to be a power of 2. Due to the limited computational memory available from 

the operating system, the maximum number of possible points the model could use for 

each calculation was 128
3
. To keep the dimensions of the vertical grid in the same order 

as both horizontal grids, but not too large that the dispersed bubble/droplet plume does 

not rise beyond the first element, a grid was developed of size 128 × 128 × 32. This 

gives a grid size of 8 m in the horizontal and 3 m in the vertical. 

However, in the Skagerrak case, with a greater rise height, a larger vertical grid size of 8 

m is required and a reduced vertical grid size is used in the low depth leakages of 1.5 m 

over 8 grid elements. For the leakage scenarios, the elongated conduit extends over 2.0 

km requiring a horizontal grid size of 40 m, and the leaky well which extends to only 10 

m requiring a horizontal grid size of 1.5 m, maintaining the same number of grid 

elements. 

The grid is chosen to show as close as possible the full leakage around the bubble 

plume, along with showing the full changes in pH greater than 0.1 over the time period 

it takes to reach steady state. As the leakage occurs over a number of grids, the data for 

the horizontal grid is converged; therefore a higher resolution would not show much 

change in the results and reduce efficiency in terms of computational time. The 

resolution is developed to fit within the boundaries of LES, with the use of a non-slip 

wall for the sediment basin made possible by the large vertical grid size, removing the 

need for high resolution at the wall boundary to cover the flow structures and vortices 

that dominate the near-wall flow [319]. 
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As with the QICS experiment in the previous chapter, predicting the modelling time 

step required for numerical stability can be done through estimating the bubble terminal 

velocity of 20 - 45 cm/s and the rise height of 3 meters using Equation (7-1) giving a 

time step of 10 seconds for the majority of the cases. With the Skagerrak case this 

increases to 30 seconds, and in the low depth case studies decreases to 5.0 seconds. 

8.3 Turbulence 

As described above, the North Sea numerical model is designed so that it is capable of 

simulating turbulence through LES. There are two fields of interest, one which may be 

simulated, and the other that must be modelled. The simulated eddy field iju , is where 

the turbulent flow features are directly calculated within the Navier-Stokes, N-S, 

equations. However, this also require terms from the sub-grid field that must be 

modelled to include the effects from the smaller scale turbulent features [314]. 

8.3.1 Sub-Grid Scale Model 

There are a number of models for the eddy viscosity in the sub-grid field, which come 

under two different categories, functional and structural models. Functional models 

[385 – 387] are designed to replicate the dissipation effects from the unresolved scales 

in the sub-grid on the resolved scale flow through enforcing set physical dissipation 

rates [388]. Structural models [389 – 391], on the other hand, aim to directly predict the 

kinetic energy spectrum locally in the sub-grid, producing an approximation of the sub-

grid energy/dissipation within each resolved grid [388]. This allows the sub-grid model 

to take into account the local variations of the flow [314]. 

Evidence from a large number of LES models show that the sub-grid scale modelled 

turbulence is only a small contribution to the overall turbulence within the simulation. 

The quality of the results from the overall LES are not that sensitive to the quality of the 

sub-grid scale model, and therefore the choice of model is only of some importance to 

the results of the simulation [314] with other factors such as the grid size and filtering 

taking greater importance. However, a structure function model is chosen for its ability 

to take into account the intermittency and inhomogeneity of the larger scale flow 

through local kinetic energy spectrum analysis. 
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The model is based on a model by Chollet and Lesieur [392] with the non-dimensional 

eddy viscosity, νt
+
, normalised by the square root of the kinetic energy over the 

wavenumber in the Fourier space. 

 
 
k

kE
vv tt

  (8-1) 

with 

tv  = 0.267. Métais and Lesieur [390] found that using this constant for the 

viscosity, the energy cascade from the larger scales was too low. Therefore, through use 

of the Kolmogorov spectrum [303], predicted the average non dimensional viscosity at 

~0.4. 

 
 
k

kE
vt 4.0  (8-2) 

In the physical space, consideration of the second order velocity structure function of 

the local grid, F2, is required to determine the kinetic energy in the local sub-grid.  

 
2

12  ii uuF  (8-3) 

To link the kinetic energy spectrum in the Fourier space to the local velocities in the 

physical space Batchelor [393] and Orszag [394] utilise Kolmogorov’s cascade in 

Equation (3-37) to determine the equivalent of the cascade in the physical space giving 

  3

2

2 82.4 xCF k    (8-4) 

which is in the same format as Kolmogorov’s original formula. Rearranging Equation 

(8-4) and (8-3) into (3-37) through equating in terms of the energy dissipation, ε, gives 

   2

3
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 (8-5) 

Substituting Equation (8-5) into (8-2) gives 
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20396.0 Fxvt   (8-6) 

A final modification was made to the constant by Métais and Lesieur [390] to correct 

for the smaller scales in the sub-grid, but still maintaining Kolmogorov’s law yields the 

structure function model. 

 
2063.0 Fxvt   (8-7) 

This turbulent eddy viscosity may be used to calculate the sub-grid scale turbulent stress 

in the Navier-Stokes Equation as shown in Equations (3-38a) and (3-38b). The model 

has been compared with that of DNS [390], along with other LES models [314], where 

it is found that the structure function model provided the best agreement with the 

Kolmogorov dissipation rate [303]. 

8.3.2 Sub-Grid Filtering 

The transition point from the small scale field to the sub-grid field (what is computed 

and what is numerically modelled), is known as filtering [315]. The filter to eliminate 

the small scales is selected both in terms of the available computational resources, along 

with the ability of the flow to maintain turbulent and dissipation theories [395]. 

The choice of filter size is not an exact science as it often requires some trial and error, 

where the refining of the filter scale can be extremely expensive in terms of time and 

computational resources [396]. However, there are some general conditions that help 

define what filter size should be used. The first rule is that the filter should not be 

smaller than the grid size [397], this would miss the fluctuations and eddies between the 

grid size and the sub-grid model and therefore be numerically unstable. Further to this, 

due to the discretization of the Navier-Stokes equation in the model, the numerical error 

can be as great as the contribution from the sub-grid model if the filter size is not 

somewhat larger than the grid size [398]. Another rule is that energy should not be 

generated at the smaller scales, as it should be dissipated into molecular viscous heat 

[240]. Therefore if the energy spectrum is seen to be increasing, then the filter is not 

dissipating the correct amount of energy, and is of the incorrect size. 
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Through trial and error, the best sub-grid filter to maintain the kinetic energy spectra 

was found to be around twice the grid size in both the horizontal and vertical directions. 

With the cut off filter width having an associated wave number [399], this may be 

applied directly to the kinetic energy spectra. 

The method of filtering used within the simulations is based on the Fourier space 

through use of a cut off when kinetic energy falls below the filter wave number. Various 

similar filter functions may be used rather than through a Fourier cut off [315]. 

However, the original kinetic energy spectrum, analysis of the changes in the kinetic 

energy spectrum throughout the simulation, and the numerical forcing of the highest 

wavelengths are conducted using FFT and inverse FFT approaches. Therefore to reduce 

the computational time and number of calculations, these processes can all be 

completed within a single FFT/IFFT operation, maximising computational efficiency. 

8.3.3 Large-Scale Forcing 

From the kinetic energy spectra in Figure 3-10, a correlation is developed from curve 

fitting, 
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for forcing the kinetic energy at a narrow band of wavenumbers (4 points in the Fourier 

space, 6.38×10
-5 

m
-1

 to 2.55×10
-4

 m
-1

) in the X and Z directions to develop the larger 

fluctuation waves as shown in Figure 8-1. These waves will then transfer into the lower 

wavelengths (higher wavenumbers) and dissipate in the resolved and sub-grid space 

through the viscosities discussed in the previous section. 

For the Y direction (vertical) no kinetic energy forcing is introduced, where, as can be 

seen in Figure 3-10 (b) the kinetic energy in the Y direction is around an order lower 

than for the X and Z directions. Therefore the majority of the vertical energy generated 

and dominated by the horizontal and thermal energy, with both stratification and 

rotation dampening these effects [400]. 
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Figure 8-1 – Fluctuating kinetic energy spectra (blue line) taken from data analysed of the central North 

Sea (58°24'23.11"N 2°1'25.33"E) with the correlation from Equation (8-8) (red line), and the narrow 

band of forced kinetic energy (green line). (a) X direction, top; (b) Z direction, bottom. 

 

8.4 Thermal Energy 

As shown in Section 3.2.4, changes in energy are proportional to the change in 

temperature. Therefore data for the temperature is also taken from 2 separate locations 

as a time series from March to September 2014 in the southern North Sea, and July to 

September 2014 in the central North Sea [401]. 

Thermal spectra are then taken from this data as shown in Figure 8-2, which provides 

the correlation, 
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(8-9) 

for forcing the thermal energy at a narrow band of wavenumbers to develop the larger 

thermal waves. 

(a) 

 

 

 

 

 

(b) 
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Figure 8-2 – Thermal spectra taken from the two locations in the North Sea (blue line) [401] with the 

correlation from Equation (8-9) (red line), and the narrow band of forced thermal energy (green line for 

horizontal directions, black line for vertical direction). (a) March to September 2014 in the southern 

North Sea (51°59'55.0"N 3°16'35.0"E), top; (b) July to September 2014 in the central North Sea 

(57°12'03.6"N 0°30'00.0"E), bottom. 

As with the kinetic energy, these thermal waves will then dissipate into the lower 

wavelengths (higher wavenumbers) through the turbulence and viscosities. This 

provides a simulated spectrum at steady state, with the wavenumber forced in 6 points 

in the Fourier space (the range between 6.38×10
-5

 and 3.83×10
-4

) in the X and Z 

directions, and 1 point (between 6.70×10
-4

 m
-1

 and 1.34×10
-3

 m
-1

) in the Y direction due 

to its smaller scale, shown as the green and black lines in Figure 8-2. 

8.5 Reconstructed Small Scale Turbulent Ocean 

8.5.1 Kinetic Energy 

The ocean momentum is solved through use of the Navier-Stokes equation in Equations 

(3-38a) and (3-38b), forcing the kinetic and thermal energy in each direction (as shown 

in Figure 8-1 and Figure 8-2) to allow the turbulent ocean to develop. As the energy has 

a dissipation rate, it takes time for energy to transfer from the larger to smaller scales to 

develop into steady state turbulence. The first few time step readings show the energy 

being forced, but with enhanced dissipation at the higher wavelengths (lower 

wavenumbers) in the kinetic energy spectra as shown in Figure 8-3 after 10 seconds. 

(a) 
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After a short period of time the turbulent waves travel down into smaller wavelengths, 

with the upper wavelengths continuing to be forced. This creates a fluctuating turbulent 

ocean, which slowly begins to stabilise constructing a steady state turbulent ocean. This 

gives the near constant kinetic energy spectra as shown in Figure 8-4, generated 6.5 

hours after the initial wavelength forcing. 

 

Figure 8-3 – Fluctuating kinetic energy spectra taken from the small scale turbulent ocean model after 

10 seconds (cyan line), compared with data analysed of the central North Sea (58°24'23.11"N 

2°1'25.33"E) (blue line), Kolmogorov’s -5/3 gradient law [303] (red line). (a) X direction, top; (b) Y 

direction (vertical), middle top; (c) Z direction, middle bottom; (d) total magnitude, bottom. 
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Figure 8-4 – Fluctuating kinetic energy spectra taken from the small scale turbulent ocean model at 

steady state after 6.5 hours (cyan line), compared with data analysed of the central North Sea 

(58°24'23.11"N 2°1'25.33"E) (blue line), Kolmogorov’s -5/3 gradient law [303] (red line). (a) X 

direction, top; (b) Y direction (vertical), middle top; (c) Z direction, middle bottom; (d) total magnitude, 

bottom. 

The kinetic energy spectra in each direction from the numerical model in Figure 8-4 

shows a good agreement with both Kolmogorov’s -5/3 law [303] for the reconstructed 

small scale turbulent ocean, as well as with the observation data extracted from the 

North Sea. This is validation of the LES small-scale simulation and sub-grid model 
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developed for the turbulent ocean, where the LES for the isotropic turbulent features at 

the scales analysed in the model are in line with those present in the North Sea. As can 

be seen in Figure 8-4 (b), the vertical kinetic energy spectrum develops (with no 

forcing) from the effects of the transfer of energy from the horizontal directions, and the 

flow of thermal energy affecting the stratification. 

Cross sectional images in Figure 8-5 show the energy spectra in the physical space at a 

single point in time, showing the horizontal currents, u, in the X-Y direction and w, in 

the Z-Y direction, along with the vertical current, v, in the X-Y direction. 

 

Figure 8-5 – Cross sectional current images (m/s), once the spectra has reached a steady state after 6.5 

hours. (a) X direction current, u, in X-Y plane, top; (b) Y direction current (vertical), v, in X-Y plane, 

middle; (c) Z direction current, w, in Z-Y plane, bottom. 
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8.5.2 Thermal Energy 

In the same manner as with the kinetic energy, the thermal energy spectra are predicted 

after 10 seconds and 6.5 hours. However, as the fluctuations in the thermal energy are 

much lower than the kinetic energy, it stabilises and becomes steady state within in the 

first time few steps, showing very little difference in the time zones as shown in Figure 

8-6. The simulated spectrum is noted to also provide a good match with the 

experimental data. 

8.6 North Sea and Surrounding Water Fluid Properties 

As the largest potential CCS storage resource in Europe [402], in the North Sea and 

surrounding waters, the majority of the seawater depth is less than 550 m, with the 

average depth of 94 m [403]. The North Sea shelf drops to a maximum of 

approximately 150 m, and the Norwegian Channel to 400 m. However, a small section 

in the Skagerrak goes as far as 700 m [404]. This provides rising bubbles in each case 

except the latter, with the Norwegian Channel providing the ability for hydrate coated 

bubbles to form, and the Skagerrak allowing hydrate coated CO2 droplet formations. 

 

Figure 8-6 – Comparison between the experimental (blue line) and simulated thermal energy spectra 

(purple line) taken from March to September 2014 in the southern North Sea [401] (51°59'55.0"N 

3°16'35.0"E). (a) After 10 seconds, top; (c) after 6.5 hours, bottom. 
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To produce reasonable predictive simulations investigating various leakage case studies 

within the North Sea and surroundings, a full set of locational data and parameters are 

required to predict the leaked CO2 plume dynamics and dissolution [217]. This set of 

data includes water temperature, salinity and ocean current data at specified depths and 

locations, along with background levels for alkalinity and pH taken from Blackford and 

Gilbert [405]. The mean ocean current, and mean summer temperature data and 

turbulent fluctuations have been taken as detailed in Section 3.5 for the North Sea, with 

salinity along with the temperature shown in Figure 8-7 taken from Coriolis [401]. 

Ocean currents are seen to increase in deeper waters from a mean of ~10 cm/s on the 

North Sea shelf, with more flow from the Norwegian Sea and Atlantic Ocean allowing 

currents up to 50 cm/s within the Norwegian Channel, increasing further up to 1.0 m/s 

in the Skagerrak [406]. 

The leakage rate for CO2 from the seabed is difficult to predict and would depend on the 

type of leak as well as the location it occurs. It also depends in part on whether it is a 

leakage from a sub-geological reservoir or from a transportation pipeline. An extreme 

case would be a well blowout or burst pipeline which could create leakage through a jet 

of up to 578 kg/s (50 kt/day) [40]. Other leakages are estimated to be of a far lower 

order, with predictions of rates below 0.006 kg/s (200 t/yr) [40]. 

 

Figure 8-7- The North Sea and surrounding waters temperature data [119, 401] 
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Simulations of leakage through the geology surrounding a wellbore, suggested to be the 

most likely leakage point, have been designed by Pan et al [407] finding leakage rates in 

both fresh water and brine; with leakage from an infinite sized reservoir into seawater at 

the wellhead predicted at a rate of 1.63 kg/s of CO2 (~141 t/day). The recent 

investigations in the ECO2 project also define leakage rates and areas for specific 

scenarios based on simulations of leakage through the cap rock and sediments [9]. 

The initial bubble sizes predicted through the model in Section 5.3.3 and the boundary 

conditions are set as the same as for the QICS experiment, however with a slip 

boundary for the seabed made possible by the larger vertical grid size. 

8.7 Summary 

A small scale LES turbulent model of the turbulent ocean has been developed based on 

analysis of observation data both thermal and kinetic energies. Through analysing and 

comparing models of turbulent fluid simulation, it is identified that Large Eddy 

Simulation applying the forced-dissipation mechanism is suitable to simulate the small-

scale turbulent ocean in this instance; where the large scale turbulent features are 

numerically solved, and the smaller features are numerically modelled. Comparing sub-

grid models for these features, a structure function model was chosen to simulate the 

variations in energy dissipation across the volume based on the local kinetic energy 

spectrum. 

Model simulations show that a good agreement is found with the kinetic energy spectra 

produced, when compared to Kolmogorov’s law [303], and the kinetic energy spectra 

calculated from observation data in the North Sea. The thermal energy spectra is also 

reproduced in the numerical model, which approaches a steady state very rapidly, also 

matching data the thermal energy spectra taken from North Sea observation data [401]. 

The single phase simulation for the small-scale turbulent ocean is developed and 

validated against experimental data. The reconstructed small-scale turbulent ocean is 

therefore ready, with the described North Sea and surrounding water fluid properties to 

couple for plumes of two-phase dynamics, with the dissolution of the bubbles or 

droplets in a two phase numerical model for CO2 leakage. 
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Chapter 9 – Model Applications: North Sea and Surrounding Waters 

9.1 Introduction 

The physicochemical impact of larger scale CO2 leakages from the seabed are 

investigated, focusing on in geological locations similar to that of Statoil’s Sleipner 

Project, local to the North Sea and surrounding waters. Results for the rise height of the 

bubbles and concentration of the dissolved solution in terms of pH are analysed for the 

physiochemical impacts of the leakage on the seawater. 

With the LES model applied to the simulation for ocean turbulence, the model is 

numerically driven to a steady state turbulent ocean. This is done by forcing the upper 

wavelengths over a mean current allowing the force-dissipation mechanism to develop 

before the CO2 bubbles or droplets are released through the suggested leakage 

footprints. Initial simulations will investigate the effects of varying different parameters, 

such as the leakage rate or water currents, with further simulations focused on those 

developed in the ECO2 project for a well blowout, chimney reactivation, elongated 

conduit (fault, fracture or chimney) and a leaky well [9]. 

Section 9.2 presents the case studies and scenarios defined for the North Sea including 

those as defined in the ECO2 project [9]. Simulations are then applied to the case studies 

and scenarios, designed to predict the impact through the two-phase, small-scale, 

turbulent numerical ocean model, with findings detailed in Section 9.3. Section 9.4 

presents the effect that a bubble leakage has on the local kinetic energy spectra in the 

turbulent waters, and finally Section 9.5 summarises the findings. 

9.2 Case Studies and Scenarios 

Case studies have been developed through the use of the oceanic data, allowing a 

prediction of leakage case studies for the selected locations in the North Sea, Norwegian 

Channel and the Skagerrak. These show how the dynamics and dissolution are affected 

from summer to winter through seasonal data, along with the effect of the leakage 

depth, tidal currents and initial bubble sizes based on the selected leakage location and 

the leakage rate, with leakage parameters listed in Table 9-1. 
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Table 9-1 – Leakage case studies and scenarios. 

North Sea case studies Depth Footprint Leakage Rate Current 

1 Winter 100 m 45 × 45 m 1.63 kg/s 10 cm/s 

2 Summer 100 m  45 × 45 m 1.63 kg/s 10 cm/s 

3 Reduced leakage rate 100 m 45 × 45 m 1.0 kg/s 10 cm/s 

4 Low ocean current 100 m 45 × 45 m 1.63 kg/s 1.0 cm/s 

5 Low depth winter 30 m 45 × 45 m 1.63 kg/s 5.0 cm/s 

6 Low depth summer 30 m 45 × 45 m 1.63 kg/s 5.0 cm/s 

Surrounding water case studies Depth Footprint Leakage Rate Current 

7 Norwegian Channel 320 m 45 × 45 m 1.63 kg/s 20 cm/s 

8 The Skagerrak 600 m  45 × 45 m 1.63 kg/s 20 cm/s 

ECO2 – North Sea scenarios Depth Max Footprint Leakage rate Current 

9 Well blowout 94.88 m 50 m Ø 150 t/day 13 cm/s 

10 Chimney reactivation 94.88 m 500 m Ø 150 t/day 13 cm/s 

11 Leaky well 94.88 m 10 m Ø 20 t/yr 13 cm/s 

12 Elongated conduit 94.88 m 200 × 2000 m 15 t/day 13 cm/s 

 

The last four scenarios are developed based on the findings from the ECO2 project, 

giving suggested leakage rates and areas for the various leakage scenarios on the North 

Sea shelf near the Sleipner field, to provide information on realistic leaked CO2 gas and 

solutions, including the detectability of bubbles and the CO2 solution plumes affected 

by turbulent currents. As with the QICS scenarios, the data are recorded from the 

simulation when the simulated plumes have reached a semi-steady state, where the 

maximum pH change settles at a reduced value in the plume and the rate of change of 

the mean pH change within the grid of the leakage reduces to less than one percent of 

the initial rate of change, with minor fluctuations due to the fluctuations in current. 

9.3 North Sea and Surrounding Waters Simulations 

9.3.1 Bubble and droplet plume 

For most of the leakage locations, the bubble plume, with initial sizes of ~7.0 mm, 

reached a terminal height within the first two and a half minutes of the leakage 

occurring. This is with the exception of the leakage in the Skagerrak, taking more than 
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one hour to reach its full droplet plume height, due to the larger mass of the individual 

droplets, the reduced dissolution rate from the hydrate formation and the reduced rise 

velocity from a lower buoyancy force. 

Reductions in buoyancy force and changes in temperatures cause slightly larger initial 

bubbles at increased depths, with the Norwegian Channel case producing larger bubbles 

than the North Sea shelf. This is in contrast to the predictions in Figure 5-7 that are at a 

constant temperature for the CO2 and seawater. The bubble plumes for selected case 

studies are shown in Figure 9-1, with further data presented in Table 9-2 including the 

leakage flux, the predicted initial bubble size and the bubble plume rise height. It is 

predicted that as the depth increases, the rise height for the bubble plumes increases 

from the reduced interfacial area of the larger density bubbles. Chen et al. [224] found 

that bubble plume rise heights are more affected by bubble size than depth. However in 

the case of bubbles with hydrates and droplets, the larger mass of each individual 

droplet or bubble increases the plume height. 

Taking the plume height shown in Figure 9-1 and Table 9-2, it can be seen that for most 

of the leakage locations the leaked CO2 forms as gas bubbles that fully dissolve within 

10-15 m. This is with the exception of leakage in the Skagerrak where the CO2 is in 

liquid droplet form giving a far greater rise height of beyond 150 m. Nonetheless, full 

dissolution occurs within 30 % of the depth of the waters under these conditions, well 

before reaching the surface and atmosphere. However it should be recognised that 

increases in buoyancy from larger bubble size formations, especially in shallower 

waters, could allow the bubbles to rise further towards the atmosphere. 

The changes in season from winter to summer in the greater depth North Sea shelf 

beyond ~100 m have a negligible effect on the bubble plume height or the initial 

formation size of bubbles; the 1°C temperature difference providing only a small change 

in the density for both the seawater and the CO2. In contrast, in shallower oceans with 

an increase in temperature (by up to 8 °C) reduces the bubble plume height by ~1.5 m. 

This is due to the increase in temperature having a greater effect on the density of the 

seawater than of the CO2, -1.46 kg/m
3
 and -0.16 kg/m

3
 respectively, giving a reduced 
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buoyancy force and rising velocity. This shows that in this case, the buoyancy has a 

greater effect than the decreased solubility from the temperature increase. 

Within the Norwegian Channel, the increase in the depth has the effect of increasing the 

bubble diameter forming from 7.03 to 7.19 mm. Due to the increase of mass of the 

individual bubbles with depth from the increased density and the hydrate formation, the 

bubbles would take slightly longer to dissolve providing an increase in rise height of 

12.5 m when compared to the North Sea shelf of 10.0 m. Droplet plume formations 

such as in the Skagerrak also rise to higher levels than those in the bubble cases. This is 

in part due to the larger initial droplets of 11.37 mm forming due to a lower buoyancy 

force. However, the major effect is from droplets having a far greater mass than bubbles 

of equivalent volume. Therefore even with the higher solubility they’ll take longer to 

dissolve, rising up to 150 meters before experiencing a phase change to bubbles which 

will dissolve within ~20 meters. 

Table 9-2 – Leakage case study and scenario results for bubble/droplet leakage flux and formation sizes. 

North Sea case studies 
Leakage flux 

(kg/m
2
s) 

Initial diameter  

(mm) 

Rising height 

(m) 

Rising height 

(% of depth) 

1 Winter 7.90 ×10
-4

 7.03 10 10 

2 Summer 7.90 ×10
-4

 7.03 10 10 

3 Reduced leakage rate 4.94×10
-4

 7.03 10 10 

4 Low ocean current 7.90 ×10
-4

 7.03 10 10 

5 Low depth winter 7.90 ×10
-4

 7.00 7.5 25 

6 Low depth summer 7.90 ×10
-4

 7.00 6.0 20 

Surrounding water case studies 
Leakage flux 

(kg/m
2
s) 

Initial diameter  

(mm) 

Rising height 

(m) 

Rising height 

(% of depth) 

7 Norwegian Channel 7.90 ×10
-4

 7.19 12.5 3.91 

8 The Skagerrak 7.90 ×10
-4

 11.37 160 26.7 

ECO2 – North Sea scenarios 
Leakage flux 

(kg/m
2
s) 

Initial diameter  

(mm) 

Rising height 

(m) 

Rising height 

(% of depth) 

9 Well blowout 8.84×10
-4

 7.03 10.00 10.54 

10 Chimney reactivation 8.84×10
-6

 7.03 11.11 11.71 

11 Leaky well 8.07×10
-6 

7.03 13.884 14.63 

12 Elongated conduit 2.88×10
-6

 7.03 10.00 10.54 
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Figure 9-1 – The bubble / droplet plume, with the bubble / droplet diameter shown in mm by the colour 

map and the current applied in the North Easterly direction. (a) The North Sea shelf at 30 m depth 

(bubbles), top left; (b) the North Sea shelf at 100 m depth (bubbles), top right; (c) the Norwegian Channel 

at 320 m depth (bubbles with hydrates), bottom left; (d) the Skagerrak at 600 m depth (droplets), bottom 

right. 

In Figure 9-2 the bubble plumes for further leakage scenarios are shown. The model has 

predicted the average initial bubble size to be 7.03 mm, rising from the sediments up to 

a height of 10 to 14 m. With the exception of the blowout scenario with a dense bubble 

plume at the wellbore, a bubble plume would be difficult to detect. Although the same 

number of bubbles are present in the chimney reactivation as the well blowout, the 

release is over a far greater area of 196,350 m
2
, giving a flux of 8.84×10

-6
 kg/m

2
s, one 

hundred times lower than the well blowout case at the same leakage rate. The leaky well 

leakage rate is ~2700 times less than that of the well blowout, therefore even with the 

smaller leakage area, the flux is of the same order to that of the chimney reactivation at 

8.09×10
-6

 kg/m
2
s. The elongated conduit also has a lower leakage rate, with a leakage 

area somewhere between the well blowout and the chimney reactivation, giving a flux 

~500 times lower than the blowout scenario. 

(a)               (b) 

 

 

 

 

 

 

 

(c)               (d) 
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Figure 9-2 – The bubble / droplet plume, with the bubble / droplet diameter shown in mm by the colour 

map and the current applied in the North Easterly direction. (a) The well blowout, top left; (b) the 

chimney reactivation, top right; (c) the leaky well, bottom left; (d) the elongated conduit, bottom right. 

9.3.2 pH changes 

As the CO2 dissolves, it creates a change in the acidity in the waters, recorded as a pH 

change. This CO2 solution is larger in density than the surrounding seawater and 

therefore the plume will develop and eventually drop to the ocean floor forming the 

largest pH change and dissolved CO2 levels on the seabed, near the leakage source. The 

structure of the CO2 solution plume, indicated by the changes in pH, is demonstrated in 

Figure 9-3 for a selection of the leakages to the North Sea and surrounding waters. 

From the vertical cross section, as shown on the left side of the Figure 9-3, it is found 

that the largest pH changes are close to the leakage source and overlap with the 

bubble/droplet plume. As the dissolved solution plume develops, driven by the turbulent 

currents, it disperses horizontally sinking to the seafloor eventually diluting. 
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Figure 9-3 – Contours of pH changes in the seawater plume, with each contour representing -0.2, with 

the current applied in the North Easterly direction; left: 2D cross section of the plume. Right: Horizontal 

plane cross sections of the plume shown at 2.5 - 3.0 meter intervals, except in the Skagerrak, shown at 50 

meter height intervals. (a) The North Sea shelf at 30 m depth in winter, top; (b) the North Sea shelf at 100 

m depth in winter, middle top; (c) the Norwegian Channel at 320 m depth, middle bottom; (d) the 

Skagerrak at 600 m depth, bottom. 

 

The development of the CO2 solution plume and its distribution can be better illustrated 

by the horizontal cross sectional images of the plume, given on the right side of the 

Figure 9-3, where at greater distances from the leakage source, the plume becomes more 

diluted. 
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To further investigate the impact, volumes of seawater with pH changes greater than -

0.5, -1.0 and -1.5 are recoded from the simulations in Figure 9-4. Changes in pH at 

these values give seriously significant impacts to marine organisms as discussed in 

Section 2.5.2. Further parameters, such as the maximum pH change, and both the 

seabed area and volume of seawater affected by pH changes greater than -0.1 are listed 

in Table 9-3 for each simulation. 

As can be seen, the rate of change of pH reduces with time, approaching a semi-steady 

state for most of the leakage cases within 9.5 hours from leakage commencing (16 hours 

from initiating the ocean turbulence through LES). However, the pH plume in the 

shallow depth leakages (dashed lines in Figure 9-4) were unable to reach a steady state 

due to the low current providing a continuous build-up of the dissolved CO2 

concentration in the plume. 

For both the shallow leakage at 30 m depth and the 100 m North Sea shelf, the change 

in temperature has an effect on the plumes. The lower temperature from winter creates a 

reduction in both the maximum ΔpH, and the volume of the dissolved solution plume. 

This is more prominent in the shallow leakage with a temperature difference up to 8°C, 

giving a difference in the maximum pH change of -0.8, compared to -0.1 on the North 

Sea shelf with a 1°C difference. The leakage during the summer season in both the 

shallow water and the North Sea shelf have a reduced rising velocity as discussed in the 

previous section, where the CO2 dissolves within a smaller distance. This provides 

larger changes of pH in the affected seawater volumes, along the seabed area and in 

terms of the maximum pH change; as can be found in Table 9-3. 

It is expected that the decrease in leakage rate by 61% is likely to produce a weaker 

impact in terms of the volume and affected seabed area; however, the maximum change 

in pH is less sensitive, giving -1.764 compared to -1.941 at full rate. A reduction in the 

water current reduces the ability for the plume to distribute horizontally. This therefore 

greatly increases the maximum change in pH to -2.694, but the volume of the pH 

change decreases due to the reduced distribution. 
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Figure 9-4 – The volume of pH concentrations within the seawater plume from each case study and 

leakage scenario, observing a 1 km horizontal distance for changes in pH. (a) Greater than -0.5, top; (b) 

greater than -1.0, middle; (c) greater than -1.5, bottom. 

(a) 

 

 

 

 

 

 

 

 

 

(b)  

 

 

 

 

 

 

 

 

 

(c) 

 

 

 



Chapter 9 – Model Applications: North Sea and Surrounding Waters 

 

176 

Table 9-3 – Leakage case study and scenario results for maximum and volumes for pH changes. 

North Sea case studies 
Leakage flux 

(kg/m2s) 

Maximum 

ΔpH 

Volume 

ΔpH > -0.1 (m
3
) 

Seabed Area 

ΔpH > -0.1 (m
2
) 

1 Winter 7.90 ×10
-4

 -1.941 2.69×10
6
 176,980 

2 Summer 7.90 ×10
-4

 -2.042 2.82×10
6
 178,357 

3 Reduced leakage rate 4.94×10
-4

 -1.764 1.89×10
6
 150,205 

4 Low ocean current 7.90 ×10
-4

 -2.694 0.36×10
6
 24,106 

5 Low depth winter 7.90 ×10
-4

 -1.583 1.58×10
6
 88,102 

6 Low depth summer 7.90 ×10
-4

 -2.407 1.81×10
6
 228,722 

Surrounding water case studies 
Leakage flux 

(kg/m2s) 

Maximum 

ΔpH 

Volume 

ΔpH > -0.1 (m
3
) 

Seabed Area 

ΔpH > -0.1 (m
2
) 

7 Norwegian Channel 7.90 ×10
-4

 -1.633 1.57×10
6
 175,861 

8 The Skagerrak 7.90 ×10
-4

 -0.114 5,739 688.75 

ECO2 – North Sea scenarios 
Leakage flux 

(kg/m2s) 

Maximum 

ΔpH 

Volume 

ΔpH > -0.1 (m
3
) 

Seabed Area 

ΔpH > -0.1 (m
2
) 

9 Well blowout 8.84×10
-4

 -1.883 1.82×10
6
 163,406 

10 Chimney reactivation 8.84×10
-6

 -0.2678 1.52×10
6
 327,902 

11 Leaky well 8.07×10
-6

 -0.010 ~0 ~0 

12 Elongated conduit 2.88×10
-6

 -0.021 ~0 ~0 

 

Factors of large currents and reduced dissolution rates due to the formation of hydrates 

in the Norwegian Channel distribute the dissolved CO2 solution plume generating a 

reduced maximum change in pH of -1.633 and smaller volumes of pH changes greater 

than -0.1. However, it is assumed that there is a larger volume of small pH changes 

below -0.1 that extend beyond the simulation domain due to the high current. For 

leakage in the Skagerrak, the lower dissolution rate experienced is due to the reduction 

in interfacial area (0.2 % of that of equivalent sized bubbles in the North Sea shelf), 

along with the increase in the current. This counteracts the 2.77 times increase in 

solubility giving a significant distribution of the CO2 solution plume. Therefore a far 

lower maximum change in pH is found than that in the North Sea, -0.114 compared to -

1.941. The volume of pH changes greater than -0.1 is also only 0.006 km
3
, but a far 

larger volume of very low pH changes would also be produced. It must be noted that the 

prediction of changes in pH are quite sensitive to the spatial resolution due to the 
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dissolved concentration, YCO2 (kg/m
3
), being related to the grid size. In this deep ocean 

leakage case utilising a higher resolution simulation, the maximum pH almost doubled 

to 0.224 with the volume of pH changes greater than -0.1 increasing to 0.023 km
3
. 

Therefore, when discussing and comparing the impacts from the pH or mass 

concentration of dissolved CO2 from simulations, care must be taken to identify under 

what resolution these plumes are predicted. 

From the leakage to the shallow ocean, in addition to the effects from the currents and 

seasons as discussed, a particularly interesting phenomenon is experienced where the 

leaked CO2 in winter generates vertical waves affecting the CO2 solution plume. A large 

vertical temperature gradient of 0.138 
o
C/m is present in the top 50 meters of the North 

Sea in the winter season as can be seen in Figure 8-7. This creates strong stratification 

where vertical flow from the leaked CO2 disturbs the stratification layers at the leakage 

source through momentum generating vertical waves. These waves transfer to the CO2 

solution plume, forcing it upwards over the bubble plumes. This effect can be witnessed 

when comparing Figure 9-1 (a) with Figure 9-3 (a). The waves also further dilute the 

plumes leading to the reduction in the maximum pH change. 

The pH plumes generated by leakage from a well blowout and chimney reactivation are 

investigated and compared as shown in Figure 9-5. The well blowout is the worst case 

scenario, with the chimney reactivation as a natural leakage structure giving similar 

leakage rates as suggested by the risk assessment group in the ECO2 project [107]. For 

the blowout scenario, the dissolved solution gives maximum pH changes along the 

seafloor of up to -1.871 very local to the leakage zone when the plume has developed to 

a relatively steady state. A pH change of -1.0 is detectable at ~300 m downstream, and 

the lowest detectable pH change of -0.2 is just beyond 1 km downstream dependent on 

the current. The seawater with lower pH changes flows beyond the computational 

domain of the simulation. It can be estimated that such large changes in pH would 

disturb the local marine life on the seabed, such as sea urchins [150, 151, 154, 158] and 

starfish [155 – 157], along with floating marine organisms that flow with the high 

concentration dissolved CO2 waters [164]. 
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Figure 9-5 – Contours of pH changes in the seawater plume, with each contour representing -0.2, with 

the current applied in the North Easterly direction; left: 2D cross section of the plume. Right: Horizontal 

plane cross sections of the plume shown at 2.7 meter intervals. (a) The well blowout, top; (b) the chimney 

reactivation, bottom. 

For leakages from chimney reactivation, elongated conduit or leaky wells, the very 

small leak flux create a more dilute bubble and CO2 solution plumes, which is beneficial 

in the view of biological impacts. However, this brings a challenge to the monitoring 

and detecting of leakage. From the chimney reactivation simulation it is clear that the 

pH changes would be difficult to measure, if not undetectable, with a maximum pH 

change of only -0.2678, and a volume of 0.0015 km
3
 containing the changes in pH 

greater than -0.1, compared to a volume of 0.0018 km
3
 in the well blowout leakage 

containing far larger pH changes up to -1.9. 

9.4 Effect of Leakage on the Small-Scale Ocean Turbulence 

Energy may be transferred to the water column when bubbles and droplets leak. 

Momentum exchanges with the water column through the drag force as the bubbles or 

droplets rise. However, momentum is also generated from the falling dissolved solution 

plumes transferring energy to the water column. To investigate the local role of a 

bubbly plume on the small scale ocean turbulence, the kinetic energy spectra for each 

case study and leakage scenario is recorded after leakage and compared to the kinetic 

energy spectra prior to leakage, with the blowout case shown in Figure 9-6. 
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Figure 9-6 – Fluctuating kinetic energy spectra taken from the small scale turbulent ocean model, 

compared with data analysed of the central North Sea (58°24'23.11"N 2°1'25.33"E) (blue line), 

Kolmogorov’s -5/3 gradient law [303] (red line); Left: At steady state after 6.5 hours of no leakage(cyan 

line); Right: At steady state after 6.5 hours of leakage (cyan line). (a) X direction, top; (b) Y direction 

(vertical), middle top; (c) Z direction, middle bottom; (d) total magnitude, bottom. 

For each case the energy in the vertical direction for large waves increases, where the 

momentum and energy gained from the rising bubbles and falling solution is larger than 

the turbulent fluctuations as shown in Figure 9-6 (b). In the horizontal plane, some of 

this momentum and energy is transferred to the X and Z directional currents giving a 

slight increase in kinetic energy at larger wavelengths as shown in Figure 9-6 (a) and 

Figure 9-6 (c). These horizontal kinetic energy increases are within the natural 

background fluctuations and therefore would not be noticeable in the waters. However, 

an effect in each direction is that the larger currents and energy waves produced from 

the leak absorb the smaller fluctuations. Therefore there is a recorded increase in energy 

dissipation to the smaller wavelengths as shown in Figure 9-6 (a-d). This changes the 

gradient of the local energy dissipation from Kolmogorov’s law of -5/3 [303] with no 

leakage, to an increasing gradient with the leakage rate and buoyancy force of the 

bubble plume. In this study, dissipation gradient measurements of up to -9/3 are found 
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in the vertical flow and -7/3 in the horizontal flow during the well blowout shown in 

Figure 9-6. 

9.5 Summary 

The model is able to provide data, not only on the changes in pH required for biological 

scientists, but also for developing optimized monitoring strategies for early leak 

detection when linked to larger scale models. Results show that for the cases designed 

in this study the biggest changes in pH will be along the seabed due to the fast 

dissolution and larger density of the dissolved solution. However, the CO2 solution also 

dilutes quickly within the waters, especially at higher currents with strong turbulence, 

giving challenges for leak detection and limiting effects to the vicinity of the leakage 

zone. It is predicted from this study that most, if not all of the CO2 may dissolve within 

the seawater prior to reaching the ocean surface where the dissolved CO2 solution 

would eventually disperse as it mixes with seawater over a larger scale and timeframe 

[6]. 

Changing individual leakage parameters, such as the depth, season or current, while 

maintaining other properties investigated in this study can have a great effect on the 

development of the plumes due to differences in the dynamics of bubbles and droplets 

in seawater. Droplets have a density at least 100 times that of a bubble of the same 

volume, therefore larger droplets would take far more time and distance to dissolve. A 

larger number of equivalent sized bubbles are generated at the same leakage rate for 

lower depth leakages due to the reduced density. This increases the interfacial surface 

area, enhances the dissolution rates and therefore gives lower terminal heights along 

with greater pH changes and concentrations in the seawater. 

These simulations are small scale both in time frame and spatial dimensions in 

comparison to that of regional or global models, where larger scale oceanic forcing 

effects are taken into account from oceanic observation data. To investigate seasonal 

water-air surface mass transfer directing CO2 back to the atmosphere and transportation 

into deeper waters, potential coupling with a meso/regional scale model for longer term 

analysis of the leak is possible. 
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For each case study and leakage scenario, the CO2 fully dissolves within the waters with 

the largest risk to marine life found locally in lower depth leakages. This is due to the 

lack of large currents dispersing the gas concentration in seawater and fast dissolution 

rates, giving large levels of CO2 and a ΔpH of between -1.6 and -2.7 from gas bubble 

plumes. Due to the quick dissolution of bubbles, this type of leak can also be complex 

to detect [218]. In contrast, the Skagerrak case study shows a maximum ΔpH of -0.1 

due to the large distribution of the dissolved solution from slow dissolution. In terms of 

bubble or droplet height as a percentage of leakage depth, the greatest risk was found to 

be from the highest depth leakage in the Skagerrak at 26.7 %, with the lowest depth 

leakage following a close second at 25 %. However in terms of distance, the lowest 

depth leakage had the smallest bubble plume rise height, where the highest depth 

leakage in the Skagerrak rises the furthest distance due to the droplet formation. As this 

is of a greater depth, there is a reduced risk of return back to the atmosphere and will 

provide a better distribution of dissolved solution within the ocean. 

Comparing the bubble case study results with that of other numerical models at varied 

scales and leakage rates, along with data from the QICS experiment [408], it can be 

seen in Figure 9-7 that the area of pH changes greater than -0.1 on the seabed varies 

logarithmically with the leakage rate. This matches very well between different 

numerical models; with variations also from the leakage parameters: depth, bubble size, 

topography, currents, seasonal data, background chemistry, but most of all the leakage 

area and therefore mass flux. However, the droplet plume does not fit due to the clear 

differences in the plume dynamics and dissolution giving a better vertical distribution of 

the dissolved solution. 

It is clear from the results that shallow, low current leakages are the most dangerous to 

localised marine life due to the high pH changes and CO2 concentrations. Milder effects 

can be seen at larger currents at deeper leakages, but in terms of monitoring, these 

effects become less easy to detect when a leak occurs. At very shallow depths and large 

bubble formations, there would be a chance of the bubbles rising into the atmosphere. 

The maximum pH changes recorded during leakage scenarios are clearly from well 

blowouts. With a flux 100 times larger than the other scenarios, far more dissolved 
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solution is leaked in the space giving a large concentration of the dissolved solution, 

with the maximum pH change of -1.87 recorded over a 160 m
3
 grid. The remainder of 

the scenarios (leaky well, elongated conduit and chimney reactivation) present a 

detection and mitigation problem. Even at the high leakage rate, as the flux is so low, it 

would be very difficult to detect in the marine environment unless the geological 

structures are known with sensors strategically placed. On the other hand due to the low 

flux, there is relatively low risk to the ecosystem from a leak, and one needs to consider 

the difference between small leaks of less than 0.1% of that injected going into the 

water column, compared to 100% of the gas going into the atmosphere with ~30 % of 

this absorbed into the ocean [6, 26]. 

 

 

Figure 9-7 – Comparing the case study and leakage scenario results for an area of pH changes greater 

than -0.1 from that of smaller scale bubble simulations: the HW nozzle spray model; and from larger 

scales: the QICS experiment, the Nemo-meso model and the Polcoms-course model, with data courtesy of 

Blackford et al. [408] 
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Chapter 10 – Summary of the Conclusions and Proposals for Future 

Work 

10.1 Research Assessment 

The overall aim of this thesis was to develop a small scale, two phase large eddy 

simulation numerical model of the turbulent ocean to predict the physicochemical 

impacts and risk to the marine ecosystem from a leakage of CO2 into the North Sea and 

surrounding shallow waters. Leakage site case studies and scenarios are purposefully 

chosen to cover varied depths allowing analysis of the phase and formation of hydrates 

through a model of both bubble and droplet leakages. Sub-models are developed and 

calibrated including the drag coefficient, Sherwood number, bubble and droplet size 

generation and distributions, along with plume interactions. Large Eddy Simulation for 

turbulence, based on laboratory and in-situ experimental data and observations, is also 

developed. Finally the effect on the marine ecosystem measured in terms of pCO2 and 

pH changes of the seawater. These objectives have been successfully achieved, with key 

findings summarised below. Additionally, a laboratory experiment was designed and 

conducted, testing the data collection methods for use within the QICS project field 

experiment. 

10.2 Conclusions Summary 

The greatest concern on performing CCS storage in geological locations is the risk and 

impacts of potential CO2 leakage from the storage reservoirs, past the multitude of 

trapping mechanisms through geological features and into the shallow water column, 

marine environment and atmosphere [98]. Small scale in-situ and laboratory 

experiments have been carried out with the aim of determining the effect of leakage. 

However, no full scale leakage has yet been investigated in the natural environment due 

to the costs and risks involved. Therefore gaps are still present in the available data, 

where other investigative means are required to analyse the impact and effect this would 

have. This includes the use of both the natural leakage data, along with numerical 

simulations to show the effects and impacts of releasing large quantities of CO2 in the 

ocean. 

The impacts of a CO2 leak can be compared with surveys and modelling of natural CO2 

volcanic seeps showing effects within the local vicinity of the seep. A natural gas or oil 
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leak can cause far more catastrophic effects and loss of life [409]. In contrast, an 

offshore CO2 leak would have implications that are far less dangerous with respect to 

humans, the environment, and the ecosystem. Even under the most extreme 

circumstances this would only strongly affect a small scale [9]. 

It is impossible to say where, or the scales from which leakage would occur. Due to this 

uncertainty, the impacts estimated by this study are a prediction alone. Full scale field 

experiments are difficult and expensive along with harmful risks to the environment 

[410]. Therefore experiments have been restricted meaning that suitable models are 

required to investigate and fill the gaps [227]. However, through analysis of two phase 

flow the correlations used to develop sub-models are designed based on experimental 

data to look at varied range of leakage possibilities. This allows predictions beyond the 

experimental data available. Field data from the QICS experiment and future small scale 

in-situ experiments should prove useful in both providing a prediction of the experiment 

results; but also receiving vital data for both calibration of the model and verification of 

the model’s viability. 

10.2.1 Experiments 

With an abundance of liquid CO2 droplet data available, the dynamics and distributions 

of rising gas CO2 bubbles in seawater were investigated both experimentally and 

through numerical modelling within the QICS experiment. Using video footage of the 

bubble plume, data was compared with data published of the motion of individual gas 

bubbles in laboratory conditions, where agreement can be seen for a number of 

properties. However, a variation for the drag coefficient is found due to the difference 

between the experimental conditions in the laboratory and open field experiments. 

Bubbles leaked from QICS experiment have initial diameters ranging up to 12.0 mm in 

diameter in a range of shapes from almost spherical to wobbling and cap shapes. The 

related velocity varies from 20 cm/sec to 45 cm/sec, giving a Reynolds number range 

from 500 to 3500, respectively. The measurements were carried out through a 

combination of imaging and passive acoustic techniques, which provided a reasonable 

match, but with some variations caused through errors in imaging and background noise 

in the acoustics. 



Chapter 10 – Summary of the Conclusions and Proposals for Future Work 

 

185 

Given the simulation results from this thesis, the most important parameter is identified 

as the leakage flux and leakage rate. This can vary with tidal conditions but measured at 

one stage during the QICS experiment at ~15% of that injected into the sediments in a 

gaseous form [106]. 

The interaction between the CO2 bubbles and seawater is a very important phenomenon 

to characterise analytically as has been shown in this work. Experiments with larger 

leakage rates would generate a plume with strong bubble interactions, from which more 

suitable data can be obtained for development of correlations for a plume model. In 

order to validate the sub-models for coalescence or breakup of CO2 bubbles, 

experimental work on observing the bubble interactions under different water 

conditions, bubble sizes, shapes, directional velocities, temperatures and salinities are 

suggested to be carried extensively in the laboratory as well as the field. 

The leaked bubbles experience break-up and coalescence interactions, where a critical 

break-up Eötvös number is found to be Eob> 20, when bubbles are characterized by the 

major dimension, dmj, rather than their equivalent diameter de, and a coalescence 

frequency of 2.5 Hz is recorded. 

The results showed a number of sources of error due to the nature of the experiment, 

which distorts the findings somewhat. However, this should be compared with findings 

under laboratory conditions that can give far more accurate measurements, but miss 

both plume and tidal effects that may further distort the findings giving low quality data 

for seawater conditions. 

10.2.2 Modelling and Results 

A small scale, two phase large eddy simulation numerical model of the turbulent ocean 

was developed in an Eulerian-Eulerian scheme considering the bubbles/droplets as a 

dispersed phase. An in-house computer code of the model written by FORTRAN was 

applied to this study designed, utilising a finite-volume method. 

Based on the in-situ experimental data from QICS for CO2 bubbles, along with further 

in-situ and laboratory data, correlations have been used in the development of sub-



Chapter 10 – Summary of the Conclusions and Proposals for Future Work 

 

186 

models and correlations for drag coefficient, Sherwood number, bubble formations and 

bubble interactions. 

Simulations are then designed based on fluid properties (density, viscosity, solubility, 

diffusivity, interfacial tension) and fluid chemistry (changes in DIC, pH and pCO2) 

calculated from the dissolved mass concentrations of the CO2. Calibration tests are then 

applied against in-situ bubble and droplet data to validate the model. These tests were 

further verified through simulations of the QICs experiment, where an extensive amount 

of data was collected including changes to the seawater chemistry. 

The simulations are of a small scale both in time frame and space volume, where large 

effects would have an effect in longer term analysis of the leak in the larger 

meso/regional and global scales. There is also a need to investigate seasonal water-air 

surface mass transfer directing CO2 back to the atmosphere and transportation into 

deeper waters such as the North Atlantic Ocean [218, 411 – 413] and globally [211]. 

10.2.2.1 QICS experiment 

Utilising the interactions sub-model, the bubble rise height can be seen to rise to almost 

that of the in-situ experiment during low depth tide (~9 m). This validates the 

dissolution rate and rising velocity predicted in the two phase plume model. Including 

the bubble interactions in the model brings the simulation more in line with the 

experimental observations. The initial bubble size prediction sub-model is also in line 

with that of the measured distributions. 

Some uncertainties remain over the variations of pCO2 measurements compared with 

those modelled. There is the possibility of either small bubbles quickly dissolving, 

dissolved solution in the sediments taken up by the leakage, or higher resolution 

measuring equipment detecting a peak directly above the leakage. However, the model 

shows the pCO2 effects in the very local vicinity of the leak, where further downstream 

the pCO2 is dispersed very quickly matching that of the experiment. 



Chapter 10 – Summary of the Conclusions and Proposals for Future Work 

 

187 

10.2.2.2 North Sea case studies 

Case studies were developed changing individual leakage parameters such as the depth 

or current while maintaining other properties, showing that these can have a great affect, 

with clear differences between bubbles and droplets. Droplets have a density at least 

100 times that of a bubble of the same volume, and therefore take more time and 

distance to dissolve, even with a higher solubility at greater depths. Due to the lower 

density of gas at lower depths, there will be a larger number of bubbles than that of 

droplets at the same leakage flux. This increases the interfacial surface area enhancing 

dissolution rates further, producing lower terminal heights along with greater pH 

changes and concentrations. 

Analysing the data shows the rising height of the bubble plume is mostly affected by 

both the depth and the initial bubble size. At greater depths larger bubbles are found to 

form that take longer to dissolve increasing the plume height. None of the simulated 

case studies provided leakage to the atmosphere. However, one needs to recognise that 

lower depth leakages such as the QICS experiment, with larger bubble formations, are 

most likely to be at risk of rising to the atmosphere directly above the bubble plume. 

The maximum pH changes and volumes of pH changes experience a change as each 

parameter varies. An increase in temperature provides an increase in both maximum pH 

and the seabed surface area affected by pH changes through a reduction in the density of 

the seawater and therefore buoyancy of the gas bubbles. A reduced leakage rate and flux 

provides both a lower maximum pH change and smaller volumes of the pH changes. 

Lower water currents provide greater pH changes, but reduce both the volume and area 

affected on the seabed. Finally greater depths also produce a reduced volume of larger 

pH changes due to the greater distribution meaning the concentration is lower, even 

though the total area and volume affected is much larger. 

The largest pH changes are recorded during low current scenarios with high leakage 

rates and low depth leakage. A maximum pH change of -2.7 is recorded over a 160 m
3
 

volume in the low ocean current case study. However, the greatest volume of pH 

changes > 0.1 is experienced in the North Sea shelf leakage during summer, with a 

volume of 2.82×10
-3

 km
3
. The greatest seabed area coverage > 0.1 of 228,722 m

2
 is 
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experienced due to the fast dissolution rates in the shallow North Sea; also in the 

summer. 

10.2.2.3 Leakage scenarios 

Further simulations focused on specific scenarios from the ECO2 project, for a well 

blowout, chimney reactivation, elongated conduit (fault, fracture or chimney) and a 

leaky well. These scenarios are based on realistic data from geological modelling of 

leakage through sediment structures. Each simulation records approximately the same 

bubble rise height of 11-14m, with the greater rise height coming from the lower 

leakage fluxes. This is due to the negligible downforce of the dissolved solution and 

reduced peeling surrounding the bubble plume due to its small concentration. However, 

variations in the initial bubble diameter would affect the rise height further. 

For the well blowout scenario, similar data is found to the case studies, where the 

leakage rate is 6 % higher, but the depth is 5 % shallower and the current is 30 % higher 

than in the initial case study for the North Sea. This gives a slightly lower volume and 

seabed surface area of pH changes over -0.1 from the increased current reducing the 

plume height and giving a larger distribution of the pH changes, decreasing in the 

maximum pH. The remaining scenarios have very low pH changes, with the chimney 

reactivation only reaching a pH change of -0.27 at the same leakage rate but over a far 

greater area. This is 14 % of that from the well blowout, covering a slightly lower 

volume of pH changes, but almost double the seabed surface area. The final scenarios 

for the leaky well and elongated conduit are so low in terms of pH changes that they are 

within background levels and would be very difficult to detect, even on this small scale. 

This means that in larger waters the only way these types of leakages could be detected 

is strategically placed monitoring sensors and knowing possible leakage locations to 

detect the bubble plumes from the baseline study. 

10.3 Future Work Proposals 

The developed two-phase, small-scale large-eddy simulation turbulent ocean model for 

liquid and gas leakages in the ocean is a great advance. It allows up-scaled data that due 

to severe costs (financial, environmental, health and political) cannot be achieved 

through experiments alone but are required for risk assessments. This is true for CO2 
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storage, as explored in this study, or potentially developed to oil or natural gas 

extraction. In terms of the continuation in this line of work, the following suggestions 

are provided to develop the numerical models further: 

 The design of the initial bubble and droplet sub-model forming from the 

sediments into the water column is a very useful, yet basic definition. This sub-

model could be further developed utilising a greater level of detail on the 

physical and chemical properties of the gas and the sediment structure removing 

some of the assumptions. Some things to consider are the contact angles 

between the gas and the seawater to better define the point at which the bubble 

leaves the sediment in its fully formed size. The effects of flow rate and pressure 

of the gas as it leaves the sediments are also of great interest, where a 

pressurised flow has to consider the extra forcing and subsequent bubble or 

droplet interactions to determine the predicted bubble size with accuracy. 

 The bubble interactions of breakup and coalescence require a small modification 

to be utilised in droplet formations. The likelihood of collisions will not change 

for the equivalent size and number of droplets, however due to the changes in 

surface tension under pressure, the number of collisions that cause coalescence 

or breakup will be affected. 

 The transition and breakup from droplets to bubbles across the saturation curve 

(see Figure 4-1 and Figure 5-9) is a phenomenon that requires further study to be 

included within the numerical model. The mass of the fluid will remain constant, 

however as the density decreases the droplets will increase in size to a critical 

value. At this point multiple forming bubbles will break out from each 

individual droplet in a range of sizes depending on a number of conditions. This 

will provide a great increase in the number density as well as a larger volume 

distribution of the mass. 

 Bubble break up due to instability rather than turbulent eddy collisions is also 

something that requires investigation in relation to the bubble plumes as found 

from the QICS experiment, where a larger than numerically predicted breakup 

rate was experienced. 
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 The model may be optimised by including the effect of the topography of the 

location that is being considered as a case study. As the shape of the seabed 

varies dramatically from location to location this has the potential to have a great 

impact on the fluid flow and in turn the flow and concentration of the dissolved 

solution. 

 For low depth leakages the seawater to air mass transfer would be of interest to 

see in the small scale how much of the dissolved solution transfers back into a 

gas in the atmosphere. 

 Nesting the small scale plume model to larger scale models, such as the Oceanic 

General Circulation Model (OGCM), may provide buffering through dilution 

and dispersion over a far longer period of time in the larger, meso/regional and 

global scales. This includes transportation into deeper waters and surface water 

to air CO2 exchange may be simulated. This integrated model system would 

allow the overall prediction of the biological impact in large-scale under seabed 

carbon sequestration in the ocean in the small, regional and global scale over 

related timeframes.  
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Appendix A – The Individual Bubble and Droplet Model 

An individual bubble/droplet numerical model is developed consisting of the same 

governing principles as the two phase model; CO2 mass transfer through the shrinking 

rate, and CO2 rising velocity through momentum. The fluid dynamics are numerically 

determined based on a Lagrangian scheme, where the history of an individual bubble in 

space and time is tracked and recorded [329]. 

Shrinking Rate 

The CO2 dissolution rate can be predicted by the shrinking rate of an individual bubble 

or droplet, where the equivalent diameter of the droplet or bubble reduces through the 

difference in concentration of CO2 with that already dissolved in the seawater, along 

with the convective mass transfer, modelled in terms of the Sherwood number, Sh. 

However as a gas bubble rises in the waters, the pressure and temperature vary, 

affecting the density [352], therefore, as gases are compressible, the changes in density 

must also be taken into account giving 
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Rising Velocity 

The CO2 rising rate can also be predicted by the terminal velocity of an individual 

bubble or droplet, where the buoyancy force provides an upwards momentum, but 

acting against this and dampening the bubble or droplet acceleration is the drag force, 

modelled in terms of the drag coefficient, Cd. As with the shrinking rate, the changes in 

mass from compression or expansion must also be taken into account giving 
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