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#### Abstract

Combinatorial group theory is an aspect of group theory that deals with groups given by presentations. Many techniques both geometric and algebraic are used in tackling problems in this area. In this work, we mostly adopt the geometric approach. In particular we use pictures and clique-pictures to describe various properties of certain one-relator product of groups. These groups are our object of study and they have presentations of the form $$
G=\frac{G_{\Lambda}}{N(w)},
$$ where $G_{\Lambda}$ is a free product of groups $G_{\lambda \in \Lambda}$ and $w$ is a (cyclically reduced) word in the free product $G_{\Lambda}$ with length at least two.

It is known that most results about $G$ are obtained by putting some conditions on the $G_{\lambda}$ 's, on $w$, or both. In the case where $\Lambda=2$, say $\Lambda=\{1,2\}$, there are two forms of conditions we put on $w$.

The first condition is that $w=r^{n}$, where $r$ is cyclically reduced word of length at most eight and $n>0$. More precisely suppose $A$ and $B$ non-trivial groups and $G=(A * B) / N\left(r^{n}\right)$. Suppose that any of the following conditions holds: 1. $\ell(r)=8$ and $n \geq 3$; or 2. $2 \leq \ell(r)<8$ and $n \geq 2$; or 3. $n=1$ and $\ell(r)=4$ say $r=a b c d$, with $\langle a, c\rangle$ and $\langle b, d\rangle$ isomorphic to 2generator subgroups of $P S L_{2}(\mathbb{C})$.

We show that at least one of the following holds: i. $A$ and $B$ embed in $G$ naturally and $r$ has order $n$ in $G$. ii. $n=2$ and up to conjugation $r$ has the form $r=a x b x^{-1} c z$ with $z^{2}=1$, where $a, b, c \in A$ and $x, z \in B$.


We then deduce that $r$ has order $n$ in $G$.
The other condition is that $w=r^{n}$ as before but we require also that $r$ is a word in $\langle a\rangle *\left\langle U b U^{-1}\right\rangle$, where $a, b \in G_{1} \cup G_{2}$ and $U$ is a word in $G_{1} * G_{2}$. We prove that a minimal clique-picture over $G$ satisfies the small-cancellation condition $C(6)$ under the condition that $r$ has no element of order two or $r$ has length at least two in the generators $\left\{a, U b U^{-1}\right\}$ and whenever both $a$ and $b$ belong to same factor, say $G_{1}$, then either the subgroup of $G_{1}$ generated by $\{a, b\}$ is cyclic or $\langle a\rangle \cap\langle b\rangle=1$. From this we deduce the following results.

1. Let $\mathcal{H}$ be the quotient of $\langle a\rangle *\left\langle U b U^{-1}\right\rangle$ by the normal closure of $R^{n}$. Then $G_{1}$, $G_{2}$ and $\mathcal{H}$ all embed in $G$ via the natural maps.
2. If the word problems are soluble for $\mathcal{H}, G_{1}$ and $G_{2}$, then it is soluble for $G$.
3. No proper cyclic sub-word of $w$ is trivial in $G$. In particular $r$ has order $n$ in $G$.

We also consider the case where $\Lambda=3$, say $\Lambda=\{1,2,3\}$, and prove the following results.

1. Suppose $G_{1}, G_{2}$ and $G_{3}$ are all finite cyclic groups, then each embed in $G$ via the natural maps provided $w$ has non-zero exponent sum in each of the generators.
2. If $w$ has length at most eight, then $G$ is non-trivial.
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## Introduction

For some indexing set $\Lambda$, let $G_{\Lambda}$ be the free product of groups $G_{\lambda}$, where $\lambda \in \Lambda$. The object of study in this thesis falls under the class of groups of the form

$$
G=\frac{G_{\Lambda}}{N(w)},
$$

otherwise known as a one-relator product of groups $G_{\lambda}$, with relator $w$.
Such groups have been widely studied for various reasons. One of such reasons follows from the fact that $G$ generalises one-relator groups. Hence one can try to see how much the rich theory of one-relator groups can be generalised.

On the other hand many problems in combinatorial group theory and low dimensional topology are indeed problems about one-relator products. For us the motivation to study one-relator products comes from a simple construction in topology known as Dehn surgery. As the name implies, this construction is due to Max Dehn in 1910, motivated by the works of French mathematician Henri Poincaré.

Poincaré at the end of a long article [80] asked the following seemingly innocuous question:

Is every closed 3-manifold with trivial fundamental group topologically equivalent to the 3 -dimensional sphere $S^{3}$ ?

An affirmative answer to the above question was known as Poincaré conjecture, now a theorem of Perelman (see [11]). For us the interesting bit is that this was not the first formulation of the problem. The earlier version was in terms of homology rather than fundamental group, of which Poincaré found a counter-example himself. Dehn [17] then invented the Dehn surgery construction to show that there are in fact an infinite family of homology spheres which are all counter-examples to the earlier version of this problem.

Dehn surgery on a knot $K$ in $S^{3}$ is the following. Remove a regular neighbourhood $N(K)$ of $K$ from $S^{3}$ to get the manifold $S^{3}(K) \cong S^{3}-N(K)$; glue in a solid torus using some boundary homeomorphism to get the surgered manifold $S_{s}^{3}(K) \cong$ $S^{3}(K) \cup_{s}\left(S^{1} \times D^{2}\right)$, where $s \in \mathbb{Q} \cup\{\infty\}$, also known as surgery slope, is the isotopy
class of essential simple closed curves on the boundary of $N(K)$. The surgered manifold $S_{s}^{3}(K)$ determined up to homeomorphism by $s$. The knot $K$ can be replaced by a link, in which case the surgery is done on each component. In this setting, an important result due to Lickorish and Wallace [[68], [94]] states that every closed, orientable, connected 3 -manifold is obtained by Dehn surgery. There have been hundreds of publications on this subject alone. To learn more about history and scope, we refer the reader to [35].
If we restrict to the case where $K$ is a knot, a basic question to ask is what the possibilities for $S_{s}^{3}(K)$ can be. Even more basic is the question of when $S_{s}^{3}(K)$ is reducible (i.e. decomposes as non-trivial connected sum or homeomorphic to $S^{1} \times S^{2}$ (in the orientable case)). The first non-trivial examples of this phenomenon were provided by Moser, who showed in [78] that

$$
S_{p q}^{3}\left(T_{p, q}\right) \cong L(p, q) \# L(q, p)
$$

where $T_{p, q}$ is a $(p, q)$-torus knot and $L(p, q), L(q, p)$ are lens spaces. Gabai showed in [30] that $S^{1} \times S^{2}$ occurs only when $K$ is the unknot $U$ and $s=0$. It follows that any non-trivial reducible $S_{s}^{3}(K)$ decomposes as a connected sum. It is also known that $S_{s}^{3}(K)$ can be reducible if $K$ is a cabled $\operatorname{knot}$ [36]. If $C_{p, q}$ with $p>1$, is a $(p, q)$-cable of a knot $C$, then

$$
S_{p q}^{3}\left(C_{p, q}\right) \cong L(p, q) \# S_{q / p}^{3}(C)
$$

These are the only known examples where the phenomenon occurs. Of course one can think of $T_{p, q}$ as a $(p, q)$-cable of $U$. This motivates the following conjecture due to Gonzalez-Acuna and Short [34].
Conjecture 0.0.1. (Cabling Conjecture) If $K$ is a non-trivial knot in $S^{3}$ and $S_{s}^{3}(K)$ is reducible, then $K=C_{p, q}$ and $s=p q$.
A lot is known in support of an affirmative answer to this conjecture. For example it known that the conjecture is true for symmetric knots [[47], [46], [25]], knots with low bridge-number [[42], [48], [85], [59], [97]], alternating knots [77], arborescent knots [96], satellite knots [86] and strongly invertible knots [37].
Also it is known that if $S_{s}^{3}(K)$ is reducible, then $s$ must be an integer [[38], [7], see also [34]], and $S_{s}^{3}(K)$ contains a lens space summand. Moreover when $S_{s}^{3}(K)$ is the connected sum of two lens spaces, then $K$ is either a torus knot or a cable of a torus knot [40]. Other results by Howie [58] and Valdez Sánchez [93] imply that three is the upper bound for the number of summands, and if three summands occur, two must be lens spaces and the third is an integer homology sphere.
Conjecture 0.0.2. (Two-summand Conjecture) If $K$ is a non-trivial knot in $S^{3}$ and $S_{s}^{3}(K)$ is reducible, then $S_{s}^{3}(K) \cong M_{1} \# M_{2}$, with $M_{1}$ and $M_{2}$ irreducible.

Clearly, the Cabling conjecture implies the Two-summand conjecture. The latter is known to be true for slice knots [76], knots with bridge number at most five and knots with positive braid closures [97].

In particular both conjectures lead to questions about one-relator products of groups with two or three factors. Since knot groups have single weight, a question of when such groups are trivial arises. This thesis studies these groups under various conditions on the factors, or the relator, or both.

### 0.1 Layout

There are seven chapters: Chapters 1,2 and 7 are the three minor chapters while Chapters 3, 4, 5 and 6 are the major chapters.

In Chapter 1, we mention a few basic concepts which will be used throughout this thesis. In particular we define pictures which is our main geometric tool for proving various results.

Chapter 2 contains a brief review of groups with one-relator presentations. We mention some important existing results about them.

In Chapter 3, we consider the one-relator group $G=\left(G_{1} * G_{2}\right) / N\left(R^{n}\right)$, where $R$ is a word in the free product $\langle a\rangle *\left\langle U b U^{-1}\right\rangle$ for some letters $a, b \in G_{1} \cup G_{2}$ and word $U \in G_{1} * G_{2}$. We show that if $n>1$ and $R$ has no letter of order 2 , or $\ell(R)>2$ as a cyclically reduced word in the free product $\langle a\rangle *\left\langle U b U^{-1}\right\rangle$ and $(a, b)$ is admissible, then the following holds.

1. The natural maps $G_{1} \rightarrow G, G_{2} \rightarrow G$ and $\mathcal{H} \rightarrow G$ are all injective, where $\mathcal{H}$ is the quotient of $\langle a\rangle *\left\langle U b U^{-1}\right\rangle$ by $N\left(R^{n}\right)$.
2. If the word problems are soluble for $\mathcal{H}, G_{1}$ and $G_{2}$, then it is soluble for $G$.
3. No proper cyclic subword of $R^{n}$ is trivial in $G$. In particular $R$ has order $n$ in $G$.

We do this using (clique-)pictures which we shall also describe in this chapter.
In Chapter 4, we consider the one-relator product $G=(A * B) / N\left(r^{n}\right)$ under the following conditions:

1. $\ell(r)=8$ and $n \geq 3$; or
2. $2 \leq \ell(r)<8$ and $n \geq 2$; or
3. $n=1$ and $\ell(r)=4$ say $r=a b c d$, with $\langle a, c\rangle$ and $\langle b, d\rangle$ isomorphic to 2generator subgroups of $P S L_{2}(\mathbb{C})$.

We show that either:
i. $A$ and $B$ embed in $G$ naturally and $r$ has order $n$ in $G$, or
ii. $n=2$ and up to conjugation $r$ has the form $r=a x b x^{-1} c z$ with $z^{2}=1$, where $a, b, c \in A$ and $x, z \in B$.

We then deduce that $r$ has order $n$ in $G$.
In Chapter 5, we consider a one-relator product $G$ of three finite cyclic groups $G_{a}$, $G_{b}$ and $G_{c}$ with generators $a, b$, and $c$ respectively, and relator $w$. We show that if the exponent sum of each of the three generators in $w$ is non-zero (modulo their respective orders), then the natural maps $G_{a} \rightarrow G, G_{b} \rightarrow G$ and $G_{c} \rightarrow G$ are all injective.

In Chapter 6, we apply various techniques and results from previous chapters to show that a one-relator product of three non-trivial groups is non-trivial under the condition that the relator has free product length at most 8 .

Chapter 7 is the concluding chapter. It contains the summary of this work as well various open problems related or arising from this work.

## Chapter 1

## Preliminaries

### 1.1 Preamble

In this Chapter we define some basic concepts that are relevant in this thesis. More specific definitions shall be made in the Chapters where they are first used. We begin with the concept of free groups and group presentations.

### 1.2 Free groups and Group presentations

Combinatorial group theory is mostly about group presentations. We mention a few things about free groups and group presentations. Our account is based on [65].

Definition 1.2.1. A group $F(X)$ is said to be free on $X \subseteq F(X)$ if, given any group $G$ and any map $\phi: X \rightarrow G$, there is a unique homomorphism $\phi^{\prime}: F(X) \rightarrow G$ extending $\phi$. We call $X$ the basis and $|X|$ the rank of $F(X)$.

Details about existence and properties of $F(X)$ can be found in [65]. By the above definition, we know that given any group $G$ and a subset $X$ of $G$ such that every element in $G$ is a word in $X \cup X^{-1}$, the inclusion map $\phi$ of $X$ into $G$ extends to a homomorphism $\phi^{\prime}$ from $F(X)$ onto $G$. Hence it follows from the First isomorphism theorem that

$$
\begin{equation*}
G \simeq \frac{F(X)}{K}, \tag{1.1}
\end{equation*}
$$

where $K$ is the kernel of $\phi^{\prime}$. This tells us that every group is the quotient of some free group. It also leads to the idea of group presentation.

Definition 1.2.2. Let $X$ be a set and $R$, a subset of $F(X)$. A (free) presentation of a group $G$ is a pair $\wp=\langle X \mid R\rangle$, such that

$$
\begin{equation*}
G=\frac{F(X)}{N(R)}, \tag{1.2}
\end{equation*}
$$

where $N(R)$ is the normal closure of $R$ in $F(X)$. Henceforth, we shall use $G$ instead of $\wp$.

In Definition 1.2.1, the elements of $X$ and $R$ are called the generators and relators of $G$ respectively. We say that $G$ is finitely generated if $|X|<\infty$. If in addition $|R|<\infty$, we say $G$ is finitely presented.

The following proposition tells us when a mapping between two groups can be extended to a group homomorphism.

Proposition 1.2.3. Given groups $G=\langle X \mid R\rangle$ and $H=\langle Y \mid S\rangle$, a mapping $\phi: X \longrightarrow H$ extends to a homomorphism $\phi^{\prime}: G \longrightarrow H$ if for all $x \in X$ and $r \in R$, the result of substituting $\phi(x)$ for $x$ in $r$ yields a word in $N(S)$.

### 1.3 Algorithmic problems

Although presentations are nice, sometimes it is hard to tell some basic properties of a group by presentation. In 1912 Max Dehn listed three problems about finitely presented groups. Let $G$ be a group given by a finite presentation

$$
\begin{equation*}
G=\langle X \mid R\rangle . \tag{1.3}
\end{equation*}
$$

1. (Word problem) Is there an algorithm which decides whether or not any given word in $G$ is the identity?
2. (Conjugacy problem) Is there an algorithm which decides whether or not any pair of words in $G$ are conjugate?
3. (Isomorphism problem) Is there an algorithm which decides whether or not any pair of finite presentations define isomorphic groups?

For this thesis, we shall focus only on the word problem. The works of Novikov, 1952, 1955, and, independently, Boone, and Britton, both in 1958, proved that the word problem has no general solution. In particular they produced a finitely presented group in which there is no effective way of showing that a word in the given generators is trivial or not. However, the word problem is known to have a solution for certain classes of groups. These includes free groups [[73], Corollary 1.2.2], one-relator groups [[73], Theorem 4.14], automatic groups [[24], Theorem 2.3.10], small cancellation groups [[39],[70],[92]], residually finite groups and word hyperbolic groups. In particular for word hyperbolic groups, the algorithm that solves the word problem is extremely efficient.

### 1.3.1 Tietze transformations

It easy to see that any group has infinitely many different presentations. In 1906, Tietze gave a way to move from one presentation to another of the same group. Let $G$ be a group given by a finite presentation

$$
\begin{equation*}
G=\langle X \mid R\rangle . \tag{1.4}
\end{equation*}
$$

(T1) Addition of a relation: If $r=1$ in $G$, then replace $R$ with $R \cup\{r\}$.
(T2) Removal of a relation: If $r \in R$ and $N(R-\{r\})=N(R)$, then replace $R$ with $R-\{r\}$.
(T3) Addition of a new generator: Replace $X$ with $X \cup\{t\}$ and $R$ by $R \cup\left\{t w^{-1}\right\}$ for some $t \notin X$ and word $w$ in $F(X)$.
(T4) Removal of a generator: Replace $X$ with $X-\{x\}$ and $R$ by $R-\{r\}$ where $r=x w^{-1}$ if $w$ and all other words in $R$ do not contain $x^{ \pm 1}$.

The transformations T1-T4 are called Tietze transformations. Tietze showed that any two presentations of the same group are connected by repeated application of Tietze transformations.

### 1.3.2 Nielsen Equivalence

Let $F$ be a free group on $X$ and $U$ a finite subset of $F$. We think of $U$ as an $n$-tuple $\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ of elements of $F$.

Definition 1.3.1. An elementary Nielsen transformation of $U$ is one of the following three types: for some $i, 1 \leq i \leq n$,
(T0) delete $u_{i}$ if $u_{i}=1$,
(T1) replace $u_{i}$ by $u_{i}^{-1}$,
(T2) replace $u_{i}$ by $u_{i} u_{j}, j \neq i$
and leave $u_{k}$ fixed for all $k \neq i$. A Nielson transformation is a finite sequence of elementary Nielsen transformations.

Definition 1.3.2. Two subsets $U$ and $V$ of $F$ are called Nielsen equivalent if $U$ is carried into $V$ by some Nielsen transformation $\tau$. In such a case we write $V=U_{\tau}$.

Lemma 1.3.3. The subgroups of $F$ generated by $U$ and $U_{\tau}$ are equal, for any Nielsen transformation $\tau$.

A generating set $U=\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$ is called Nielsen reduced if the following conditions are satisfied for every $u_{i}, u_{j}$ and $u_{k}$ in $U$.

1. $1 \notin\left\{u_{i}, u_{j}, u_{k}\right\}$
2. $u_{i} u_{j} \neq 1$ implies $\ell\left(u_{i} u_{j}\right) \geq \ell\left(u_{i}\right), \ell\left(u_{j}\right)$
3. $u_{i} u_{j} \neq 1$ and $u_{j} u_{k} \neq 1$ implies $\ell\left(u_{i} u_{j} u_{k}\right)>\ell\left(u_{i}\right)-\ell\left(u_{j}\right)+\ell\left(u_{k}\right)$

The point here is that Nielsen reduced sets are free generators for the subgroup they generate.

### 1.4 Free Product, Free Product with Amalgamation and HNN extension

In this section we study the definitions, some properties and theorems of free products, free product with amalgamation and HNN extensions. The reference for this section is [70]. We begin with free products.

### 1.4.1 Free Products

Definition 1.4.1. Let $A_{1}, A_{2}, \ldots, A_{n}$ be non-trivial groups for some $n \in \mathbb{N}$. Suppose that $A_{\lambda}=\left\langle X_{i} \mid R_{i}\right\rangle$ and where $X_{i} \cap X_{j}=\emptyset$ for $i \neq j$. The free product, $* A_{i}=$ $A_{1} * A_{2} * \ldots * A_{n}$, of groups $A_{i}$ is the group

$$
\begin{equation*}
* A_{i}=\left\langle\cup_{i=1}^{n} X_{i} \mid \cup_{i=1}^{n} R_{i}\right\rangle . \tag{1.5}
\end{equation*}
$$

The groups $A_{i}$ are called the factors of $* A_{i}$. It is known that free product is independent of the choice of presentations for $A_{i}$.

Definition 1.4.2. (Normal Form) Let $G$ be a group with trivial pairwise intersecting subgroups $A_{\lambda \in \Lambda}$, for an indexing set $\Lambda$. A reduced sequence (or normal form) is a sequence $g_{1}, g_{2}, \ldots, g_{k}$, with $k \geq 0$, of elements of $\cup_{\lambda \in \Lambda} A_{\lambda}$ such that each $g_{i}$ is in one of $A_{\lambda}$, and if $i>1$ and $g_{i} \in A_{\lambda}$ then $g_{i-1}, g_{i+1} \notin A_{\lambda}$.
Definition 1.4.3. (Reduced Word) A reduced word in a group $G$ is a word of the form $g_{1} g_{2} \ldots g_{k}$, for some reduced sequence $g_{1}, g_{2}, \ldots, g_{k}$ in $G$. A word is said to be cyclically reduced

Note that it follows from Definition 1.4.2 that in a reduced word $w=g_{1} g_{2} \ldots g_{k}$ with $k>1$, no $g_{i}$ is trivial.

Definition 1.4.4. (Cyclically Reduced Word) A word $w=g_{1} g_{2} \ldots g_{k}$ a group $G$ said to be cyclically reduced if it is reduced and $g_{1}, g_{k}$ do not belong to same $A_{\lambda}$ (using the notation in Definition 1.4.2).

Theorem 1.4.5. (Normal Form Theorem for Free Products) In a free product $A * B$, the following statements are equivalent.

1. If $w=g_{1} g_{2} \ldots g_{k}$ where $k>0$ and $g_{1}, g_{2}, \ldots, g_{k}$ is a reduced sequence, then $w \neq 1$ in $A * B$.
2. Each $w \in A * B$ can be uniquely expressed as a product $w=g_{1} g_{2} \ldots g_{k}$ where $g_{1}, g_{2}, \ldots, g_{k}$ is a reduced sequence.

The Normal Form Theorem allows us to have a notion of length for elements in a free product.

It also follows from the Normal Form Theorem that the word and conjugacy problems are solvable for $A * B$ if the factors are finitely generated and these problems are solvable in them. Also elements of finite order in $A * B$ are conjugates of finite order elements in the factors.

Definition 1.4.6. (Length) A word $w$ in has length $k$ if its normal form is of the form $g_{1} g_{2} \ldots g_{k}$. We denote the length of $w$ by $\ell(w)$.

Lemma 1.4.7. Let $A$ and $B$ be subgroups of a group $G$ such that $A \cup B$ generates $G, A \cap B=\{1\}$, and no reduced word in $G$ is equal to 1 . Then $G=A * B$.

Next we state two of the most important theorems about free products. The first is due to Grushko (1940) and Neumann (1943), while the second is due to Kurosh (1934).

Theorem 1.4.8. Let $F$ be a free group, and let $\phi: F \rightarrow * A_{i}$ be a homomorphism of $F$ onto $* A_{i}$. Then there is a factorisation of $F$ as a free product, $* F_{i}$, such that $\phi\left(F_{i}\right)=A_{i}$

However most applications of Theorem 1.4.8 uses the following corollary of it.
Corollary 1.4.9. If $G=A_{1} * A_{2} * \ldots * A_{k}$ and the minimum number of generators of $A_{i}$ is $n_{i}$, then the minimum number of generators for $G$ is $n_{1}+n_{2}+\ldots+n_{k}$.

Theorem 1.4.10. Let $G=* A_{i}$, and let $H$ be a subgroup of $G$. Then $H$ is a free product, $H=F *\left(* H_{j}\right)$ where $F$ is a free group and each $H_{j}$ is the intersection of $H$ with a conjugate of some factor $A_{i}$ of $G$.

### 1.4.2 Free Product with Amalgamation and HNN extensions

Free product with amalgamation was introduced by Schreier (1926), while HNN extensions was a joint work G, Higman, B. H. Neumann and N. Neumann in 1949.

These two constructions have the same basic idea. Both involves two subgroups and an isomorphism between them. To describe these constructions, let $G=\langle X \mid R\rangle$ and $H=\langle Y \mid S\rangle$ be groups with subgroups $A \subseteq G$ and $B \subseteq H$, such that there exists an isomorphism $\phi: A \rightarrow B$.

Definition 1.4.11. The free product of $G$ and $H$, amalgamating the subgroups $A$ and $B$ is the group

$$
\begin{equation*}
G *_{A=B} H=\langle X, Y \mid R, S, a=\phi(a), a \in A\rangle . \tag{1.6}
\end{equation*}
$$

When $A$ and $B$ are the trivial groups, we get the free product of $G$ and $H$. Another way to think of $G *_{A=B} H$ is as the quotient of $G * H$ by $N\left(\left\{a \phi^{-1}(a): a \in A\right\}\right)$. When the isomorphism between $A$ and $B$ is known, the shorter notation $G *_{A} H$ is preferred to $G *_{A=B} H$.

Definition 1.4.12. A sequence $c_{1}, c_{2}, \ldots, c_{k}$, where $k \geq 0$, of elements of $G * H$ will be called reduced if:

1. Each $c_{i}$ is in one of the factors $G$ or $H$.
2. Successive $c_{i}, c_{i+1}$ come from different factors.
3. If $k>1$, then no $c_{i}$ is in $A$ or $B$.
4. If $k=1$, then $c_{1} \neq 1$.

Theorem 1.4.13. (Normal Form Theorem for Free Products with Amalgamation) If $c_{1}, c_{2}, \ldots, c_{k}$, where $k \geq 1$ is a reduced sequence, then $c_{1} c_{2} \ldots c_{k} \neq 1$ in $G *_{A} H$. In particular, $G$ and $H$ are embedded in $G *_{A} H$ by the maps $g \longrightarrow g$ and $h \longrightarrow h$.

Theorem 1.4.14. (Torsion Theorem for Free Products with Amalgamation) Every element of finite order in $G *_{A} H$ is a conjugate of a finite order element in $G$ or $H$.

Theorem 1.4.15. (Conjugacy Theorem for Free Products with Amalgamation) Let $k>1$ and $u=c_{1} c_{2} \ldots c_{k}$ a cyclically reduced word. Then every cyclically reduced conjugate of $u$ is a cyclic permutation of $u$ conjugated by an element of $A$

We move on to describe HNN extensions. In this case we want $A$ and $B$ above to be subgroups of $G$. Throughout $g$ with or without subscript refers to an element of $G$. Also $\epsilon$ with or with subscript is either 1 or -1 .

Definition 1.4.16. The $H N N$ extension of $G$ relative to $A, B$ and $\phi$ is the group

$$
\begin{equation*}
G^{*}=\left\langle X \cup\{t\} \mid R, t^{-1} a t=\phi(a), a \in A\right\rangle . \tag{1.7}
\end{equation*}
$$

We call $G$ the base of $G^{*}, t$ is the stable letter, and $A$ and $B$ are the associated subgroups.

Definition 1.4.17. A sequence $g_{0}, t^{\epsilon_{1}}, g_{1}, t^{\epsilon_{2}}, \ldots t^{\epsilon_{k}}, g_{k}$, where $k \geq 0$, is said to be reduced if there is no consecutive subsequence $t^{-1}, g_{i}, t$ with $g_{i} \in A$ or $t, g_{j}, t^{-1}$ with $g_{j} \in B$.

Lemma 1.4.18. (Britton's Lemma) If a sequence $g_{0}, t^{\epsilon_{1}}, g_{1}, t^{\epsilon_{2}}, \ldots, g_{k}, t^{\epsilon_{k}}$ is reduced and $k \geq 1$, then $g_{0} t^{\epsilon_{1}} g_{1} t^{\epsilon_{2}} \ldots t^{\epsilon_{k}} g_{k} \neq 1$ in $G^{*}$.

Definition 1.4.19. A normal form is a sequence $g_{0}, t^{\epsilon_{1}}, g_{1}, t^{\epsilon_{2}}, \ldots, g_{k}$, where $k \geq 0$, such that:

1. $g_{0}$ is an arbitrary element of $G$,
2. if $\epsilon_{i}=-1$, then $g_{i}$ is a representative of a coset of $A$ in $G$,
3. if $\epsilon_{i}=1$, then $g_{i}$ is a representative of a coset of $B$ in $G$, and
4. there is no consecutive subsequence $t^{\epsilon}, 1, t^{-\epsilon}$.

Theorem 1.4.20. (Normal Form Theorem for HNN extensions) Every element w of $G^{*}$ has a unique representation $w=g_{0} t^{\epsilon_{1}} g_{1} t^{\epsilon_{2}} \ldots g_{k}$, where $w=g_{0}, t^{\epsilon_{1}}, g_{1}, t^{\epsilon_{2}}, \ldots, g_{k}$ is a normal form. In particular $G$ embeds in $G^{*}$ via the map $g \mapsto g$.

### 1.5 Small cancellation

In this section we recall some basic results about general maps. Almost every piece of information in this section is gotten from [70].

Let $S$ be a subset of the Euclidean plane $\mathbb{E}^{2}$. We use $\partial S$ to mean the boundary of $S, \bar{S}$ denotes the topological closure of $S$, and $-S$ will denote $\mathbb{E}^{2}-S$. A vertex is a point in $\mathbb{E}^{2}$. An edge is a subset of $\mathbb{E}^{2}$ homeomorphic to the open unit interval. A region is a bounded subset of $\mathbb{E}^{2}$ homeomorphic to the open unit disk.

Definition 1.5.1. A map $M$ is a finite collection of vertices, edges, and regions which are pairwise disjoint and satisfy:

1. If $e$ is an edge of $M$, there are vertices $u$ and $v$ (possibly the same one) in $M$ such that $\bar{e}=e \cup u \cup v$.
2. The boundary, $\partial D$, of each region $D$ of $M$ is connected and there is a set of edges $e_{1}, \ldots, e_{n}$ in $M$ such that $\partial D=\bar{e}_{1} \cup \ldots \cup \bar{e}_{n}$.

### 1.5.1 Basic formulas

In [69], Lyndon obtained results on maps which generalize the properties of regular tessellations of the plane. Previously Blanc [5] had used similar results but in a different context. The basic idea is the following.

Let $p$ and $q$ be positive real numbers satisfying $1 / p+1 / q=1 / 2$. The only integral solutions are the tuples $(3,6),(4,4)$ and $(6,3)$. These pairs correspond to the tilings of the plane by regular triangles, squares, and hexagons respectively.

## Some definitions

Let $M$ be a map. A boundary vertex or boundary edge of $M$ is a vertex or edge in $\partial M$. A boundary region is a region $D$ of $M$ such that $\partial D \cap \partial M \neq \emptyset$. Note that by definition, if $D$ is a boundary region of $M, \partial D \cap \partial M$ need not contain an edge. A vertex, edge or region which is not a boundary vertex, edge, or region is called interior. The degree of a vertex $v$, denoted $d(v)$, is the number of edges incident on it. The degree of a region $D$, denoted $d(D)$, is the number of edges on $\partial D$. The symbol $i(D)$ will denote the number of interior edges of $\partial D$, with an edge counted twice if it appears twice in the boundary cycle of $D$.

Definition 1.5.2. A non-empty map is called a $[p, q]$-map if each interior vertex has degree at least $p$ and all regions have degree at least $q$.

Definition 1.5.3. A non-empty map is called a $(p, q)$-map if each interior vertex has degree at least $p$ and each interior region has degree at least $q$.

## Small cancellation conditions

Let $R$ be a subset of a free group $F$. We call $R$ symmetrized if each $r \in R$ is cyclically reduced and all cyclically reduced conjugates of $r$ and $r^{-1}$ are in $R$.

Definition 1.5.4. A word $w$ is called a piece (relative to a symmetrized set $R$ ) if it is identically equal to initial segments of two distinct elements in $R$.

Let $R$ be a symmetrized set, $\lambda$ some positive real number and $p$ a natural number. The following are the hypothesis of small cancellation.

1. $C^{\prime}(\lambda):$ If $r \in R, r=w s$ where $w$ is a piece, then $\ell(w)<\lambda \ell(r)$.
2. $C(p)$ : No element of $r$ is a product of fewer than $p$ pieces. In particular we observe that $C^{\prime}(\lambda)$ implies $C(p)$ for $\lambda \leq 1 /(p-1)$.
3. $T(p)$ : Let $3 \leq \mu<p$. Suppose $r_{1}, \ldots, r_{\mu}$ are the elements of $R$ with no successive elements $r_{i} r_{i+1}=1$. Then at least one in $r_{1} r_{2}, r_{2} r_{3}, \ldots r_{\mu-1} r_{\mu}, r_{\mu} r_{1}$ is reduced without cancellation.

## Area and Curvature Theorems

Here we mention two theorems which we shall use later. For some notations, $\sum_{M}$ will denote summation over vertices or regions in the map $M . \sum_{M}^{\bullet}$ will denote summation over boundary vertices or boundary regions in the map $M$.

Theorem 1.5.5 (Curvature). [70] Let $M$ be a simply-connected ( $q, p$ )-map which contains more than one region. Then

$$
\begin{equation*}
\sum_{M}^{\bullet}\left[\frac{p}{q}+2-i(D)\right] \geq p \tag{1.8}
\end{equation*}
$$

Theorem 1.5.6 (Area). [70] Let $M$ be a simply-connected $[p, q]$-map. Then

$$
\begin{equation*}
V_{M} \leq \frac{q}{p^{2}}\left[\sum_{M}^{\bullet} p-d(v)\right]^{2} \tag{1.9}
\end{equation*}
$$

where $V_{M}$ is the total number of vertices in $M$.

### 1.5.2 Pictures

Pictures are one of the most powerful tools available in combinatorial group theory. Essentially, pictures are the duals of van Kampen diagrams [66]. We will describe pictures briefly as it relates to groups with presentations of the form $G=\left\langle X_{1}, X_{2} \mid R_{1}, R_{2}, R\right\rangle$, where $G_{1}=\left\langle X_{1} \mid R_{1}\right\rangle, G_{1}=\left\langle X_{2} \mid R_{2}\right\rangle$, and $R$ is a word with free product length at least two.

Groups of the form $G$ above are called one-relator products of groups $G_{1}$ and $G_{2}$. In the next section we shall discuss such groups in more details. Pictures were first introduced by Rourke [84] and adapted to work for such groups (as $G$ ) by Short [89]. Since then they have been used extensively and successfully by various authors in a variety of different ways (see [[18], [19], [21], [34], [56], [57], [63]]). We describe below the basic idea, following closely the account in [62]. A more detailed description can be found in [55] and also [[14], [6], [64], [27], [82]].

Let $G$ be as above, a picture $\Gamma$ over $G$ on an oriented surface $\mathcal{S}$ (usually $D^{2}$ ) consists of the following:

1. A collection of disjoint closed discs in the interior of $\mathcal{S}$ called vertices;
2. A finite number of disjoint arcs, each of which is either:
(a) a simple closed curve in the interior of $\mathcal{S}$ that meets no vertex,
(b) an arc joining two vertices (or one vertex to itself),
(c) an arc joining a vertex to the boundary $\partial \mathcal{S}$ of $\mathcal{S}$, or
(d) an arc joining $\partial \mathcal{S}$ to $\partial \mathcal{S}$;
3. A collection of labels, one at each corner of each region of $\mathcal{S}$ (i.e. connected component of the complement in $\mathcal{S}$ of the arcs and vertices) at a vertex, and one along each component of the intersection of the region with $\partial \mathcal{S}$. The label at each corner is an element of $G_{1}$ or $G_{2}$. Reading the labels round a vertex in the clockwise direction yields $R^{n}$ (up to cyclic permutation), as a cyclically reduced word in $G_{1} * G_{2}$.

A region is a boundary region if it meets $\partial \mathcal{S}$, and an interior region otherwise. If $\mathcal{S} \cong S^{2}$ or if $\mathcal{S} \cong D^{2}$ and no arcs of meet $D^{2}$, then $\Gamma$ is called spherical. In the latter case $\partial D^{2}$ is one of the boundary components of a non-simply connected region (provided, of course, that $\Gamma$ contains at least one vertex or arc), which is called the exceptional region. All other regions are interior. The labels of any region $\triangle$ of $\Gamma$ are required all to belong to either $G_{1}$ or $G_{2}$. Hence we can refer to regions as $G_{1}$-regions and $G_{2}$-regions accordingly. Similarly each arc is required to separate a $G_{1}$-region from a $G_{2}$-region. Observe that this is compatible with the alignment of regions around a vertex, where the labels spell a cyclically reduced word, so must come alternately from $G_{1}$ and $G_{2}$. A region bounded by arcs that are closed curves will have no labels; nevertheless the above convention requires that it be designated a $G_{1^{-}}$or $G_{2}$-region.

An important rule for pictures on $D^{2}$ or $S^{2}$ is that the labels within any interior $G_{1}$ region (respectively $G_{2}$-region) represents the identity element in $G_{1}$ (respectively $G_{2}$ ). The label around any given boundary component of the region are formed into a single word read anti-clockwise.

Two distinct vertices of a picture are said to cancel along an arc $e$ if they are joined by $e$ and if their labels, read from the endpoints of $e$, are mutually inverse words in $G_{1} * G_{2}$. Such vertices can be removed from a picture via a sequence of bridge moves (see Figure 1.1 and [21] for more details), followed by deletion of a dipole without changing the boundary label.


Figure 1.1: Diagram showing bridge-move.

A dipole is a connected spherical picture containing precisely two vertices, does not meet $\partial \mathcal{S}$, and none of its interior regions contain other components of $\Gamma$. This gives an alternative picture with the same boundary label and two fewer vertices.

Let $\Gamma$ be a picture over $G$ on some surface $\mathcal{S}$. We say that $\Gamma$ is reduced if it cannot be altered by bridge moves to a picture with a pair of cancelling vertices. If $\mathcal{W}$ is a set of words, then $\Gamma$ is $\mathcal{W}$-minimal if it is non-empty and has the minimum number of vertices amongst all pictures over $G$ with boundary label in $\mathcal{W}$. Any cyclically reduced word in $G_{1} * G_{2}$ representing the identity element of $G$ occurs as the boundary label of some reduced picture on $D^{2}$. A picture is connected if the union of its vertices and arcs is connected. In particular, no arc of a connected picture is a closed arc or joins two points of $\partial \mathcal{S}$, unless the picture consists only of that arc.

## Dehn function and Isoperimetric Inequality

In differential geometry, isoperimetric functions are classical. However its use in group theory was originally due to the work of Gromov. In his seminal article [41], Gromov characterised (word) hyperbolic groups as groups with linear isoperimetric functions. We describe these functions and explain the relationship with the solution of the word problem. Throughout this section, we fix a finite presentation

$$
\begin{equation*}
\wp=\langle X \mid R\rangle \tag{1.10}
\end{equation*}
$$

for $G$.
A word $w \in F(X)$ represents the identity element in $G$ if and only if it can be expressed as a product of the form

$$
\begin{equation*}
w=\prod_{i=1}^{n} u_{i} r_{i}^{ \pm 1} u_{i}^{-1} \tag{1.11}
\end{equation*}
$$

where $u_{i} \in F(X)$ and $r_{i} \in R$.
We define the area of such $w$, $\operatorname{Area}(w)$, to be the smallest $n \geq 0$ such that $w$ can be expressed as a product of the form 1.11.

Definition 1.5.7. A function $f: \mathbb{N} \rightarrow \mathbb{N}$ defined by

$$
f(k)=\max \{\operatorname{Area}(w) \mid w \in F(X), w=1 \text { in } G \text { with } \ell(w) \leq k\},
$$

is called the Dehn function or isoperimetric function for the presentation $\wp$.
Lemma 1.5.8. Let $\wp_{1}$ and $\wp_{2}$ be two finite presentations for a group $G$ with corresponding Dehn functions $f_{1}$ and $f_{2}$. Then for each $k \in \mathbb{N}$, there exist constants $\mathcal{A}$,
$\mathcal{B}, \mathcal{C}, \mathcal{D} \in \mathbb{N}$ such that

$$
\begin{equation*}
f_{1}(k) \leq \mathcal{A} f_{2}(\mathcal{B} k+\mathcal{C})+\mathcal{D} . \tag{1.12}
\end{equation*}
$$

In particular, if $f_{2}$ is bounded above by a function that is linear (or quadratic, or polynomial, or exponential, ...) in $k$, then the same is true for $f_{1}$. These properties are thus invariants of the group $G$.

Definition 1.5.9. A finitely presented group $G$ has a linear (or quadratic, or polynomial, or exponential, ...) isoperimetric inequality if for some (and hence for any) finite presentation with Dehn function $f$, there is a linear (or quadratic, or polynomial, or exponential, ...) function $g$ such that $f(k) \leq g(k)$ for each $k \in \mathbb{N}$.

As mentioned earlier, finitely presented groups with linear Dehn functions are called (word) hyperbolic groups.

The following theorem shows the connection with solution of the word problem.
Theorem 1.5.10. [31] For a finite presentation $\wp ~ o f ~ a ~ g r o u p ~ G, ~ t h e ~ f o l l o w i n g ~ s t a t e-~$ ments are equivalent.

1. G has a recursive isoperimetric function.
2. The word problem is soluble in $G$.

### 1.5.3 Combinatorial curvature

For any compact orientable surface (with or without boundary) $\mathcal{S}$ with a triangulation, we assign real numbers $\beta$ to the corners of the faces in $\mathcal{S}$. We will think of these numbers as interior angles. A vertex which is on $\partial \mathcal{S}$ is called a boundary vertex, and otherwise interior. The curvature of an interior vertex $v$ in $\mathcal{S}$ is defined as

$$
\begin{equation*}
\kappa(v)=\left[2-\sum_{i} \beta(v)_{i}\right] \pi \tag{1.13}
\end{equation*}
$$

where the $\beta(v)_{i}$ range over the angles at $v$. If $v$ is a boundary vertex then we define

$$
\begin{equation*}
\kappa(v)=\left[1-\sum_{i} \beta(v)_{i}\right] \pi . \tag{1.14}
\end{equation*}
$$

The curvature of a face $\Delta$ is defined as

$$
\begin{equation*}
\kappa(\Delta)=\left[2-d(\Delta)+\sum_{i} \beta(\Delta)_{i}\right] \pi \tag{1.15}
\end{equation*}
$$

where $\beta(\Delta)_{i}$ are the interior angles of $\Delta$. The combinatorial version of the GaussBonnet Theorem states that the total curvature is the multiple of Euler characteristic of the surface by $2 \pi$ :

$$
\begin{equation*}
\kappa(\mathcal{S})=\left[\sum_{v} \kappa(v)+\sum_{\Delta} \kappa(\Delta)\right] \pi=2 \pi \chi(\mathcal{S}) . \tag{1.16}
\end{equation*}
$$

We use curvature to prove results by showing that this value cannot be realised. We assign to each corner of a region of degree $k$ an angle $(k-2) / k$. This will mean that regions are flat in the sense that they have zero curvature (alternatively we can make vertices flat instead). This will be the standard assignment for this work. In other words, wherever curvature is mentioned with no specified assignments, it is implicitly assumed that we are using the one described above.

In some cases, it may be needful to redistribute curvature (see [23]). This involves locating positively-curved vertices (or regions), and using its excess curvature to compensate its negatively curved neighbours. Hence the total curvature is preserved. We shall describe how to do this in Chapter 6.

### 1.6 Bass-Serre Theory

Suppose a group $G$ acts on a set $X$. One can ask if it is possible to reconstruct $G$ (and possibly $X$ and the action) in a way that shows a decomposition theorem for $G$. For symmetric groups this turns out to be a natural question. It turns out that there is a very good answer when $X$ or its quotient by the action is a tree. In this section we recall some of the ideas about the fundamental theory of Bass and Serre on groups acting freely and without inversion on trees. More details can be found in [[88], [3]]. We begin with the concept of group actions.

### 1.6.1 Group actions

Definition 1.6.1. Let $G$ be a group and $X$ a non-empty set. A left action of $G$ on $X$ is a map

$$
f: G \times X \rightarrow X
$$

such that the following holds for each $x \in X$ and $g, h \in G$.

1. $f(g, f(h, x))=f(g h, x)$.
2. $f(1, x)=x$.

In such case, we call $X$ a $G$-set or a $G$-space (if we are interested in other properties of $X$ ). For simplicity, we shall henceforth write $g x$ instead of $f(g, x)$. For each $x \in X$, we associate to it two sets $G_{x} \subseteq G$ and $G x \subseteq X$.

Definition 1.6.2. Let $X$ be a $G$-set. The stabilizer of $x \in X$ is the subset

$$
G_{x}=\{g \in G \mid g x=x\} .
$$

Definition 1.6.3. Let $X$ be a $G$-set. The orbit of $x \in X$ is the subset

$$
G x=\{y \in X \mid g x=y, g \in G\} .
$$

Definition 1.6.4. Let $X$ be a $G$-set. The quotient space (of $G$ action on $X$ ) is the set

$$
G / X=\{G x \mid x \in X\}
$$

Definition 1.6.5. If $X$ is a $G$-set and $G_{x}=1$ for all $x \in G$, then we say the action is free.

Lemma 1.6.6. If $y=g x$, then $G_{x}=\left(g^{-1} G g\right)_{y}$

### 1.6.2 Group actions on graphs

We recall some notion of graphs.
Definition 1.6.7. A graph $X$ is a pair of sets, $V=V(X) \neq \emptyset$ and $E=E(X)$, termed the vertices and edges of $X$, equipped with three maps

$$
o: E \rightarrow V, \quad t: E \rightarrow V, \quad-: E \rightarrow E,
$$

satisfying the following conditions: if $e \in E$, then

1. $e \neq \bar{e}$ and $\overline{\bar{e}}=e$;
2. $o(e)=t(\bar{e})$.

We call $o(e), t(e)$ and $\bar{e}$ the origin, terminus and inverse of $e$ respectively. If $o(e)=$ $t(e)$, we call $e$ a loop. Together, we call $o(e)$ and $t(e)$ the extremities of $e$. Two vertices are adjacent if they are the extremities of some edge.

In the plane, graphs are represented by diagrams, with points as vertices and line segments joining its extremities as edges. Usually, an arrow is affixed on such a line segment, whose direction begins from the origin of the edge and directed towards the terminus. When we use diagrams, it is customary to omit $\bar{e}$.

Definition 1.6.8. Let $X_{1}$ and $X_{2}$ be graphs with vertex sets $V\left(X_{1}\right)$ and $V\left(X_{2}\right)$ respectively. A map $\phi: V\left(X_{1}\right) \rightarrow V\left(X_{2}\right)$ is called a morphism if it is edge-preserving. In other words, two vertices in $V\left(X_{2}\right)$ are adjacent if their pre-images in $V\left(X_{1}\right)$ are adjacent. A morphism is is called an isomorphism if it is a bijection. An isomorphism between $V\left(X_{1}\right)$ and itself is called an automorphism

Definition 1.6.9. A group $G$ acts on a graph $X$ without inversion if $g(e) \neq \bar{e}$ for each $g \in G$.

Definition 1.6.10. An orientation of a graph $X$ is a decomposition $E(X)=E_{+} \cup$ $E_{-}$of $E(X)$ into two disjoint sets $E_{+}$and $E_{-}$such that $\bar{E}_{+}=E_{-}$and $\bar{E}_{-}=E_{+}$.

Since - has order two and is fixed point free, every graph has such an orientation. A graph with a prescribed orientation is called an oriented graph.

### 1.6.3 Theory of covering spaces

We present briefly some notions in covering space theory, taking for granted many basic notions such as topological space, arc-wise connectedness and the fundamental group $\pi_{1}(X, *)$ of a space $X$ bases at a point *. These concepts can be found in most algebraic topology texts such as Massey [74] and Hatcher [45]. For the rest of this section we assume all spaces are Hausdorff i.e., distinct points have disjoint neighbourhoods, and locally arc-wise connected, i.e., if $V$ is an open set containing a point $x$, there exists an open subset $U$ contained in $V$ and containing $x$ such that any pair of points in $U$ have a path in $U$ joining them.

Definition 1.6.11. Let $X$ and $\tilde{X}$ be two arc-wise connected, locally arc-wise connected spaces, $p: \tilde{X} \rightarrow X$ a continuous map. We call $(\tilde{X}, p)$ a covering space of $X$ if

1. $p$ is onto;
2. each $x \in X$ has an open neighbourhood $U$ such that $p^{-1}(U)$ is a disjoint union of open sets homeomorphic via $p$ to $U$.

Definition 1.6.12. Let $\tilde{X}$ be two arc-wise connected, locally arc-wise connected space. Then a group $G$ acts properly discontinuously on $\tilde{X}$ if there is an action of $G$ on $\tilde{X}$ such that every point $\tilde{x} \in \tilde{X}$ is contained in an open neighbourhood $V$ satisfying

$$
V \cap g V=\emptyset \quad(g \in G, g \neq 1 .
$$

It is known that if a group $G$ acts properly discontinuously on a suitable space, then $G$ can be recaptured from the quotient space of the action. This idea is the motivation for what we do for the rest of this chapter.

### 1.6.4 Graph of groups

Suppose a group $G$ acts without inversion on a tree $X$. We form the quotient graph $G / X$, keeping track of the stabilisers of some of the vertices and edges in $X$ under the action of $G$. This information is captured in the so-called graph of groups.

Definition 1.6.13. A graph of groups $(\mathcal{G}, X)$ consists of the following:

1. a connected graph $X$;
2. a mapping $\mathcal{G}$ from $V(X) \cup E(X)$ into the class of all groups;
3. the image of $v \in V(X)$ under $\mathcal{G}$ is denoted by $G_{v}$ and is called the vertex group at $v$;
4. the image of $e \in E(X)$ under $\mathcal{G}$ is denoted by $G_{e}$ and is called the edge group at $e$;
5. $G_{e}=G_{\bar{e}}$ for every $e \in E(X)$;
6. each edge group $G_{e}$ comes equipped with a monomorphism

$$
G_{e} \rightarrow G_{t(e)} \quad \text { denoted by } \quad a \mapsto a_{e} .
$$

Given a graph of groups $(\mathcal{G}, Y)$ we associate to it a group which is analogous to the fundamental group of a topological space, called its fundamental group.

### 1.6.5 The fundamental group of a graph of groups

Let $(\mathcal{G}, X)$ be a graph of groups, and $T$ a maximal subtree of $X$. The following is a definition of the fundamental group $\pi_{1}(\mathcal{G}, X)$ of $(\mathcal{G}, X)$.

Definition 1.6.14. [3] Suppose $(\mathcal{G}, X)$ and $T$ are as above. Suppose that $e \in E(T)$. Then we have two monomorphisms $G_{e} \rightarrow G_{t(e)}$ and $G_{e} \rightarrow G_{o(e)}$ sending $a$ to $a_{e}$ and $a$ to $a_{\bar{e}}$ respectively. Define $G_{T}$ to be the group generated by $G_{v}, v \in V(T)$, with the two images of the edge group $G_{e}$ in $G_{o(e)}$ and $G_{t(e)}$ identified according to the prescription $a_{e}=a_{\bar{e}}, a \in G_{e}$, where $e$ ranges over the edges in $T$. In other words $G_{T}$ is simply obtained from the vertex groups, by repeatedly forming amalgamated free products, where the graph of groups $(\mathcal{G}, X)$ determines the subgroups to be amalgamated. The group $G_{T}$ can be described in more precise terms as follows. Choose a vertex $v_{0} \in V(T)$ and define

$$
L_{0}(T)=\left\{v_{0}\right\} .
$$

We call $L_{0}(T)$ the set of vertices at level 0 . We then define $L_{n}(T)$ to consist of those vertices of $T$ which are at a geodesic distance $n$ from $v_{0}$. We note that since $T$ is a tree, none of the vertices in $L_{n}(T)$ are the extremities of an edge in $T$. Also since $T$ is connected,

$$
V(T)=\bigcup_{n=0}^{\infty} L_{n}(T)
$$

Define

$$
G(0)=G_{v_{0}} .
$$

We then define $G(n+1)$ inductively, assuming that $G(n)$ has already been defined in such a way that it is generated by all the vertex groups occurring at levels at most $n$. For each $v \in L_{n+1}(T)$ there is a unique edge $e \in E(T)$ such that $o(e) \in L_{n}(T)$ with $t(e)=v$. We define $G(v)$ to be the generalised free product of $G(n)$ and $G_{v}$ with $G_{e}$ amalgamated according to the monomorphisms of $G_{e}$ into the vertex groups at its extremities, as dictated by the graph of groups $(\mathcal{G}, X) . G(n+1)$ is then defined to be the generalised free product of all the groups $G(v)$ with $G(n)$ amalgamated. Finally we define

$$
G_{T}=\bigcup_{n=0}^{\infty} G(n)
$$

It follows that $G_{T}$ contains an isomorphic copy of each of the vertex groups $G_{v}(v \in$ $V(T)$ and that the subgroup of $G_{T}$ generated by $G_{o(e)}$ and $G_{t(e)}$ is the free product of $G_{o(e)}$ and $G_{t(e)}$ amalgamated over $G_{e}$ for every edge $e \in E(T)$. By inspection on the obvious presentation of $G_{T}$ it is clear that $G_{T}$ does not depend on the choice of $v_{0}$. The fundamental group $\pi_{1}(\mathcal{G}, X)$ (with respect to $T$ ) of $(\mathcal{G}, X)$, written $\pi_{1}(\mathcal{G}, X, T)$ is defined to be the HNN extension with possibly infinitely many stable letters. The base group is $G_{T}$. The choice of the stable latters depends on an orientation, say

$$
E(X)=E_{+} \cup E_{-}
$$

of $X$. Given such an orientation, for each edge $e \in E_{+}, e \notin E(T)$ we choose a stable latter $t_{e}$ and define

$$
\pi_{1}(\mathcal{G}, X, T)=\left\langle G_{T},\left\{t_{e} \mid e \in E_{+}-E(T)\right\} \mid t_{e} a_{e} t_{e}^{-1}=a_{\bar{e}}\left(a \in G_{e}, e \in E_{+}-E(T)\right)\right\rangle
$$

The definition of $\pi_{1}(\mathcal{G}, X)$ given above seems to depend on the choice of $T$. However it can be shown that this is not the case.

### 1.6.6 Group action on trees

In this section we state the fundamental theorem of Bass and Serre. We also give examples of groups that act on trees.

Theorem 1.6.15. (Bass-Serre) Let $G$ be a group acting without inversions on a connected tree $T$. Denote by $X$ the quotient graph $G / T$. Then there is a graph of groups $(\mathcal{G}, X))$ such that for any maximal subtree $T_{1}$ of $X, G$ is isomorphic to $\pi_{1}\left(\mathcal{G}, X, T_{1}\right)$. Conversely if $(\mathcal{G}, X)$ is a graph of groups, then $\pi_{1}\left(\mathcal{G}, X, T_{1}\right)$ acts on a tree in such a way that the resulting graph of groups is isomorphic to $(\mathcal{G}, X)$, for
some choice of maximal tree $T_{1}$.
We now mention examples of some groups that act on trees. Note that every group acts freely and transitively on its Cayley graph by left multiplication. However, the Cayley graph is not a tree in general.

Example 1.6.16. Let $G$ a free group on two generators $x$ and $y$. Then the Cayley graph $X$ of $G$ is a tree. The vertex and edge stabilizers of $G$ action on $X$ are trivial. Hence the quotient graph is a graph with one vertex and two edges as shown in Figure 1.2.


Figure 1.2: A graph with two edges and one vertex.

Theorem 1.6.17. A group is free if and only if there exists a tree on which it acts freely.

Example 1.6.18. Let $G$ be the free product $G=A * B$. Then $G$ acts by left translation on a tree $T$ with $E(T)=G$ and

$$
V(T)=\{g A \mid g \in G\} \sqcup\{g B \mid g \in G\} .
$$

Each edge $g=(g A, g B)$. Clearly the action is free on the edges, but not on the vertices. In particular there is exactly one edge orbit and two vertex orbits $G A=$ $\{g A \mid g \in G\}$ and $G B=\{g B \mid g \in G\}$ respectively. Also $G_{g A}=g A g^{-1} \simeq A$, $G_{g B}=g B g^{-1} \simeq B$, and as mentioned before, $G_{g}=1$. Hence the quotient graph is the tree with one edge and two vertices as shown in Figure 1.3.


Figure 1.3: Graph of groups for free product of $A$ and $B$.

Example 1.6.19. Let $G$ be the free product with amalgamation $G=A *_{C} B$. Then $G$ acts by left translation on a tree $T$ with

$$
V(T)=\{g A \mid g \in G\} \sqcup\{g B \mid g \in G\} .
$$

There is an edge $e=(g A, h B)$ between $g A$ and $g B$ whenever $h B=g a B$ for some $a \in A$ (alternatively $g A=h b A$ for some $b \in B$ ). In such case we use $g C$ instead of $e$. There are two vertex orbits; $G A$ and $G B$, and one edge orbit. Also $G_{g A}=$ $g A g^{-1} \simeq A, G_{g B}=g B g^{-1} \simeq B$, and for $g C=(g A, g a B), G_{g C}=g a C a^{-1} g^{-1} \simeq C$. Hence the quotient graph is the tree with one edge and two vertices as shown in Figure 1.4.


Figure 1.4: Graph of groups for free product of $A$ and $B$ amalgamated over $C$.

Example 1.6.20. Let $G$ be the HNN extension of group $H$ with stable letter $t$ and amalgamated subgroup $C$. Then $G$ acts by left translation on a tree $T$ with $V(T)=\{g H \mid g \in G\}$ and $E(T)=\{g C \mid g \in G\}$, where $g C=(g H, g t H)$. All the vertices form a single orbit as well as all the edges. Also $G_{g H}=t H t^{-1} \simeq H$ and $G_{g C}=g C g^{-1} \simeq C$. Hence the quotient graph is the tree with one edge and two vertices as shown in Figure 1.5.


Figure 1.5: Graph of groups for HNN extension.

## Chapter 2

## Short review of one-relator product of groups

### 2.1 Preamble

One can think of Dehn's most influential contribution to combinatorial group theory to be his series of papers in which he posed the algorithmic problems. These problems arose naturally in his study of surface groups or the fundamental groups of two dimensional manifolds. These groups happen to fall into a larger class of groups which are presented with a single defining relator, otherwise known as one-relator groups. The account on one-relator products given here is mostly based on [1].

In this chapter we study these class of groups, their generalisations, known as onerelator products, and some known results about them. We begin with one-relator groups.

### 2.2 One relator groups

Definition 2.2.1. A one-relator group is a group $G$ whose presentation contains a single defining relator. In other words, $G$ has the form

$$
G=\langle X \mid w\rangle .
$$

Some 20 years after Dehn proposed the algorithmic problems, Magnus [71] proved his famous Freiheitssatz.

Theorem 2.2.2. (Freiheitssatz). Let $G=\langle X \mid w\rangle$ where $w$ is cyclically reduced. If $L$ is a subset of $X$ which omits a generator occurring in $w$, then the subgroup of $G$ generated by $L$ is free.

The Freiheitssatz was so popular that many versions of its proof were produced. These include Lyndon [75] and Schupp[87]. In particular, it led to the first major break-through on the word problem.

Theorem 2.2.3. [72] The word problem for one-relator groups has a positive solution.

Theorem 2.2.4. [75] Let $G=\langle X \mid w\rangle$ where $w$ is cyclically reduced. The group $G$ is torsion free if $w$ is not a proper power. If $w=R^{n}, n>1$, where $R$ itself is not a proper power, then $R$ has order $n$ in $G$ and all elements of finite order of $G$ are conjugates of powers of $R$.

Next we mention another fundamental result known as the Spelling Theorem.
Theorem 2.2.5. Let $G=\left\langle X \mid R^{n}\right\rangle$ where $R$ is cyclically reduced and $n>1$. Any non-empty word which represents the identity element must contain a (cyclic) subword of $R^{n}$ or $R^{-n}$ longer than $R^{n-1}$.

The Spelling Theorem was first due to Newman [79], and subsequently extended by Gurevich [43], Schupp [87] and Pride [81] (see also [61]).

### 2.3 One relator product of groups

For an indexing set $\Lambda$, let $G_{\Lambda}$ be the free product ${ }_{\gamma}{ }_{\gamma \Lambda} G_{\gamma}$ of groups $G_{\gamma}$. Let $G$ be the quotient of $G_{\Lambda}$ by the normal closure of a word $w \in G_{\Lambda}$, assumed to be cyclically reduced with length at least two. We write

$$
\begin{equation*}
G=G_{\Lambda} / N(w) \tag{2.1}
\end{equation*}
$$

Definition 2.3.1. A group of the form 2.1 is called a one-relator product
Each $G_{\gamma}$ is called a factor of $G$ and $w$ is the relator. We say $w$ involves the factor $G_{\gamma}$ if it contains a non-trivial element of $G_{\gamma}$. If $w=R^{n}$ for some cyclically reduced word $R$ and $n>1$, then we call $w$ a proper power, just like in the case of one-relator groups, with root $R$.

In the case where each factor is isomorphic to the infinite cyclic group, we get a onerelator group. So the question of whether we can prove analogues of results about one-relator groups seems natural. We shall be mostly interested in generalising the Freiheitssatz. For a complete discussion beyond the Freiheitssatz, see the survey article [54] by Howie. We will also mention other results along the line.

Definition 2.3.2. Let $G$ be as in 2.1. We say that $G$ satisfies the Freiheitssatz if each $G_{\gamma}$ embeds in $G$ by the natural maps. We call $G_{\gamma}$ a Freiheitssatz factor if it embeds in $G$.

However, things are not so nice in this setting as there is no hope to prove Freiheitssatz in general. For example, consider $G=(A * B) / N(a b)$, where $a$ and $b$ are elements in $A$ and $B$ respectively with co-prime orders. In this case Freiheitssatz fails since $a=b=1$ in $G$. So to get things to work, more conditions must be imposed. These conditions can be on the factors, the relator or both. We begin with the case of putting condition on the factors.

Theorem 2.3.3. Let $G$ be as in 2.1 with each $G_{\gamma}$ locally indicable. Then $G$ satisfies the Freiheitssatz.

Recall that a group is said to be locally indicable if every non-trivial finitely-generated subgroup surjects onto the infinite cyclic group. Theorem 2.3.3 was originally due to Brodskii [[8],[9]]. Later on Howie [51] gave an independent proof. Short [89] gave another proof using pictures. An entirely algebraic proof was given by Baumslag [2].
We mention a few other results about one-relator product of locally indicable groups.
Theorem 2.3.4. [51] Let $G=(A * B) / N(w)$, where $A$ and $B$ are locally indicable groups and $w=r^{m}$ for integer $m \geq 1$. No proper subword of $w$ is trivial in $G$.

Theorem 2.3.5. [61] Let $G=(A * B) / N(w)$, where $A$ and $B$ are locally indicable groups and $w=r^{m}$ for integer $m \geq 1$. For every non-empty word $s \in N(w)$, either:

1. $s$ is conjugate to $w^{ \pm 1}$, or
2. s contains two almost-disjoint cyclic subwords, each of which is a cyclic subword of $w^{ \pm 1}$ longer than $r^{m-1}$.

As a corollary to Theorem 2.3.5, we have that the solubility of the word problems for $A$ and $B$ implies that of $G$.

It seemed at the time that torsion-freeness was the nice property we require of the factor groups to make things work. In particular we have the following conjecture.

Conjecture 2.3.6. The Freiheitssatz holds for one-relator products with torsion-free factors.

This conjecture is still widely open. However there are some results supporting it. We mention one next and another when we discuss equation over groups.

Theorem 2.3.7. [10] Let $G=(A * B) / N(w)$ where $A$ and $B$ are torsion-free groups and $w=a_{1} b_{1} \ldots a_{k} b_{k}$ is a cyclically reduced word in $A * B$ such that some $a_{i}$ is isolated in $\left(a_{1}, \ldots, a_{k}\right)$ and some $b_{j}$ is isolated in $\left(b_{1}, \ldots, b_{k}\right)$. Then $G$ satisfies the Freiheitssatz.

We say that $x_{i}$ is isolated in $\left(x_{1}, \ldots, x_{k}\right)$ if $x_{j} \notin\left\langle x_{i}\right\rangle$ for $j \neq i$.
Next consider the case where a condition is put on the relator instead. Predominant among these is that the relator $w$ is a proper power i.e. $G=(A * B) / N(w)$ where $w=R^{n}$ for some $n>1$. It turns out that the higher $n$ is, the easier it is to handle. For instance if $n>6$, then Freiheitssatz for $G$ follows from small-cancellation results of Lyndon [39] (see also [[70], Chapter V]), since the symmetrized closure of $R^{n}$ satisfies the metric small-cancellation condition $C^{\prime}(1 / 6)$. More generally the following result holds.

Theorem 2.3.8. Let $G=(A * B) / N(w)$, where $w=R^{n}$. Then $G$ satisfies the Freiheitssatz if $n \geq 4$, or $n \geq 3$ and $R$ has no element of order 2 .

The case where $n=6$ is due to Gonzalez-Acuna and Short [34], using pictures. It is also a consequence of [[15] Theorem 5.1] due to Collins and Perraud. The cases of $n=4,5$ are due to Howie [[55], [56]], again by use of pictures. The remaining case is due to Howie and Duncan [20].

Conjecture 2.3.9. [53] Let $G=(A * B) / N(w)$, where $w=r^{n}$ and $n>1$. Then $G$ satisfies the Freiheitssatz.

Most of the results proved above are either geometric or combinatorial. We move on to a special class of one-relator products where results are proved using representation theory.

### 2.4 One relator product of cyclics

In the next chapter we will be studying one-relator product induced from generalised triangle groups. Hence it is important to recall what generalized triangle groups are. But first we describe the larger family of one-relator products of cyclics. These are groups of the form

$$
\begin{equation*}
G=\left\langle x_{1}, x_{2}, \ldots, x_{n} \mid x_{1}^{e_{1}}=x_{2}^{e_{2}}=\ldots=x_{n}^{e_{n}}=w\left(x_{1}, x_{2}, \ldots, x_{n}\right)=1\right\rangle, \tag{2.2}
\end{equation*}
$$

where $w=w\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is cyclically reduced and $e_{i}>1$ for each $i=1,2, \ldots, n$. In other words $G$ is a one-relator product in which each factor is finite cyclic. We shall only be interested in the case where $w$ is a proper power - say $w=R^{m}$ with $m>1$, so henceforth we assume that we are in this situation.

One-relator product of cyclics provides a natural generalization of discrete subgroups of $P S L_{2}(\mathbb{R})$, otherwise known as Fuchsian groups. A very important special case is when $n=2$, i.e.

$$
\begin{equation*}
G=\left\langle x_{1}, x_{2} \mid x_{1}^{e_{1}}=x_{1}^{e_{2}}=R\left(x_{1}, x_{2}\right)^{m}=1\right\rangle \tag{2.3}
\end{equation*}
$$

A group of the form 2.3 is called a generalised triangle group. When $R\left(x_{1}, x_{2}\right)=x_{1} x_{2}$ (up to permutation and inversion) we get the ordinary triangle group.

These groups have been much studied and a lot is known about them. For example Baumslag, Morgan and Shalen used a technique based on the idea of Ree and Mendelsohn [83] to prove the following.

Theorem 2.4.1. [4] A generalised triangle group admits an essential representation into $P S L_{2}(\mathbb{C})$.

Recall that the generalised triangle group in 2.3 is said to admit an essential representation $\rho: G \rightarrow H$ if in $H, \rho\left(x_{i}\right)$ has order $e_{i}$ and $\rho(R)$ has order $m$. So in particular, this shows that not only is the group non-trivial, the factor groups all embed. Theorem 2.4.1 was independently proved by Boyer [7] who produced an essential representation in $S U(2)$. A variant of Boyer's method was utilized by Howie [58] to prove the non-triviality of one-relator product with three cyclic factors. However much more was possible using representations in $P S L_{2}(\mathbb{C})$. Indeed many problems about generalised triangle groups tackled using this technique. One of such problems is the Rosenberger conjecture which states that generalised triangle groups either contains a non-abelian free group or a solvable subgroup of finite index. In other words, generalised triangle groups satisfy the Tits Alternative. So it makes sense to recap the basic idea.

Suppose $X_{1}$ and $X_{2}$ are matrices in $S L_{2}(\mathbb{C})$ with traces $\operatorname{Tr}\left(X_{1}\right)$ and $\operatorname{Tr}\left(X_{2}\right)$ respectively, and $W=W\left(X_{1}, X_{2}\right)$ is a word in $X_{1}$ and $X_{2}$. Then the trace $\operatorname{Tr}(W)$ of $W$ is a polynomial in the variables $\operatorname{Tr}\left(X_{1}\right), \operatorname{Tr}\left(X_{2}\right)$ and $\operatorname{Tr}\left(X_{1} X_{2}\right)$ (the trace of $X_{1} X_{2}$ ) [49]. Using this an essential representation of the generalised triangle group $G$ in 2.3 can be constructed.

It is known that an element $X \in P S L_{2}(\mathbb{C})$ has order $e>1$ if and only if $\operatorname{Tr}(X)=$ $2 \cos (k \pi / e)$ for some integer $k$ co-prime to $e$. Hence the images of $x_{1}$ and $x_{2}$ can be forced to have orders $e_{1}$ and $e_{2}$ by mapping them to matrices $X_{1}$ and $X_{2}$ with traces $2 \cos \left(\pi / e_{1}\right)$ and $2 \cos \left(\pi / e_{2}\right)$ respectively. Then the trace $\operatorname{Tr}(W)$ of $W$ (the image of $\left.R^{m}\left(x_{1}, x_{2}\right)\right)$ becomes a one-variable polynomial in $\operatorname{Tr}\left(X_{1} X_{2}\right)$ of degree $m \ell\left(R\left(x_{1}, x_{2}\right)\right)$. An essential representation of $G$ is obtained by choosing $\operatorname{Tr}\left(X_{1} X_{2}\right)$ to be the root of $\operatorname{Tr}(W)$.

A refinement of the technique of Baumslag, Morgan and Shalen shows that it is sufficient for the factor groups to have faithful representation in $P S L_{2}(\mathbb{C})$.

Theorem 2.4.2. [28] Let $A$ and $B$ be groups with faithful representations in $P S L_{2}(\mathbb{C})$, and suppose $R \in A * B$ is cyclically reduced with $\ell(R) \geq 2$. Then $G=(A * B) / N\left(R^{m}\right)$,
where $m>1$, has a representation $\rho: G \rightarrow P S L_{2}(\mathbb{C})$ such that $\rho$ is faithful on each factor and $\rho(R)$ has order $m$. In particular the Freiheitssatz holds for $G$

In chapter 4 we shall be proving various results similar to Theorem 2.4.2. Another result about generalised triangle groups which will be very useful in the analysis of the so-called clique-pictures is the following.

Theorem 2.4.3. [60](Spelling Theorem for generalised triangle groups) For a generalised triangle group $G=\left\langle x, y \mid x^{p}, y^{q}, W(x, y)^{r}\right\rangle$, where $W(x, y)=\prod_{i=1}^{k} x^{\alpha_{i}} y^{\beta_{i}}$, $\left(k>0,0<\alpha_{i}<p, 0<\beta_{i}<q\right)$. If $V(x, y)=\prod_{i=1}^{l} x^{\gamma_{i}} y^{\delta_{i}},\left(l>0,0<\gamma_{i}<p, 0<\right.$ $\left.\delta_{i}<q\right)$ is a trivial word in $G$, then $l \geq k r$.

Suppose we have two subgroups $G_{1}$ and $G_{2}$ of $G$, with the natural inclusion maps $G_{1} \rightarrow G$ and $G_{2} \rightarrow G$. We get a unique map $f: G_{1} * G_{2} \rightarrow G$. The Gersten-Stallings angle $\left(G ; G_{1}, G_{2}\right)[91]$ is defined to be:

1. 0 , if $f$ is injective, or
2. $\pi / n$, where $2 n$ is the minimal length of a non-trivial element in the kernel of $f$.

In general, it is not easy to calculate these angles. However, the Spelling Theorem gives a lower bound for generalised triangle groups.

Finally before we end this section, we mention the following result of Fine, Howie and Rosenberger [28] about one-relator product of cyclics.

Theorem 2.4.4. Let $G$ be as in 2.2. Then $G$ admits an essential representation $\rho: G \rightarrow P S L_{2}(\mathbb{C})$ such that $\rho$ restricted to any subgroup generated by any proper subset of $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ is faithful. In particular Freiheitssatz holds for $G$ and any proper subset of $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ generates the obvious free product.

### 2.5 Relative presentations

Let $H$ be a an arbitrary group, and $F$ a free group. A relative presentation is a one-relator product of the form

$$
\begin{equation*}
H=\frac{(G * F)}{N(w)} \tag{2.4}
\end{equation*}
$$

where $w$ is a word in $G * F$.
We will only discuss the case where $F$ is a free group of rank 1 with generator $t$.
Conjecture 2.5.1. (Kervaire) $H$ is non-trivial if $G$ is non-trivial.

This conjecture has been proved for a large class of groups, for example when $G$ is locally residually finite [32] or locally indicable [[8], [50], [89]]. It is still open in general (even in the case where $F$ is an arbitrary group) whether or not $H$ is trivial. We think of $w=1$ as an equation with coefficients in $G$ and variable $t$. We say that the equation $w=1$ has a solution in $G$ if the identity map on $G$ extends to a homomorphism from $H *\langle t\rangle$ to $G$ with $w$ in its kernel. We say that $w=1$ has a solution over $H$ if $H$ can be embedded in a group $\tilde{G}$ such that $w=1$ has a solution in $\tilde{G}$. This property is equivalent to the canonical map from $G$ to $H$ being injective.

Problem 2.5.2. (Adjunction) Under what conditions does $w=1$ have a solution over $G$.

In general it is not possible to find a solution to an arbitrary equation $w=1$ over an arbitrary group $G$. As in the case of Freiheitssatz, some sort of restriction has to be placed on the group, on the equation, or both. For example the equation $x t y t^{-1}=1$ has no solution in any group if $x$ and $y$ have co-prime orders. Also there is no chance if $w$ is an element of $G$. So a possible restriction on the equation is that the $w$ is non-singular, in other words the exponent sum of $w$ in $t$ is non-zero. Even with this restriction on the $w$, it is still a widely open problem whether a solution over $G$ always exists. There is a positive answer when $w$ is non-singular and $G$ is locally residually finite or locally indicable. Klyachko gave a positive answer in the case where $G$ is torsion-free and $w$ has exponent sum $\pm 1$ in $t$, thereby providing further evidence in favour of Conjecture 2.3.6. Levin [67] showed that a solution exists if $t$ occurs in $w$ only with positive exponents. Some other works show that the result holds when the sum of exponent sums of $t$ in $w$ is small [see [22], [52], [26]].

## Chapter 3

## One-relator product induced from generalised triangle group

### 3.1 Preamble

In this chapter we consider one-relator product of two non-trivial groups $G_{1}$ and $G_{2}$ of the form

$$
\begin{equation*}
G=\frac{\left(G_{1} * G_{2}\right)}{N\left(R^{n}\right)} \tag{3.1}
\end{equation*}
$$

where $R$ is contained in a subgroup $A * B$ of $G_{1} * G_{2}$ with $A$ and $B$ conjugate to cyclic subgroups of $G_{1}$ and/or $G_{2}$, and natural number $n \geq 2$. We can of course assume that $A$ is generated by some element $a$ and $B$ is generated by $U b U^{-1}$ for some word $U$ and letter $b$ in $G_{1} * G_{2}$. Hence $R$ is a word in the subgroup $\langle a\rangle *\left\langle U b U^{-1}\right\rangle$ of $G_{1} * G_{2}$ which we can assume to be cyclically reduced. As in [62], we also require in some cases the technical condition that $(a, b)$ be admissible: whenever both $a$ and $b$ belong to same factor, say $G_{1}$, then either the subgroup of $G_{1}$ generated by $\{a, b\}$ is cyclic or $\langle a\rangle \cap\langle b\rangle=1$.

If a one-relator product is in the form of $G$ described above, then we say $G$ is induced by a generalised triangle group. In such a case $G$ can be realised as a push-out of groups as shown in Figure 3.1,


Figure 3.1: Push-out diagram.
where $H$ is the corresponding generalised triangle group

$$
H=\left\langle x, y \mid x^{p}, y^{q}, R^{\prime}(x, y)^{n}\right\rangle
$$

such that $x \mapsto a, y \mapsto U b U^{-1}$ and $R^{\prime}(x, y) \mapsto R$.
One-relator product induced by a generalised triangle group crops up in different forms when proving results. One frequent place is in the analysis of zones (to be defined later) of size $\ell(W) / 2$ or $\ell(W)$, connecting vertices of same sign, when proving results about groups with one-relator presentation (with relator $W$ ) using pictures. Some of the references where such groups have cropped up include [[21], [44], [55], [56], and [57]]. However, the group only earned its name in [62], where a number of results were proved under the hypotheses that $n \geq 3$ and that the pair ( $a, b$ ) is admissible. Here we prove similar results under hypotheses that are in general weaker than those assumed in [62].

Hypothesis A. $n \geq 2, R$ has length at least 4 as a word in the free product $\langle a\rangle *\left\langle U b U^{-1}\right\rangle$, and the pair $(a, b)$ is admissible.

Hypothesis B. $n \geq 2$ and no letter of $R$ (as a word in $G_{1} * G_{2}$ ) has order 2 .
Under either of the above hypotheses, we prove the following.
Theorem 3.1.1. The natural maps $G_{1} \rightarrow G, G_{2} \rightarrow G$ and $\mathcal{H} \rightarrow G$ are all injective, where $\mathcal{H}$ is the quotient of $\langle a\rangle *\left\langle U b U^{-1}\right\rangle$ by $N\left(R^{n}\right)$.

Theorem 3.1.2. If the word problems are soluble for $\mathcal{H}, G_{1}$ and $G_{2}$, then it is soluble for $G$.

Theorem 3.1.3. If some cyclic permutation of $R^{n}$ has the form $W_{1} W_{2}$ with $0<$ $\ell\left(W_{1}\right), \ell\left(W_{2}\right)<\ell\left(R^{n}\right)$ as words in $G$, then $W_{1} \neq 1 \neq W_{2}$ as words in $G$. In particular $R$ has order $n$ in $G$.

The first part of Theorem 3.1.1 is a generalisation of Magnus' Freiheitssatz for onerelator groups [71]. There are many generalisations of the Freiheitssatz to one-relator products of a special nature. Theorem 3.1.3 is a version of a result of Weinbaum [95] for one-relator groups. All three of these results were proved in [62] under the hypotheses that $n \geq 3$ and that the pair $(a, b)$ is admissible.

The above theorems will be proven using pictures and clique-picture (see Section 3.4). Throughout this Chapter $\mathcal{W}$ denotes the set of non-trivial elements in $G_{1} \cup$ $G_{2} \cup\langle a\rangle *\left\langle U b U^{-1}\right\rangle$.

### 3.2 Periodicity

Definition 3.2.1. A word $w$ of length $n$ has a period $\gamma$ if $\gamma \leq n$ and $w_{i}=w_{i+\gamma}$ for all $i \leq n-\gamma$.

Example 3.2.2. Suppose that $w=x_{1} x_{2} x_{3} x_{1} x_{2}$ is a group $G$. Then $w$ has period 3 .
Definition 3.2.3. A word $w$ is said to be bordered by $u$ and $v$ if $u$ and $v$ are proper initial and terminal segments of $w$ respectively. Furthermore we say that $w$ is bordered by $u$ if $u \equiv v$.

Remark 3.2.4. It follows immediately that a $w$ bordered by $u$ has period $\gamma=\ell(w)-$ $\ell(u)$.

Theorem 3.2.5. [29] Let $w$ be a word having periods $\gamma$ and $\rho$ with $\rho \leq \gamma$. If $\ell(w) \geq \gamma+\rho-\operatorname{gcd}(\gamma, \rho)$, then $w$ has period $\operatorname{gcd}(\gamma, \rho)$.

Even though Theorem 3.2.5 was originally due to Fine and Wilf, there has been other proofs. In particular we shall include a proof as given in [[55] Proposition 1]. We find this version useful as many of the arguments presented later not only uses this result, but are constructed in a similar way.

Proof of Theorem 3.2.5. Let $\gamma=s \nu$ and $\rho=t \nu$ where $\nu=\operatorname{gcd}(\gamma, \rho)$. If $\nu \in\{\gamma, \rho\}$, then there is nothing to show. Hence we assume without loss of generality that $s>t>1$.

Let $V$ denote the initial segment of $w$ of length $\gamma$. We express $V$ as

$$
\begin{equation*}
V=V_{1} V_{2} \ldots V_{s} \tag{3.2}
\end{equation*}
$$

with each $V_{i}$ of length $\nu$. Hence to show that $w$ has period $\nu$, it suffices to show that

$$
\begin{equation*}
V_{1}=V_{2}=\ldots=V_{s} . \tag{3.3}
\end{equation*}
$$

By hypothesis, $w$ has an initial segment of the form

$$
\begin{equation*}
V_{1} V_{2} \ldots V_{s} V_{1} V_{2} \ldots V_{t-1} \tag{3.4}
\end{equation*}
$$

By period $\rho=t \nu$ of $w$, we have that $V_{i}=V_{i+t}$ for $1 \leq i \leq s-1$ (all indices modulo $s)$. This gives $s-1$ equations which involves each $V_{i}$ for $i=1,2, \ldots, s$. For suppose that $i \equiv i+m t$ modulo $s$ for $0<m<s$, then $m \equiv 0$ modulo $s$ (since $s$ and $t$ are co-prime). But this implies that $m=0$, which is impossible.

Corollary 3.2.6. Let $w$ be a word having initial segment $w_{1}$ with period $\gamma$ and terminal segment $w_{2}$ with period $\rho$. If $w_{1}$ and $w_{2}$ intersect in a segment $u$ with $\ell(u) \geq \gamma+\rho-\operatorname{gcd}(\gamma, \rho)$, then $w$ has period $\operatorname{gcd}(\gamma, \rho)$.

Lemma 3.2.7. Suppose that $W$ is a word in the free monoid $S^{*}$ equipped with an involution, $s \mapsto s^{-1}$, possibly with fixed points.
Suppose that $W$ is a word in $S^{*}$ the form

$$
W=x_{1} V_{1} y_{1} V_{1}^{-1}=z_{0} z_{1} \cdots z_{2 k-1}
$$

for some letters $x_{1}, y_{1}$ and some word $V_{1}$, where $\ell(W)=2 k$. Suppose also that $W$ has a cyclic permutation of the form

$$
z_{j} z_{j+1} \cdots z_{2 k-1} z_{0} \cdots z_{j-1}=x_{2} V_{2} y_{2} V_{2}^{-1}
$$

for some letters $x_{2}, y_{2}$ and some word $V_{2}$, where $j \not \equiv 0$ modulo $k$. Then one of the following holds:

1. $\left\{x_{1}, y_{1}\right\}=\left\{x_{2}, y_{2}\right\}$ and

$$
\begin{equation*}
W \equiv \prod_{j=1}^{s}\left[x_{1}^{\alpha(j)} V_{3} y_{1}^{\beta(j)} V_{3}^{-1}\right] \tag{3.5}
\end{equation*}
$$

for some odd integer $s>1$ and some word $V_{3}$, with $\alpha(j), \beta(j)= \pm 1$ for each $j$.
2. $y_{i}=x_{i}^{-1}$ for $i=1,2$, and

$$
\begin{equation*}
W \equiv \prod_{j=1}^{s}\left[x_{1}^{\alpha(j)} V_{3} x_{2}^{\beta(j)} V_{3}^{-1}\right] \tag{3.6}
\end{equation*}
$$

for some even integer $s>0$ and some word $V_{3}$, with $\alpha(j), \beta(j)= \pm 1$ for each $j$.

Proof. In what follows all subscripts are counted modulo $2 k$. By hypothesis we have $x_{1} V_{1} y_{1} V_{1}^{-1}=z_{0} z_{1} \cdots z_{2 k-1}$ and so $z_{i}=z_{2 k-i}^{-1}$ unless $i \equiv 0$ modulo $k$. Similarly $z_{i}=z_{2 j-i}^{-1}$ unless $i \equiv j$ modulo $k$.
Let $V_{3}=z_{1} z_{2} \cdots z_{m-1}$ where $m=\operatorname{gcd}(j, k)$. For $i \not \equiv 0$ modulo $m$, we have $z_{i}=$ $z_{2 j-i}^{-1}=z_{i-2 j}$ and also $z_{i}=z_{i+2 k}$, and so $z_{i}=z_{i+2 m}$. It follows that

$$
\begin{equation*}
x_{1} V_{1} y_{1} V_{1}^{-1}=\prod_{t=1}^{s}\left[\xi_{t} V_{3} \eta_{t} V_{3}^{-1}\right] \tag{3.7}
\end{equation*}
$$

for some letters $\xi_{t}, \eta_{t}$, where $s=k / m$. By hypothesis $j \not \equiv 0$ modulo $k$, and so $s>1$. Suppose first that $s$ is odd. Replacing $j$ by $k+j$ if necessary, we may assume that
$j / m$ is also odd. This gives a chain of equalities

$$
\begin{equation*}
z_{0}=z_{2 j}^{-1}=z_{2 k-2 j}=\ldots, \tag{3.8}
\end{equation*}
$$

which continues until it reaches $z_{d}^{ \pm 1}$ for some subscript $d \in\{j, k, j+k\}$. Since the equalities link letters with subscripts of the same parity, we must have $d=j+k$. Moreover, every $z_{e}$ with $e \equiv 0$ modulo $2 m$ appears in the chain. There are precisely $s$ such letters, so an even number of equalities, and hence $\xi_{1}=x_{1}=z_{0}=z_{j+k}=y_{2}$ and $\xi_{t}=x_{1}^{ \pm 1}=y_{2}^{ \pm 1}$ for each $t$. By a similar argument $\eta_{t}=y_{1}^{ \pm 1}=x_{2}^{ \pm 1}$ for each $t$.

Now suppose that $s$ is even. Then $j / m$ is odd. Arguing as above, we have a chain of $s-1$ equalities

$$
\begin{equation*}
z_{0}=z_{2 j}^{-1}=\ldots, \tag{3.9}
\end{equation*}
$$

which must end with $z_{k}^{-1}$, and a similar chain of equalities equating $z_{j}$ with $z_{j+k}^{-1}$. Hence in this case $\xi_{t}=x_{1}^{ \pm 1}=y_{1}^{\mp 1}$ for each $t$, and $\eta_{t}=x_{2}^{ \pm 1}=y_{2}^{\mp 1}$ for each $t$.

### 3.3 Generalised triangle group description and refinements

Let $R$ be a cyclically reduced word of length at least 2 in the free product $G_{1} * G_{2}$. As mentioned in the introduction, we are interested in the case where $R$ is contained in the subgroup $A * B$, where $A$ and $B$ are cyclic subgroups of conjugates of $G_{1}$ or $G_{2}$. Let $N\left(R^{n}\right)$ denote the normal closure of $R^{n}$ in $G_{1} * G_{2}$ with $n \geq 2$. Then the group of interest is the following:

$$
G=\frac{\left(G_{1} * G_{2}\right)}{N\left(R^{n}\right)}
$$

If $S$ and $T$ are the generators of $A$ and $B$ respectively, then we can construct a generalised triangle group $H=\left\langle x, y \mid x^{p}, y^{q}, R^{\prime}(x, y)^{n}\right\rangle$, such that $x \mapsto S, y \mapsto T$ and $R^{\prime}(x, y) \mapsto R^{\prime}(S, T)$ (freely equal to $R$ in $G_{1} * G_{2}$ ). The group $G$ can then be realised the push-out in Figure 3.1. We will call the set $\{S, T\}$ or Figure 3.1 the choice of generalised triangle group description for $G$

The subgroup $A * B$ of $G_{1} * G_{2}$ may not be unique amongst all two-generator subgroups containing $R$. If $A^{\prime} * B^{\prime}$ is another two-generator subgroup of $G_{1} * G_{2}$ with suitable generating set $\left\{S^{\prime}, T^{\prime}\right\}$ and $A * B \subseteq A^{\prime} * B^{\prime}$, then we can write $S, T$ and $R^{\prime}(S, T)$ as words in this new generating set. In general we have that

$$
\begin{equation*}
\ell\left(S^{\prime}\right)+\ell\left(T^{\prime}\right) \leq \ell(S)+\ell(T) \tag{3.10}
\end{equation*}
$$

and $\ell\left(R^{\prime}\right) \leq \ell\left(R^{\prime \prime}\right)$ where $R \equiv R^{\prime}(S, T) \equiv R^{\prime \prime}\left(S^{\prime}, T^{\prime}\right)$. If any of the two inequalities is strict, we say that the generalised triangle group description given by $R^{\prime \prime}$ is a refinement of the one given by $R^{\prime}$.

Let $p^{\prime}$ and $q^{\prime}$ be the orders of $S^{\prime}$ and $T^{\prime}$ respectively. Then we have that the group $H^{\prime}=\left\langle x^{\prime}, y^{\prime} \mid x^{p^{\prime}}, y^{q^{\prime}}, R^{\prime \prime}(x, y)^{n}\right\rangle$ and the refinement gives a commutative diagram as in Figure 3.2, in which both squares are push-outs.


Figure 3.2: Double push-out diagram.

A generalised triangle group description for $G$ is said to be maximal if no refinement is possible. In other words, $A * B$ is maximal (with respect to inclusion) amongst all two-generator subgroups of $G_{1} * G_{2}$ containing $R$. It follows from Equation 3.10 that maximal refinements always exist (but are not necessarily unique). From now on we will assume that we are working with maximal refinements.

We next note a useful consequence in this context of Lemma 3.2.7.
Lemma 3.3.1. Suppose that, in the above, the generators $S$ and $T$ of $A$ and $B$ respectively have the forms $S=a, T=U b U^{-1}$ for some letters $a, b$ and some word $U$. Suppose that $(a, b)$ is an admissible pair. If there are integers $\alpha, \beta, \gamma, \delta$ such that $a^{\alpha} U b^{\beta} U^{-1}$ and $a^{\gamma} U b^{\delta} U^{-1}$ are proper cyclic conjugates in $G_{1} * G_{2}$, then a refinement is possible.

Proof. We may apply Lemma 3.2.7 to $a^{\alpha} U b^{\beta} U^{-1}$ and $a^{\gamma} U b^{\delta} U^{-1}$ except in the situation where $a^{\alpha} U b^{\beta} U^{-1} \equiv b^{\delta} U^{-1} a^{\gamma} U$. Let us first consider this exceptional situation. Then in particular $U \equiv U^{-1}$ and so $U$ has the form $V x V^{-1}$ for some word $V$ and some letter $x$ of order 2. But we also have $a^{\alpha}=b^{\delta}$, and so by definition of admissibility $a, b$ have a common root $c$ say. But then $A * B$ is a proper subgroup of $C * D$, where $C$ and $D$ are the cyclic subgroups of $G_{1} * G_{2}$ generated by $c, V x V^{-1}$ respectively. This is a refinement, as required.

Hence we are in a situation where we can apply Lemma 3.2.7 with $x_{1}=a^{\alpha}, y_{1}=b^{\beta}$, $x_{2}=a^{\gamma}, y_{2}=b^{\delta}$, and $V_{1}=V_{2}=U$. There are two possibilities to consider depending on the parity of $s$.

If $s$ is odd in the conclusion of Lemma 3.2.7. In this case, $A * B$ is a proper subgroup of $A * B^{\prime}$, where $B^{\prime}$ is the cyclic subgroup generated by $V_{3} b V_{3}^{-1}$, so again we have a refinement.

Otherwise if $s$ is even in Lemma 3.2.7. Then $a^{\alpha}=b^{-\beta}$, so by admissibility $a, b$ have a common root $c$. Then $A * B$ is a proper subgroup of $C * D$, where $C$ and $D$ are the cyclic subgroups generated by $c$ and $V_{3} c V_{3}^{-1}$ respectively. As before this gives a refinement.

### 3.4 Clique-pictures

Clique-pictures appeared in [62] and are modelled on generalised triangle groups. For the rest of this Thesis,

$$
G=\frac{\left(G_{1} * G_{2}\right)}{N\left(R^{n}\right)}
$$

is a one-relator product induced by the generalised triangle group

$$
H=\left\langle x, y \mid x^{p}, y^{q}, R^{\prime}(x, y)^{n}\right\rangle
$$

In other words $R$ is a word in $\left\{a, U b U^{-1}\right\}$ for some word $U \in G_{1} * G_{2}$ and letters $a$ and $b$ in $G_{1} \cup G_{2}$ with orders $p$ and $q$ respectively.

If $u$ and $v$ are two vertices in a picture over $G$ that are joined by an arc $e$, then we may use the endpoints of $e$ as the starting points for reading the labels $L_{u}$ and $L_{v}$ of $u$ and $v$ respectively. In each case the label is a cyclic permutation of $R^{\prime}\left(a, U b U^{-1}\right)^{ \pm n}$. We may assume, without loss of generality, that the word $R^{\prime}(x, y)$ begins with the letter $x$. Choose a cyclic permutation $R^{*}(x, y)$ of $R^{\prime}(x, y)^{-1}$ that also starts with $x^{ \pm 1}$.

Each of $L_{u}$ and $L_{v}^{-1}$ is a cyclic conjugate of $R^{\prime}\left(a, U b U^{-1}\right)^{n}$ or $R^{*}\left(a, U b U^{-1}\right)^{n}$, say $L_{u}=Y Z$, where $Z Y=R^{\prime}\left(a, U b U^{-1}\right)^{n}$ or $Z Y=R^{*}\left(a, U b U^{-1}\right)^{n}$ and $L_{v}^{-1}=Y^{\prime} Z^{\prime}$, where $Z^{\prime} Y^{\prime}=R^{\prime}\left(a, U b U^{-1}\right)^{n}$ or $Z^{\prime} Y^{\prime}=R^{*}\left(a, U b U^{-1}\right)^{n}$.

We $u$ and $v$ equivalent written $u \sim v$, if and only if $\ell\left(Y^{\prime}\right) \equiv \ell(Y)$ modulo $l=$ $\ell\left(a U b U^{-1}\right)$. It follows immediately from Lemma 3.3.1 that $\ell\left(Y^{\prime}\right)$ and $\ell(Y)$ are unique modulo $l$, and so the relation $\sim$ is well-defined. The point of the relation $\sim$ is that, when $u \sim v$, then the 2-vertex sub-picture consisting of $u$ and $v$, joined by $e$ and any arcs parallel (see Remark 3.4.4 for definition) to $e$, has boundary label a word in $\left\{a, U b U^{-1}\right\}$, after cyclic reduction and cyclic permutation. Indeed, the cyclic reduction of the label can be achieved by performing bridge moves to make the number of edges parallel to $e$ be a multiple of $l / 2$ (see Figures [3.3, 3.4, 3.5]). Now
let $\approx$ denote the transitive, reflexive closure of $\sim$. Then $\approx$ is an equivalence relation on vertices. After a sequence of bridge moves, we may assume that arcs joining equivalent vertices do so in parallel classes each containing a multiple of $l / 2 \operatorname{arcs}$ (see Figures [3.6, 3.14]).

As an illustration, suppose $U=u_{1} u_{2} \ldots u_{l / 2-1}$ and $u$ and $v$ are vertices of a picture with labels

$$
\begin{equation*}
\operatorname{label}(u)=\prod_{i=1}^{k} a^{\alpha_{i}} U b^{\beta_{i}} U^{-1} \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{label}(v)=\prod_{j=1}^{k} a^{\gamma_{j}} U b^{\delta_{j}} U^{-1} \tag{3.12}
\end{equation*}
$$

respectively. Suppose also that $u$ and $v$ are as shown in Figure 3.3 below.


Figure 3.3: Diagram showing an example of $u \sim v$.

Then by definition $u \sim v$. After doing bridge-moves $u$ and $v$ are joined by $l / 2$ parallel class of arcs as shown in Figure 3.4.



Figure 3.4: Diagram showing $u$ and $v$ joined by $l / 2$ arcs after doing bridge-moves to Figure 3.3.

Note that this $l / 2$ parallel class of arcs is special in the sense that the label on $u$ contained in it is $U$ and that of $v$ is $U^{-1}$. We replace such class by a shaded rectangle as shown in Figure 3.5.



Figure 3.5: Diagram showing the $l / 2$-zone in Figure 3.4 replaced by a single shaded rectangle.

Similarly if $u$ and $v$ are two equivalent vertices joined by a multiple of $l / 2$ parallel class (possibly after doing bridge-moves) as shown in Figure 3.6, we replace such class by a shaded rectangle as shown in Figure 3.14.


Figure 3.6: Diagram showing two vertices $u \sim v$ joined by $l$-zone.


Figure 3.7: Diagram showing the $l$-zone in Figure 3.6 replaced by a single shaded rectangle.

Definition 3.4.1. A clique is a sub-picture consisting of any $\approx$-equivalence class of vertices, together with all arcs between vertices in that $\approx$-class (assumed to occur in parallel classes of multiples of $l / 2 \mathrm{arcs}$ ), and all regions that are enclosed entirely by such arcs.

In other words vertices that can be joined by shaded rectangles make up the vertices in a single clique.

Definition 3.4.2. A clique is said to be simply-connected if these collection of shaded rectangles in it forms a tree or a simple closed curve (i.e. a curve with no self-intersections).


Figure 3.8: Diagram showing a simply-connected clique consisting of only two vertices and how the two vertices are combined to form one single vertex.

The point here is that vertices in a simply-connected clique can be combined along the shaded rectangle (see Figure 3.8) to form a single vertex, which we shall also call a clique. Note that we can have cliques which are not simply-connected. For example a clique containing the vertices $v_{1}, v_{2}, \ldots, v_{5}$ as shown in Figure 3.9 below is not simply-connected.


Figure 3.9: Diagram showing a non-simply connected clique.

This leads us to the notion of Clique-picture
Definition 3.4.3. Let $G$ be a one-relator product induced from a generalised triangle group as above, and let $P$ be a picture on a surface $\Sigma$, such that every clique of $P$ is simply-connected. Then the clique-quotient of $P$ is the picture formed from $P$ by contracting each clique to a point, and regarding it as a vertex. A clique-picture $\mathbf{P}$ over $G$ is the clique-quotient of some (reduced) picture over $G$. The label of a vertex in a clique-picture is called a clique-label.

The process of joining two vertices of $P$ or two cliques of $\mathbf{P}$ to form a single clique is called amalgamation. (Here we also include the possibility of amalgamating a clique with itself. By this we mean adding arcs from $v$ to $v$ and/or regions to an existing clique $v$, which could alter some properties of the clique such as simple-connectivity.) If it is possible to amalgamate two cliques in $\mathbf{P}$ (possibly after doing bridge-moves), we say that $\mathbf{P}$ is not reduced, and reduced otherwise. A picture whose vertices are cliques is said to be $\mathcal{W}$-minimal if it is non-empty and has the minimum number of cliques amongst all pictures over $G$ with boundary label in the set $\mathcal{W}$.

Remark 3.4.4. Let $\Gamma$ be $P$ or $\mathbf{P}$. Two arcs of $\Gamma$ are said to be parallel if they are the only two arcs in the boundary of some simply-connected region $\triangle$ of $\Gamma$. We will also use the term parallel to denote the equivalence relation generated by this relation, and refer to any of the corresponding equivalence classes as a class of $\omega$ parallel arcs or $\omega$-zone (see Figure 3.10).


Figure 3.10: Diagram showing vertices $v_{1}$ and $v_{5}$ joined by a 2 -zone and vertices $v_{2}$ and $v_{5}$ joined by a 3 -zone.

Given a $\omega$-zone joining vertices $u$ and $v$ of $\Gamma$, consider the $\omega-1$ two-sided regions separating these arcs. Each such region has a corner label $x_{u}$ at $u$ and a corner label $x_{v}$ at $v$, and the picture axioms imply that $x_{u} x_{v}=1$ in $G_{1}$ or $G_{2}$. The $\omega-1$ corner labels at $v$ spell a cyclic subword $s$ of length $\omega-1$ of the label of $v$. Similarly the corner labels at $u$ spell out a cyclic subword $t$ of length $\omega-1$. Moreover, $s=t^{-1}$. If we assume that $\Gamma$ is reduced, then $u$ and $v$ do not cancel. Hence the
cyclic permutations of the labels at $v$ and $u$ of which $s$ and $t$ are initial segments respectively are not equal. Hence $t$ and $s$ are pieces.

As in graphs, the degree of a vertex in $\Gamma$ is the number of zones incident on it. For a region, the degree is the number corners it has. We say that a vertex $v$ of $\Gamma$ satisfies the local $C(m)$ condition if it is joined to at least $m$ zones. We say that $\Gamma$ satisfies $C(m)$ if every interior vertex satisfies local $C(m)$.

### 3.5 Clique-labels and virtual periodicity

In this section we obtain some preliminary results about clique-pictures. One advantage clique-pictures has over ordinary pictures is that some cyclic permutation of the inverse of any clique-label can also be interpreted as a clique-label. Thus we may regard any clique as having either possible orientation, as convenient. We make the convention that all our cliques have the same (positive or clockwise) orientation. Throughout this Chapter we shall assume that our clique-picture is $\mathcal{W}$-minimal. Note that up to cyclic permutation the clique-label of a clique $u$ has the form

$$
\begin{equation*}
\operatorname{label}(u)=\prod_{i=1}^{k} a^{\alpha_{i}} U b^{\beta_{i}} U^{-1} \tag{3.13}
\end{equation*}
$$

for $0<\alpha_{i}<p$ and $0<\beta_{i}<q$. Denote our clique-picture by $\Gamma$ and let $v$ be a clique of $\Gamma$. Take a cyclic permutation $c(k)$ of the label of $v$ of the form (3.13) and express it as

$$
\begin{equation*}
c(k)=z_{0} z_{1} \cdots z_{k l-1} \tag{3.14}
\end{equation*}
$$

where $l=\ell\left(a^{\alpha_{i}} U b^{\beta_{i}} U^{-1}\right)$.
We call a letter $z_{j}$ of a clique-label

$$
\begin{equation*}
\operatorname{label}(u)=\prod_{i=1}^{k} a^{\alpha_{i}} U b^{\beta_{i}} U^{-1}=z_{0} z_{1} \cdots z_{k l-1} \tag{3.15}
\end{equation*}
$$

special if $j \equiv 0$ modulo $l / 2$. Note that every special letter is equal to a power of $a$ or of $b$.

Let $\Omega:=\left(G_{1} \cup G_{2}\right) \backslash\{1\}$. Define $\sim$ to be the smallest equivalence relation on $\Omega$ with the property that $a^{\alpha} \sim a$ for all $\alpha$ such that $a^{\alpha} \neq 1$ and $b^{\beta} \sim b$ for all $\beta$ such that $b^{\beta} \neq 1$. Note that the natural involution $x \mapsto x^{-1}$ on $\Omega$ descends to an involution on $\Omega / \sim$, under which the $\sim$-classes of $a$ and $b$ are fixed points.

We will sometimes work in the free monoid $(\Omega / \sim)^{*}$. In particular clique-labels are periodic in $(\Omega / \sim)^{*}$ with period $l$.

Let $v$ be a clique of degree $k$. This means that there are $k$ zones incident at $v$, say $\mathrm{Z}_{1}, \mathrm{Z}_{2}, \ldots, \mathrm{Z}_{k}$ labelled consecutively in clockwise order around $v$ as shown in Figure 3.11.


Figure 3.11: Diagram showing a vertex $v$ of degree five.

Recall that each zone $Z_{i}$ is a class of parallel arcs. The number of arcs in $Z_{i}$ is denoted by $\omega_{i}$. If $\mathrm{Z}_{i}$ connects cliques $u$ and $v$ (possibly $u=v$ ), then $\mathrm{Z}_{i}$ determines cyclic subwords $s_{i}$ and $t_{i}$ of length $\omega_{i}-1$ of the clique-labels of $u$ and $v$ respectively, such that $s_{i} \equiv t_{i}^{-1}$ in $G_{1} * G_{2}$

Definition 3.5.1. A zone $Z_{i}$ is said to be large if $\omega_{i}>l / 2$ and small otherwise.

We will use the following generalisation of the concept of periodic word, as applied to cyclic subwords of

$$
\begin{equation*}
\operatorname{label}(v)=z_{0} z_{1} \cdots z_{n l-1}=\prod_{k=1}^{n}\left[a^{\alpha(k)} U b^{\beta(k)} U^{-1}\right] . \tag{3.16}
\end{equation*}
$$

Definition 3.5.2. We say that a cyclic subword $W=z_{j} \cdots z_{k}$ (subscripts modulo $n l)$ of $\operatorname{label}(v)$ is virtually periodic with virtual period $\mu$ if, for each $i \in\{j, j+$ $1, \ldots, k-\mu\}$, one of the following happens:

1. $z_{i}=z_{i+\mu}$;
2. a special letter $z_{d}=a^{\psi}$ belongs to $W$, for some $d \equiv 0$ modulo $l, i \equiv d$ modulo $\mu$, and each of $z_{i}, z_{i+\mu}$ is equal to a power of $a$;
3. a special letter $z_{d}=b^{\psi}$ belongs to $W$, for some $d \equiv l / 2$ modulo $l, i \equiv d$ modulo $\mu$, and each of $z_{i}, z_{i+\mu}$ is equal to a power of $b$;
4. $a$ and $b$ have a common root $c$ in $G_{1}$ or $G_{2}$, a special letter $z_{d}=c^{\psi}$ belongs to $W$, for some $d \equiv 0$ modulo $l / 2, i \equiv d$ modulo $\mu$, and each of $z_{i}, z_{i+\mu}$ is equal to a power of $c$.

Recall that the pair $(a, b)$ is assumed to be admissible. If $a$ and $b$ have a common power in $G_{1}$ and $G_{2}$, then they have a common root, and in that case the second and third possibilities in the above definition are subsumed in the fourth. Otherwise the fourth possibility cannot occur.
By definition, the clique-label label $(v)$ itself is virtually periodic of virtual period $l$. Other examples of virtually periodic words arise from zones incident at $v$.

Lemma 3.5.3. Suppose that $Z_{i}$ is a zone incident at $v$. Then there is a positive integer $\mu \leq l / 2$ and a cyclic subword $s_{i}^{+}$of label $(v)$ of length $\omega_{i}+\mu-1$ and virtual period $\mu$, such that $s_{i}$ is either an initial or a terminal segment of $s_{i}^{+}$.

Proof. Let $s_{i}$ be the cyclic subword $z_{j} z_{j+1} \cdots z_{k}$ of

$$
\begin{equation*}
\operatorname{label}(v)=z_{0} z_{1} \cdots z_{n l-1}=\prod_{k=1}^{n}\left[a^{\alpha(k)} U b^{\beta(k)} U^{-1}\right] . \tag{3.17}
\end{equation*}
$$

The zone $Z_{i}$ links $v$ to an adjacent clique $u$ and identifies $s_{i}$ with $t_{i}^{-1}$ for some cyclic subword $t_{i}$ of label $(u)$. Thus $t_{i}^{-1}$ is a cyclic subword of label $(u)^{-1}$. Write $t_{i}^{-1}=y_{j^{\prime}} y_{j^{\prime}+1} \cdots y_{k^{\prime}}$ where

$$
\begin{equation*}
\operatorname{label}(u)^{-1}=y_{0} y_{1} \cdots y_{m l-1}=\prod_{k=1}^{m}\left[a^{\gamma(k)} U b^{\delta(k)} U^{-1}\right] . \tag{3.18}
\end{equation*}
$$

Since $s_{i} \equiv t_{i}^{-1}$, then in particular $k^{\prime}-j^{\prime} \equiv \ell\left(t_{i}\right)-1=\ell\left(s_{i}\right)-1 \equiv k-j$ modulo $l$. If $j \equiv j^{\prime}$ modulo $l$, then we may amalgamate the cliques $u$ and $v$, contrary to hypothesis. Hence there are integers $q$ and $\mu_{i}$ such that $0 \leq q \leq m, 0<\mu_{i} \leq l / 2$ such that $j^{\prime}=j+q l \pm \mu_{i}$. Define

$$
s_{i}^{+}=\left\{\begin{array}{lll}
z_{j-\mu_{i}} \cdots z_{k} & \text { if } & j^{\prime}=j+q l-\mu_{i} \\
z_{j} \cdots z_{k+\mu_{i}} & \text { if } & j^{\prime}=j+q l+\mu_{i}
\end{array}\right.
$$

In the first case, $s_{i}$ is a terminal segment of $s_{i}^{+}$, while the initial segment of the same length agrees with $t_{i}^{-1} \equiv s_{i}$, except possibly at special letters $z_{d}(d \equiv 0$ modulo $l / 2)$ which may be a different power of $a$ (or of $b$ ) than the corresponding letter of $s_{i}$. It follows that $s_{i}^{+}$is virtually periodic of virtual period $\mu_{i}$, as claimed.
The second case is entirely analogous, except that $s_{i}$ is an initial rather than a terminal segment of $s_{i}^{+}$.

We need to analyse the interaction of virtually periodic subwords of label $(v)$ obtained by applying Lemma 3.5.3 to two adjacent large zones at $v$. To do this we will use the following analogue of Corollary 3.2.6.

Lemma 3.5.4. Suppose that the cyclic subword $W=z_{j} \cdots z_{k}$ (subscripts modulo $n l)$ of

$$
\begin{equation*}
\operatorname{label}(v)=z_{0} z_{1} \cdots z_{n l-1}=\prod_{k=1}^{n}\left[a^{\alpha(k)} U b^{\beta(k)} U^{-1}\right] . \tag{3.19}
\end{equation*}
$$

is the union of a virtually periodic segment $W_{1}$ of virtual period $\mu$ and a virtually periodic segment $W_{2}$ of virtual period $\nu$. Let $\gamma=\operatorname{gcd}(\mu, \nu)$. If the intersection of these segments has length at least $\mu+\nu-\gamma$, then $W$ is virtually periodic of virtual period $\gamma$.

Proof. Let $i, m$ be such that $z_{i}$ and $z_{i+m \gamma}$ are letters of $W$. Then we claim there is a finite chain of subscripts $i(0), i(1), \ldots, i(N)$ with $i(0)=i$ and $i(N)=i+m \gamma$ such that, for each $t$ either

$$
\begin{equation*}
|i(t)-i(t+1)|=\mu \tag{3.20}
\end{equation*}
$$

and $z_{i(t)}$ and $z_{i(t+1)}$ are letters of $W_{1}$, or

$$
\begin{equation*}
|i(t)-i(t+1)|=\nu \tag{3.21}
\end{equation*}
$$

and $z_{i(t)}$ and $z_{i(t+1)}$ are letters of $W_{2}$.
Certainly each letter in $W_{1}$ (respectively $W_{2}$ ) is linked to some letter in $W_{0}$ := $W_{1} \cap W_{2}$ by such a chain, since $\ell\left(W_{0}\right) \geq \max (\mu, \nu)$, so it suffices to prove the claim when $z_{i}, z_{i+m \gamma}$ are letters of $W_{0}$. Write $m \gamma=\alpha \mu+\beta \nu$ where $\alpha, \beta \in \mathbb{Z}$, and argue by induction on $|\alpha|+|\beta|$. Without loss of generality, assume that $\alpha>0$. If $z_{i+\mu}$ is a letter of $W_{0}$, then the result follows by applying the inductive hypothesis to $z_{i+\mu}, z_{i+m \gamma}$. Otherwise, $\beta<0$ and $z_{i-\nu}$ is a letter of $W_{0}$, so we may apply the inductive hypothesis to $z_{i-\nu}, z_{i+m \gamma}$. This proves the claim.

Now we take $m=1$ in the above, and prove that at least one of the alternative conditions for virtual periodicity holds.
If $z_{i(t)}=z_{i(t+1)}$ for all $n$ then $z_{i}=z_{i+\gamma}$. Suppose next that $z_{i(t)} \neq z_{i(t+1)}$ for at least one value of $t$, and $a, b$ have a common root $c$. Then there is a special letter $z_{d}$ in $W, i \equiv i(t) \equiv d$ modulo $\mu$ or modulo $\nu$ (and hence in either case modulo $\gamma$ ). Moreover for each $t$ either $z_{i(t)}=z_{i(t+1)}$ or each of $z_{i(t)}, z_{i(t+1)}$ is a power of $c$. Since $z_{i(t)} \neq z_{i(t+1)}$ for at least one value of $t$, it follows that each $z_{i(t)}$ is a power of $c$. In particular $z_{i}$ and $z_{i+\gamma}$ are both powers of $c$.
Finally, suppose that $z_{i(t)} \neq z_{i(t+1)}$ for at least one value of $t$, and $a, b$ have no common root. By admissibility, $a, b$ also have no common non-trivial power. As above, $W$ contains a special letter $z_{d}=a^{\psi}$ or $z_{d}=b^{\psi}$, and $i \equiv d$ modulo $\gamma$. Consider the least $t$ for which $z_{i(t)} \neq z_{i(t+1)}$. Then either $z_{i(t)}$ and $z_{i(t+1)}$ are both powers of $a$ or both powers of $b$. Assume the former. Then $z_{i}=z_{i(0)}=z_{i(1)}=\cdots=z_{i(t)}$ are also
powers of $a$. We claim that $z_{i(t+1)}, \ldots z_{i(N)}=z_{i+\gamma}$ are also powers of $a$, which will complete the proof. Suppose by way of contradiction that this is not true. Then there is an $m$ for which $z_{i(m)}$ is a power of $a$ and $z_{i(m+1)}$ is not a power of $a$. By the definition of virtual periodicity, it follows that both $z_{i(m)}$ and $z_{i(m+1)}$ must be powers of $b$. But then $z_{i(m)}$ is simultaneously a power of $a$ and of $b$, contrary to the admissibility hypothesis.

Corollary 3.5.5. If a clique-label has virtual period $\mu<l$, then a refinement is possible.

Proof. By Lemma 3.5.4 the clique-label

$$
\begin{equation*}
\operatorname{label}(v)=\prod_{j=1}^{n}\left[a^{\alpha(j)} U b^{\beta(j)} U^{-1}\right] \tag{3.22}
\end{equation*}
$$

has virtual period $\operatorname{gcd}(\mu, l) \mid l$, so without loss of generality $\mu \mid l$. Let $V=z_{1} \cdots z_{\mu / 2}$ and let $s=l / \mu$. Then by definition of virtual periodicity and by the admissibility hypothesis one of the following is true:

1. $s$ is odd and

$$
\begin{equation*}
\operatorname{label}(v)=\prod_{j=1}^{s n}\left[a^{\gamma(j)} V b^{\delta(j)} V^{-1}\right], \tag{3.23}
\end{equation*}
$$

for some $\gamma(j), \delta(j)$.
2. $s$ is even, $a, b$ have a common root $c$, and

$$
\begin{equation*}
\operatorname{label}(v)=\prod_{j=1}^{s n}\left[c^{\gamma(j)} V x V^{-1}\right], \tag{3.24}
\end{equation*}
$$

for some letter $x$ of order 2 and some $\gamma(j)$.
In either case, we have a refinement.

Corollary 3.5.6. Suppose that $v$ is a clique in a $\mathcal{W}$-minimal clique-picture over $G$ satisfying Hypothesis A. Suppose also that the generalised triangle group description of $G$ has no refinement. Then the length of any zone incident at $v$ is strictly less than $l$.

Proof. The $i$ 'th zone $\mathrm{Z}_{i}$ contains $\omega_{i}$ arcs. Assume that $\omega_{i} \geq l>l / 2$. Then by Lemma 3.5.3, the word $s_{i}^{+}$has length $\omega_{i}+\mu_{i}-1$, which is strictly greater than $l+\mu_{i}-\operatorname{gcd}\left(l, \mu_{i}\right)$ since $\operatorname{gcd}\left(l, \mu_{i}\right)$ is even. Moreover, $s_{i}^{+}$is virtually periodic of virtual period $\mu_{i}$. But $s_{i}^{+}$is a cyclic subword of the clique-label label $(v)$ which is virtually periodic with virtual period $l$.

By Lemma 3.5.4 it follows that $\operatorname{label}(v)$ has virtual period $\operatorname{gcd}\left(l, \mu_{i}\right) \leq l / 2$. But by Corollary 3.5.5 this leads to a refinement of our generalised triangle group description of $G$, contrary to hypothesis.

### 3.6 The relator has free product length at least 4 and the pair $(a, b)$ is admissible.

Assuming Hypothesis A, we have an $\mathcal{W}$-minimal clique-picture over a one-relator product

$$
G=\frac{\left(G_{1} * G_{2}\right)}{N(R)^{n}}
$$

with $n \geq 2$ and $\ell(R) \geq 4$ as a word in $\langle a\rangle *\left\langle U b U^{-1}\right\rangle$. Any clique-label has the form

$$
\begin{equation*}
\operatorname{label}(u)=\prod_{j=1}^{k}\left[a^{\alpha(j)} U b^{\beta(j)} U^{-1}\right] \tag{3.25}
\end{equation*}
$$

By the Spelling Theorem 2.4.3 we must have $k \geq 2 n l$ where $l=\ell\left(a U b U^{-1}\right)$. But by Corollary 3.5.6 each zone has fewer than $l$ arcs, so all cliques have degree at least $2 n+1$.

Theorem 3.6.1. Assuming Hypothesis $A$, any $\mathcal{W}$-minimal clique-picture over $G$ on $D^{2}$ satisfies $C(6)$.

To prove the Theorem 3.6.1, we assume that $n=2$ and that $v$ is a clique of degree 5 , with zones $\mathrm{Z}_{1}, \ldots \mathrm{Z}_{5}$ of sizes $\omega_{1}, \ldots \omega_{5}$ respectively, in cyclic order around $v$, and aim to derive a contradiction.

The key tool in the proof of Theorem 3.6.1 is the following.
Lemma 3.6.2. For each $i=1, \ldots, 5$, one of the following holds:

$$
\begin{aligned}
& \text { 1. } \omega_{i}+\omega_{i-1}<3 l / 2 \text {; } \\
& \text { 2. } \omega_{i}+\omega_{i+1}<3 l / 2 .
\end{aligned}
$$

Proof. By Lemma 3.5.3, $s_{i}$ is either an initial segment or a terminal segment of a subword $s_{i}^{+}$of label $(v)$ of length $\omega_{i}+\mu_{i}-1$ and virtual period $\mu_{i}$, where $0<\mu_{i} \leq l / 2$. We will assume that $s_{i}$ is an initial segment of $s_{i}^{+}$and show that $\omega_{i}+\omega_{i+1}<3 l / 2$. (An entirely analogous argument shows that, if $s_{i}$ is a terminal segment of $s_{i}^{+}$, then $\omega_{i-1}+\omega_{i}<3 l / 2$.)

Now Lemma 3.5.3 to $s_{i+1}: s_{i+1}$ is either an initial segment or a terminal segment of a cyclic subword $s_{i+1}^{+}$of label $(v)$ of length $\omega_{i+1}+\mu_{i+1}$ and virtual period $\mu_{i+1}$, where $0<\mu_{i+1} \leq l / 2$. Our argument splits into two cases, depending on whether $s_{i+1}$ is an initial or terminal segment of $s_{i+1}^{+}$.

Case 1. $s_{i+1}$ is a terminal segment of $s_{i+1}^{+}$.
Consider the cyclic subword $W:=s_{i} z_{s(i+1)} s_{i+1}$ of label $(v)$. Since $\mu_{i} \leq l / 2<\omega_{i+1}$, the virtually periodic subword $s_{i}^{+}$is an initial segment of $W$. Similarly, $s_{i+1}^{+}$is a terminal segment of $W$. These segments intersect in a segment of length

$$
\begin{equation*}
\mu_{i}+\mu_{i+1}-1>\mu_{i}+\mu_{i+1}-\lambda, \tag{3.26}
\end{equation*}
$$

where $\lambda=\operatorname{gcd}\left(\mu_{i}, \mu_{i+1}\right)$, so by Lemma 3.5.4 $W$ is virtually periodic with period $\lambda$. Now recall that $W$ is a cyclic subword of $\operatorname{label}(v)$, which is virtually periodic with virtual period $l$. If $W$ has length greater than $l+\lambda-2$, then label $(v)$ has virtual period $\operatorname{gcd}(l, \lambda)<l$, by another application of Lemma 3.5.4.
But by Corollary 3.5.5 this leads to a refinement of our generalised triangle group description of $G$, contrary to hypothesis. Thus

$$
\begin{equation*}
\omega_{i}+\omega_{i+1}=1+\ell(W) \leq l+\lambda-1<3 l / 2 . \tag{3.27}
\end{equation*}
$$

Case 2. $s_{i+1}$ is an initial segment of $s_{i+1}^{+}$.
Let $\bar{s}_{i}, \bar{s}_{i}^{+}$denote the cyclic subwords of label $(v)$ that begin with the letter exactly $l$ places after the first letter of $s_{i}$. By the virtual periodicity of label $(v)$ it follows that $\bar{s}_{i}^{+}$is also virtually periodic, of virtual period $\mu_{i}$. Moreover, $\bar{s}_{i}^{+}$has length $\omega_{i}+\mu_{i}-1$ and has $\bar{s}_{i}$ as an initial segment.
By construction, the union of the subwords $s_{i+1}$ and $\bar{s}_{i}$ of label $(v)$ has length $l-1$. Let $W$ be the union of the subwords $s_{i+1}^{+}$and $\bar{s}_{i}^{+}$of $\operatorname{label}(v)$. Then $W$ has length at least $l+\mu_{i}-1$. Arguing as in Case 1, we obtain a refinement of the generalised triangle group description of $G$, contrary to hypothesis, if $s_{i+1}^{+}$and $\bar{s}_{i}^{+}$intersect in a segment of length $\mu_{i}+\mu_{i+1}-\operatorname{gcd}\left(\mu_{i}, \mu_{i+1}\right)$ or greater. So we may assume that this does not happen.
In particular, $\mu_{i+1}<l-\omega_{i+1}+\mu_{i}$, for otherwise $\bar{s}_{i}^{+}$is a subword of $s_{i+1}^{+}$, of length

$$
\begin{equation*}
\omega_{i}+\mu_{i}-1>l / 2+\mu_{i}-1>\mu_{i+1}+\mu_{i}-\operatorname{gcd}\left(\mu_{i}, \mu_{i+1}\right) \tag{3.28}
\end{equation*}
$$

Hence $\bar{s}_{i}^{+}$is a terminal segment of $W$, and the intersection of $s_{i+1}^{+}$and $\bar{s}_{i}^{+}$has length precisely $\omega_{i+1}+\mu_{i+1}+\omega_{i}-l-1$.
Thus

$$
\begin{equation*}
\omega_{i}+\omega_{i+1}<\mu_{i}+\mu_{i+1}-\operatorname{gcd}\left(\mu_{i}, \mu_{i+1}\right)+l+1-\mu_{i+1}<l+\mu_{i} \leq 3 l / 2 \tag{3.29}
\end{equation*}
$$

as claimed.

Using Lemma 3.6.2, we complete the proof of Theorem 3.6.1 as follows. Renumbering the zones if necessary, we may assume by Lemma 3.6.2 that $\omega_{1}+\omega_{2}<3 l / 2$. Applying Lemma 3.6.2 again, with $i=4$, either $\omega_{3}+\omega_{4}<3 l / 2$ or $\omega_{4}+\omega_{5}<3 l / 2$. In the first case $\omega_{5}>l$; in the second $\omega_{3}>l$. Either of these is a contradiction.

### 3.7 The relator has no letter of order 2

In this section our main aim is to prove the following.
Theorem 3.7.1. Assuming Hypothesis B, any $\mathcal{W}$-minimal clique-picture over $G$ on $D^{2}$ satisfies $C(6)$.

In order to do so we will need a number of lemmas that are particular to the situation of Theorem 3.7.1, which we also collect together in this section.

Recall that

$$
G=\frac{\left(G_{1} * G_{2}\right)}{N\left(R^{n}\right)}
$$

where $n \geq 2$ and the relation $R=R\left(a, U b U^{-1}\right)$ contains no letters of order 2 . We assume that $v$ is a clique of degree less than 6 in a clique picture, joined to neighbouring cliques $u_{i}$ by zones $\mathrm{Z}_{i}$. The first step in our proof is designed to further restrict the form of $R$ (and hence also of $v$ ).

Lemma 3.7.2. For any zone $Z_{i}$, if $s(i)+j \equiv t(i)+m$ modulo $l$ where $1 \leq j, m<\omega_{i}$, then $s_{i}$ has an element of order 2 in $G_{1}$ or $G_{2}$.

Proof. Suppose by way of contradiction that $s(i)+j \equiv t(i)+m$ modulo $l$ where $1 \leq j, m<\omega_{i}$. Recall that $s_{i}$ is a cyclic subword of

$$
\begin{equation*}
\operatorname{label}(v)=z_{0} z_{1} \cdots z_{n l-1}=\prod_{k=1}^{n}\left[a^{\alpha(k)} U b^{\beta(k)} U^{-1}\right] \tag{3.30}
\end{equation*}
$$

Write $s_{i}=z_{s(i)+1} \cdots z_{s(i+1)-1}$. Similarly, $t_{i}$ is a cyclic subword of

$$
\begin{equation*}
\operatorname{label}\left(u_{i}\right)=y_{0} y_{1} \cdots y_{q l-1}=\prod_{k=1}^{q}\left[a^{\gamma(k)} U b^{\delta(k)} U^{-1}\right] \tag{3.31}
\end{equation*}
$$

Write $t_{i}=y_{t(i)+1} \cdots y_{t(i+1)-1}$. By hypothesis, $y_{t(i)+m}=z_{s(i)+m^{\prime}}^{-1}$ for some $m^{\prime}$ with $1 \leq m^{\prime}<\omega_{i}$. In particular $s(i)+j \equiv t(i)+m \equiv s(i)+m^{\prime}$ modulo 2, since $y_{t(i)+m}$ and $z_{s(i)+m^{\prime}}$ belong to the same free factor. Thus $j+m^{\prime}$ is even. Moreover,
$z_{s(i)+\left(j+m^{\prime}\right) / 2}=y_{t(i)+\left(j+m^{\prime}\right) / 2}^{-1}$. If $z_{s(i)+\left(j+m^{\prime}\right) / 2}$ is a special letter, then so is $y_{t(i)+\left(j+m^{\prime}\right) / 2}^{-1}$. But in this case an amalgamation is possible, contrary to hypothesis. Otherwise $z_{s(i)+\left(j+m^{\prime}\right) / 2}=y_{t(i)+\left(j+m^{\prime}\right) / 2}$, so $z_{s(i)+\left(j+m^{\prime}\right) / 2}$ has order 2 in $G_{1}$ or $G_{2}$.

Lemma 3.7.3. If no letter of $R\left(a, U b U^{-1}\right)$ has order 2 , then there is no zone $Z_{i}$ with $\omega_{i}>l / 2$.

Proof. Suppose that $\omega_{i}>l / 2$ for some zone $\mathrm{Z}_{i}$. Write $s_{i}=z_{s(i)+1} \cdots z_{s(i+1)-1}$ and $t_{i}=y_{t(i)+1} \cdots y_{t(i+1)-1}$. By Lemma 3.7.2 we may assume that $s(i)+j \not \equiv t(i)+m$ modulo $l$ for all $j, m \in\left\{1,2, \ldots, \omega_{i}-1\right\}$, so in particular $\omega_{i} \leq l / 2+1$. Moreover, if $\omega_{i}=l / 2+1$ then we must have $t(i)+1 \equiv s(i+1)$ modulo $l$. But since $z_{s(i+1)-1}=$ $y_{t(i)+1}^{-1}$ belongs to the same free factor as $z_{t(i)+1}=z_{s(i+1)}$, this is a contradiction. Hence $\omega_{i} \leq l / 2$.

In what follows next, we will need the following result about generalised triangle groups.

Proposition 3.7.4. Let $H=\left\langle x, y \mid x^{p}, y^{q},(x y)^{2}\right\rangle$ be a triangle group. If $v(x, y)=$ $x^{\alpha} y^{\beta} x^{\gamma} y^{\delta}$ is trivial in $H$, with $\alpha, \gamma \in\{1,2, \ldots, p-1\}$ and $\beta, \delta \in\{1,2, \ldots, q-1\}$, then one of the following holds:

1. $2 \in\{p, q\}$;
2. $\alpha=\beta=\gamma=\delta=1$;
3. $\alpha=\gamma=p-1$ and $\beta=\delta=q-1$.

Proof. Assume that $p \neq 2 \neq q$ and consider the elements $X=\left(\begin{array}{cc}e^{\frac{\pi i}{p}} & 0 \\ 1 & e^{\frac{-\pi i}{p}}\end{array}\right)$ and $Y=\left(\begin{array}{cc}e^{\frac{\pi i}{q}} & t \\ 0 & e^{\frac{-\pi i}{q}}\end{array}\right)$ in $P S L_{2}(\mathbb{C})$. It follows that $X$ and $Y$ have orders $p$ and $q$ respectively in $P S L_{2}(\mathbb{C})$. If we take $t=-2 \cos \left(\frac{\pi}{p}+\frac{\pi}{q}\right)$, then $\operatorname{Tr}(X Y)=0$ and hence the map $x \mapsto X, y \mapsto Y$ extends to a faithful representation of $H$ in $P S L_{2}(\mathbb{C})$. Suppose that $X^{\alpha} Y^{\beta}=Y^{-\delta} X^{-\gamma}$. By comparing the left lower entries of both sides of the equation we have $\alpha \equiv \pm \gamma$ modulo $p$ and

$$
\begin{equation*}
\sin \frac{\alpha \pi}{p} e^{\frac{\beta \pi i}{q}} \mp \sin \frac{\gamma \pi}{p} e^{\frac{\delta \pi i}{q}}=0 . \tag{3.32}
\end{equation*}
$$

By expanding and solving component-wise, we have that

$$
\begin{equation*}
\sin \frac{\gamma \pi}{p} \sin \left(\frac{\beta-\delta}{q}\right) \pi=0 \tag{3.33}
\end{equation*}
$$

In particular, $\beta=\delta$. Similarly we have $\alpha=\gamma$.

Hence $v=\left(X^{\alpha} Y^{\beta}\right)^{2}= \pm I$. By comparing off-diagonal entries, we conclude that $X^{\alpha} \neq \pm Y^{-\beta}$, so $v \neq+I$. Hence $v=-I$, and so $\operatorname{Tr}\left(X^{\alpha} Y^{\beta}\right)=0$. In other words

$$
\begin{equation*}
2 \cos \left(\frac{\alpha}{p}+\frac{\beta}{q}\right) \pi+t \frac{\sin \frac{\alpha \pi}{p} \sin \frac{\beta \pi}{q}}{\sin \frac{\pi}{p} \sin \frac{\pi}{q}}=0 . \tag{3.34}
\end{equation*}
$$

Hence we deduce that

$$
\begin{equation*}
\tan \frac{\alpha \pi}{p} \tan \frac{\beta \pi}{q}=\tan \frac{\pi}{p} \tan \frac{\pi}{q} . \tag{3.35}
\end{equation*}
$$

Since $p, q>2$, the last equality holds if and only if either $\alpha=\beta=1$ or $\alpha=p-1$ and $\beta=q-1$.

The clique $v$ fails to satisfy the $C(6)$ property, so by Lemma 3.7.3 its label has length at most $5 l / 2$. But this length is a multiple of $l$, so at most $2 l$. By Theorem 2.4.3 and Proposition 3.7.4 we can assume that $R=a U b U^{-1}$ (up to cyclic permutation) and that the label of $v$ is label $(v)=\left(a U b U^{-1}\right)^{ \pm 2}$ (up to cyclic permutation). Without loss of generality we will assume throughout that this label is label $(v)=\left(a U b U^{-1}\right)^{2}$ and the letters $a, b$ will mean the corresponding special letters.
This remark enables us to strengthen Lemma 3.7.3 as follows.
Lemma 3.7.5. If no letter of $R\left(a, U b U^{-1}\right)$ has order 2 , then there is no zone $Z_{i}$ with $\omega_{i} \geq l / 2$.

Proof. By Lemma 3.7.3 we are reduced to the case where $\omega_{i}=l / 2$. By Lemma 3.7.2, we must have $t(i) \in\{s(i+1)-1, s(i+1), s(i+1)+1\}$ modulo $l$. The first possibility leads to a contradiction as in the proof of Lemma 3.7.3. The third possibility also leads to a contradiction for similar reasons, since it implies that $t(i+1) \equiv s(i)+1$ modulo $l$. Hence we may assume that $t(i) \equiv s(i+1)$ modulo $l$ and hence that

$$
\begin{equation*}
s(i) \equiv s(i+1)+l / 2 \equiv t(i)+l / 2 \equiv t(i+1) \text { modulo } l . \tag{3.36}
\end{equation*}
$$

If $z_{s(i)}$ is special, then so is $y_{t(i+1)}$, and we may amalgamate cliques, contrary to hypothesis. Hence $z_{s(i)}$ is not special. In other words $s(i) \not \equiv 0$ modulo $l / 2$. Thus $s_{i}$ contains precisely one special letter - say $a$ without loss of generality. Hence also $t$ contains precisely one special letter, which is necessarily a power of $b$. Thus $a U b^{\psi} U^{-1}$ is a proper cyclic permutation of $z_{s(i)} s_{i} z_{s(i+1)} t_{i} \equiv z_{s(i)} s_{i} z_{s(i+1)} s_{i}^{-1}$ for some $\psi$. Applying Lemma 3.2.7, we see that

$$
\begin{equation*}
a U b^{\psi} U^{-1}=\prod_{k=1}^{s}\left[a^{\alpha(k)} V d^{\beta(k)} V^{-1}\right] \tag{3.37}
\end{equation*}
$$

for some word $V$, some $\alpha(k), \beta(k)= \pm 1$ and some $d \in\left\{b^{\psi}, z_{s(i)}, z_{s(i+1)}\right\}$, where $s>1$.

Moreover, from the proof of Lemma 3.2.7 we see that we may take $d=b^{\psi}$ if $s$ is odd, while if $s$ is even then $a=b^{\psi}$. In either case, $\langle a\rangle *\left\langle U b U^{-1}\right\rangle$ is a proper subgroup of $\langle a\rangle *\left\langle V b V^{-1}\right\rangle$ or $\langle a\rangle *\left\langle V d V^{-1}\right\rangle$, giving a refinement of the generalised triangle group description of $G$. This contradiction completes the proof.

Remark 3.7.6. From Lemma 3.7.5, our interior clique $v$ which fails the $C(6)$ condition must have exactly five zones. Let these zones be $\mathrm{Z}_{1}, \mathrm{Z}_{2}, \ldots, \mathrm{Z}_{5}$ listed consecutively in clockwise order.

Proposition 3.7.7. There are exactly three or four of the zones $Z_{1}, Z_{2}, \ldots, Z_{5}$ containing a special letter.

Proof. By assumption

$$
\begin{equation*}
\operatorname{label}(v)=\left(a U b U^{-1}\right)^{2}=z_{0} z_{1} \cdots z_{2 l-1} \tag{3.38}
\end{equation*}
$$

so there are precisely four special letters in label $(v)$, namely $z_{0}=z_{l}=a$ and $z_{l / 2}=z_{3 l / 2}=b$. By Lemma 3.7.3 no zone can contain more than one special letter, so it suffices to show that at most one of the special letters is not contained in a zone. Suppose by way of contradiction that $z_{0}$ and $z_{l}$ are not contained in zones. By Lemma 3.7.5, each of the subwords $z_{1} \cdots z_{l-1}$ and $z_{l+1} \cdots z_{2 l-1}$ must contain at least three zones, contradicting our assumption that there are only five zones in total. A similar contradiction arises if $z_{0}$ and $z_{l / 2}$ are not contained in zones: $z_{1} \cdots z_{l / 2-1}$ and $z_{l / 2+1} \cdots z_{2 l-1}$ must contain at least two and four zones respectively. By symmetry, any other combination of two special letters not contained in zones also contradicts our underlying hypotheses, hence the result.

Therefore we have exactly two possible configurations as depicted in the Figures 3.12 and 3.13 below.


Figure 3.12: Diagram showing the case where only the special letters $z_{0}, z_{l / 2}$ and $z_{l}$ are contained in zones


Figure 3.13: Diagram showing the case where all four special letters $z_{0}, z_{l / 2}, z_{l}$ and $z_{3 l / 2}$ are contained in zones

Remark 3.7.8. For each $z_{s(i)}$, we have $s(i) \neq s(j)$ modulo $l / 2$ for $i \neq j$ since no $\omega_{i} \geq l / 2$.

Remark 3.7.8 gives the inequalities

$$
\begin{equation*}
0<s(3)<s(1)<l / 2=s(4)<s(2)<s(5) \leq l-1 \tag{3.39}
\end{equation*}
$$

and

$$
\begin{equation*}
0<s(3)<s(1)<l / 2<s(4)<s(2)<s(5) \leq l-1 \tag{3.40}
\end{equation*}
$$

corresponding to Figure 3.12 and Figure 3.13 respectively. (Note that $s(i)$ in the inequalities is the modulo $l$ equivalent. The actual value can be read from the Figures 3.12 and 3.13. For example the actual value for $s(4)$ in Figure 3.12 is $3 l / 2$.) The corresponding subwords are:

$$
\begin{aligned}
& s_{1}=z_{s(1)+1} \ldots z_{s(2)-1}, \\
& s_{2}=z_{s(2)+1} \ldots z_{s(3)-1}, \\
& s_{3}=z_{s(3)+1} \ldots z_{s(4)-1}, \\
& s_{4}=z_{s(4)+1} \ldots z_{s(5)-1}, \\
& s_{5}=z_{s(5)+1} \ldots z_{s(1)-1} .
\end{aligned}
$$

Lemma 3.7.9. Let $W$ be a cyclically reduced word of length $2 m$ in a free product. Let $X$ be a reduced word of length $m$ such that both $X$ and $X^{-1}$ appear as cyclic subwords of $W$. Then $X$ contains a letter of order 2 .

Proof. The subwords $X$ and $X^{-1}$ of $W$ must intersect, for otherwise $W$ is a cyclic conjugate of $X X^{-1}$, contradicting the fact that it is cyclically reduced. Hence there
is an initial segment $Y$ of $X$ or $X^{-1}$ that coincides with a terminal segment of $X^{-1}$ or $X$ respectively. Thus $Y \equiv Y^{-1}$ and so $Y$ has an odd length and its middle letter has order 2.

## More notations

Think of $a U b U^{-1}=z_{0} \cdots z_{l-1}$ as a cyclic word satisfying a partial reflectional symmetry using the special letters as mirrors. Thus $U$ has mirror image $U^{-1}$. More generally the mirror image of $z_{j} \ldots z_{k}$ is $z_{l+2-j} \ldots z_{l+2-k}$ ( subscripts modulo $l$ ). Unless stated otherwise, $X$ (with or without subscript) denotes an initial or terminal segment of $U$. Similarly $Y$ (with or without subscript) will denote an initial or terminal segment of $U^{-1}$. Also $X^{-1}$ and $Y^{-1}$ are mirror images of $X$ and $Y$ respectively. Using this notation, we can express the subwords in the zones as:

$$
\begin{aligned}
& s_{1}=X_{1} x_{1} Y_{1}, \\
& s_{2}=Y_{2} y_{2} X_{2}, \\
& s_{3}=X_{3} x_{3} Y_{3}, \\
& s_{5}=Y_{5} y_{5} X_{5} .
\end{aligned}
$$

where $x_{i}=b$ and $y_{i}=a$ are the corresponding special letters. In other words if $X_{i}$ is a terminal segment of $s_{i}$ ( as in the case of $s_{2}$ ), then it is an initial segment of $U$. In which case $Y_{i}$ is a terminal segment of $U^{-1}$. If $s(4)=l / 2$, then $s_{4}=Y_{4}$. Otherwise, $s_{4}$ is a subword of $U^{-1}$ which is neither an initial nor terminal segment. Note that some of the $x_{i}, X_{i}, y_{i}$ and $Y_{i}$ are allowed to be empty as in the case of $s_{3}$ in Figure 3.13.

Let $s_{i}^{\prime}$ be the mirror image of $t_{i}$. Then $s_{i}^{\prime}$ is identically equal to $s_{i}$ (modulo $\sim$ ). In particular if $s_{i}=X_{i} x_{1} Y_{i}$, then $s_{i}^{\prime}=X_{i}^{\prime} x_{1}^{\prime} Y_{i}^{\prime}$ where $X_{i}^{\prime} \sim X_{i}, x_{1}^{\prime} \sim x_{1}$ and $Y_{i}^{\prime} \sim Y_{i}$.

We use $M$ to denote an initial segment of $U$ or a terminal segment of $U^{-1}$. Similarly $N$ denotes a terminal segment of $U$ or an initial segment of $U^{-1} . M_{k}^{+}$is the initial segment of $U$ or terminal a terminal segment of $U^{-1}$ of length $\ell(M)+k$. If $M$ is a subword of $s_{i}$, then $M_{i}$ denotes the image of $M$ under $\mathrm{Z}_{i}$ and $M^{\prime}$ is the mirror image of $M_{i} . N_{k}^{+}, N_{j}$ and $N^{\prime}$ are defined similarly.

Remark 3.7.10. One thing to note is that if $M$ is a subword of $U$, say, with $\ell(M) \geq$ $l / 4$, then $M_{i}$ can not be a subword of $U$ by Lemma 3.7.2. So that either $M^{\prime}$ is a subword of $U$ or neither a subword of $U$ nor $U^{-1}$. In the case where $M$ and $M^{\prime}$ are both subwords of $U$ or $U^{-1}$, then what we call $M_{k}^{+}$will be the union of the two. It follows that $\ell\left(M_{k}^{+}\right)>\ell(M)$ for otherwise $M^{\prime}=M$ (i.e $M^{\prime}$ is also an initial
segment of $U$ ), and hence $M_{i}$ is a terminal segment of $U^{-1}$, and hence there is an amalgamation of cliques, contrary to hypothesis.

Lemma 3.7.11. Let $M$, $M^{\prime}$ and $\ell(M)+k$ be as in Remark 3.7.10. If $\ell(M) \geq l / 4$ and both $M$ and $M^{\prime}$ are subwords of $U$ or $U^{-1}$, then $M_{k}^{+}$has period $\gamma=\ell\left(M_{k}^{+}\right)-\ell(M) \leq$ $\ell(U)-\ell(M)$.

The proof of Lemma 3.7.11 follows easily from Remarks 3.2.4 and 3.7.10.
Lemma 3.7.12. Suppose that $U$ has a period $\gamma<\ell(U)$ with $X$ and $Y$ as initial and terminal segments respectively both of length $\gamma / 2$. Then no segment of $s_{i}$ is of the form $X y_{i} X^{-1}$ or $Y x_{i} Y^{-1}$.

Proof. Suppose without loss of generality that $s_{i}$ has $X y_{i} X^{-1}$ as a segment. Then it is identically equal to a subword of $U x U^{-1}$. Thus $X$ is identically equal to a subword of $U$ or $U^{-1}$. Take $W$ to be any subword of $U$ of length $\gamma$. The periodicity of $U$ implies that each of $X, X^{-1}$ is identically equal to a cyclic subword of $W$. By Lemma 3.7.9 it follows that $X$ contains a letter of order 2 contrary to hypothesis.

Lemma 3.7.13. Suppose that $W$ has period $\gamma<\ell(W)$ and no element of order 2. Then $W$ has no subword of the form $L=w r w^{-1}$ with $\ell(w) \geq \gamma / 2$.

Proof. Suppose by contradiction that $W$ has a subword of the form $L=w r w^{-1}$ with $\ell(w) \geq \gamma / 2$. Let $r_{1}$ and $r_{2}$ be the letters $\gamma / 2$ places before and after $r$ in $L$ respectively, then $r_{1}^{-1}=r_{2}$. But by the periodicity of $W, r_{1}=r_{2}$. Hence $W$ has an element of order 2 contradicting hypothesis.

Lemma 3.7.14. Let $X$ be an initial (respectively terminal) segment of $U$ of length $\ell(X) \geq l / 4$. Suppose $s_{i}=Y a X$ (respectively $s_{i}=X a Y$ ) for some terminal (respectively initial) segment $Y$ of $U^{-1}$. If $s_{i}^{\prime}$ is not contained entirely in $U$, then $U$ has period $\gamma \leq 2(\ell(U)-\ell(X))$. Furthermore if $\gamma=2(\ell(U)-\ell(X))$, then $U$ has a terminal (respectively initial) segment of the form $x w^{-1} z_{s(i+1)} w$ (respectively $w z_{s(i)} w^{-1} x$ ) for some letter $x$ and some word $w$ with $\ell(w)=\gamma / 2-1$.

Proof. By symmetry it suffices to prove the first case, where $X$ is an initial segment of $U$. Write $U \equiv X z_{s(i+1)} V$ for some terminal segment $V$ of $U$. Consider the mirror image $s_{i}^{\prime}$ of $t_{i}$. By Lemma 3.7.2, $t_{i}$ is a subword of $V b^{\psi} U^{-1}$ for some $\psi$. Hence $s_{i}^{\prime}$ is a subword of $U b^{-\psi} V^{-1}$. Therefore $s_{i}^{\prime}$ has the form $w_{1} b^{-\psi} w_{2}^{-1}$ for some terminal segments $w_{1}$ and $w_{2}$ of $U$ with $\ell\left(w_{2}\right) \leq \ell(V)=\ell(U)-(\ell(X)+1)<\frac{l}{4}-1$. Denote by $S$ the terminal segment of $U$ of length

$$
\begin{align*}
\ell(S) & =\ell(X)-\ell\left(w_{2}\right)-1 \\
& =\ell\left(s_{i}^{\prime}\right)-\ell\left(w_{2}\right)-\ell(Y)-2 \\
& =\ell\left(w_{1}\right)-\ell(Y)-1 . \tag{3.41}
\end{align*}
$$

Then $w_{1} \equiv Y a S$ and $X \equiv S b^{-\psi} w_{2}^{-1}$ and so $S$ is identically equal to an initial segment of $U$. Thus by Remark 3.2.4, we have that $U$ has period

$$
\begin{align*}
\gamma & =\ell(U)-\ell(S) \\
& =\ell(U)-\ell(X)+\ell\left(w_{2}\right)+1 \\
& \leq 2(\ell(U)-\ell(X)) . \tag{3.42}
\end{align*}
$$

Finally if $\gamma=2(\ell(U)-\ell(X))$, then $1+\ell(X)+\ell\left(w_{2}\right)=\ell(U)$. Thus $V \equiv w_{2}$ and so $U \equiv X z_{s(i+1)} V \equiv S b^{-\psi} w_{2}^{-1} z_{s(i+1)} w_{2}$. The result follows by talking $w=w_{2}$ and $x=b^{-\psi}$.

Lemma 3.7.15. Let $Z_{i}$ and $Z_{j}$ be distinct. Suppose that the intersection of $s_{i}$ and $s_{j}$ contains a subword of the form $L=w \phi w^{-1}$ where $\phi$ is a special letter. Let $L_{i}$ and $L_{j}$ be the images of $L$ under $Z_{i}$ and $Z_{j}$ respectively, and $\left[L_{i}\right],\left[L_{j}\right]$ their $\sim$-classes in $(\Omega / \sim)^{*}$. Then $\left[L_{i}\right]$ and $\left[L_{j}\right]$ do not intersect as cyclic subwords of the $\sim$-class of $a U b U^{-1}$ in $(\Omega / \sim)^{*}$.

Proof. Let $\sigma$ be the intersection of $s_{i}$ and $s_{j}$. Since $\sigma$ is non-empty, the zones $\mathrm{Z}_{i}$ and $\mathrm{Z}_{j}$ are not consecutive, so $i-j \equiv \pm 2$ modulo 5 . Without loss of generality, suppose that $j \equiv i+2$ modulo 5 . Then $\sigma$ is an initial segment of $s_{i}$ and a terminal segment of $s_{j}$. So $\sigma=z_{s(i)+1} \ldots z_{s(j+1)-1}$ where $s_{j}=z_{s(j)+1} \ldots z_{s(j+1)-1}$ and $s_{i}=$ $z_{s(i)+1} \ldots z_{s(j-1)-1}$. Choose $L$ with maximal length among all subwords of $\sigma$ of that form. Let $\varrho$ be the union of $s_{i}$ and $s_{j}$. Then $\varrho=z_{s(j)+1} \ldots z_{s(j-1)-1}$ and a cyclic permutation of the clique-label of $v$ has the form $\left(\varrho z_{s(j-1)} s_{j-1} z_{s(j)}\right)^{2}$.
Now define $t_{j}^{\prime}=z_{t(j)+1} \ldots z_{t(j+1)-1}$ and $t_{i}^{\prime}=z_{t(i)+1} \ldots z_{t(i+1)-1}$. Then $t_{i}^{\prime}$ is identical to the image $t_{i}$ of $s_{i}$, with the possible exception of a special letter of $t_{i}$ : the corresponding letter of $t_{i}^{\prime}$ is also special, and these two special letters may be different powers of $a$ (or of $b$ ). Similarly, $t_{j}^{\prime}$ agrees with $t_{j}$ except possibly at a special letter. Now define $\sigma_{i}$ to be the terminal segment $\sigma_{i}=z_{d+1} \ldots z_{t(i+1)-1}$ of $t_{i}^{\prime}$, where

$$
\begin{equation*}
d:=t(i+1)+s(i)-s(j+1) \text { modulo } l, \tag{3.43}
\end{equation*}
$$

and $\sigma_{j}$ to be the initial segment $\sigma_{j}=z_{t(j)+1} \ldots z_{e-1}$ of $t_{j}^{\prime}$, where

$$
\begin{equation*}
e:=t(j)+s(j+1)-s(i) \text { modulo } l . \tag{3.44}
\end{equation*}
$$

Then $\sigma_{i}$ and $\sigma_{j}$ agree with the images $L_{i}$ and $L_{j}$ of $\sigma$ under $\mathrm{Z}_{i}$ and $\mathrm{Z}_{j}$ respectively, again with the possible exception that they may differ at a special letter.

If $\left[L_{i}\right]$ and $\left[L_{j}\right]$ coincide as cyclic subwords of $\left[a U b U^{-1}\right]$, then $\sigma_{i}$ and $\sigma_{j}$ coincide as cyclic subwords of $a U b U^{-1}$. In this case we can form the union $\sigma *=t_{i}^{\prime} \cup t_{j}^{\prime}=$ $z_{t(i)+1} \ldots z_{t(m)-1}$ : a cyclic subword of $a U b U^{-1}$ that is disjoint from $\sigma$ and hence contains at most one special letter. But $\sigma^{*}$ is identically equal to $\varrho^{-1}$, with the possible exception of a special letter of $\sigma^{*}$. It follows from Corollary 3.7.5 that $\ell(\varrho)>l / 2$. Thus $\varrho \cap \sigma * \neq \emptyset$ and so without loss of generality some initial segment $\tau$ of $\varrho$ coincides with a terminal segment of $\sigma^{*}$. Since the only special letter of $\varrho$ is $\phi$ which does not appear in $\sigma^{*}, \tau$ does not contain a special letter. It follows that $\tau^{-1} \equiv \tau$, whence $\tau$ contains a letter of order 2 , contrary to hypothesis.

Suppose then that $\left[L_{i}\right]$ and $\left[L_{j}\right]$ intersect but do not coincide. Consider the subword $\varrho^{*}=\sigma_{i} \cup \sigma_{j}$ of $t_{i}^{\prime} \cup t_{j}^{\prime}$. As above, $\varrho^{*}$ is a cyclic subword of $a U b U^{-1}$ which is disjoint from $\sigma$ and hence contains at most one special letter. Write $\varrho^{*}=x_{1} x_{2} \ldots x_{r}$ for some $r$. Note that $r$ is odd, since by definition $\sigma$ begins and ends with letters in the same free factor, and hence the same holds for $\varrho$.
Assume without loss of generality that $\sigma_{i}, \sigma_{j}$ are the initial and terminal segments respectively of $\varrho^{*}$. Then

$$
\begin{equation*}
\sigma_{i}=x_{1} x_{2} \ldots x_{\ell(L)} \tag{3.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{j}=x_{r+1-\ell(L)} x_{r+2-\ell(L)} \ldots x_{r} . \tag{3.46}
\end{equation*}
$$

Since each of $\sigma_{i}, \sigma_{j}$ agrees with $\sigma^{-1}$ except possibly at a special letter of $\varrho^{*}$, it follows that, for $1 \leq \mu \leq \ell(L)$,

$$
\begin{equation*}
x_{\mu}=x_{r+\mu-\ell(L)} \tag{3.47}
\end{equation*}
$$

unless one of $x_{\mu}, x_{r+\mu-\ell(L)}$ is a special letter of $\varrho^{*}$.
Also, since $\sigma^{-1}$ agrees with $\sigma$ except for the middle letter $\phi^{ \pm 1}$, it follows that for $1 \leq \mu \leq \ell(L)$,

$$
\begin{equation*}
x_{\mu}=x_{\ell(L)+1-\mu}^{-1} \tag{3.48}
\end{equation*}
$$

unless either $\mu=(\ell(L)+1) / 2$ or one of $x_{\mu}=x_{\ell(L)+1-\mu}^{-1}$ is a special letter of $\varrho$.
Similarly, for $r+1-\ell(L) \leq \mu \leq r$,

$$
\begin{equation*}
x_{\mu}=x_{2 r-\ell(L)-\mu}^{-1} \tag{3.49}
\end{equation*}
$$

unless either $\mu=r-\ell(L) / 2$ or one of $x_{\mu}=x_{2 r-\ell(L)-\mu}^{-1}$ is a special letter of $\varrho^{*}$.
Now consider the three letters $x_{\ell(L)+1-(r+1) / 2}, x_{(r+1) / 2}$ and $x_{3(r+1) / 2-\ell(L)-1}$ of $\varrho^{*}$. We know at most one of these three letters can be special.

Suppose first that neither $x_{\ell(L)+1-(r+1) / 2}$ nor $x_{(r+1) / 2}$ is special. Then

$$
\begin{align*}
x_{\frac{r+1}{2}} & =x_{\ell(L)+1-\frac{r+1}{2}}^{-1} \quad \text { (by Equation 3.48) } \\
& =x_{r+\ell(L)+1-\frac{r+1}{2}-\ell(L)}^{-1} \quad(\text { by Equation 3.47) } \\
& =x_{\frac{r+1}{2}}^{-1} \tag{3.50}
\end{align*}
$$

It follows that $x_{(r+1) / 2}$ has order 2 , contrary to hypothesis.
Similarly, if neither $x_{(r+1) / 2}$ nor $x_{3(r+1) / 2-\ell(L)-1}$ is special, then we may deduce that $x_{(r+1) / 2}$ using Equations 3.47 and 3.49.

Finally, suppose that $x_{(r+1) / 2}$ is a special letter of $\varrho^{*}$. Then $x_{\mu}=x_{r+1-\mu}^{-1}$ for each $\mu=1,2, \ldots,(r-1) / 2$. In particular

$$
\begin{equation*}
x_{\frac{\ell(L)+1}{2}}=x_{r+1-\frac{\ell(L)+1}{2}}^{-1} . \tag{3.51}
\end{equation*}
$$

But by Equation 3.47,

$$
\begin{equation*}
x_{\frac{\ell(L)+1}{2}}=x_{r+1-\frac{\ell(L)+1}{2}} . \tag{3.52}
\end{equation*}
$$

Hence $x_{(\ell(L)+1) / 2}$ has order 2, again contrary to hypothesis. This completes the proof.

Remark 3.7.16. We remark that the first part of the proof of Lemma 3.7.15 does not assume any form for the intersection.

### 3.7.1 Proof of Theorem 3.7.1

We are now ready to complete the proof of Theorem 3.7.1. Our proof is by contradiction. Suppose that some interior vertex $v$ of $\Gamma$ fails to satisfy $C(6)$, then we know from Remark 3.7.6 that $v$ has exactly five incident zones $\mathrm{Z}_{1}, \ldots, \mathrm{Z}_{5}$. We also assume by Corollary 3.7.5 and Remark 3.7.6 that $\omega_{i}<l / 2$ for $i=1, \ldots, 5$. The proof is divided into two cases.

Case 1. $s(4)=l / 2$.
Case 2. $s(4)>l / 2$.

Proof of Case 1. For Case 1 (alternatively case 3.39), take $N$ to be the longer of $X_{3}$ and $Y_{4}$ and $M$ to be the longer of $X_{5}$ and $Y_{2}$. In each case $M$ is either an initial segment of $U$ or a terminal segment of $U^{-1}$. Similarly $N$ is either a terminal segment of $U$ or an initial segment of $U^{-1}$. Also $\ell(N), \ell(M) \geq 1 / 4$ for otherwise $\ell\left(s_{i}\right) \geq l / 2$ for some $i \in\{1,2,5\}$, contradicting hypothesis.

By Lemma 3.7.14, $U$ has an initial segment of period $\rho \leq 2(\ell(U)-\ell(M))$ and a terminal segment of period $\gamma \leq 2(\ell(U)-\ell(N))$. If $\gamma<2(\ell(U)-\ell(N))$, then $L=z_{l-\gamma / 2} z_{l+1-\gamma / 2} \ldots z_{l+\gamma / 2}$ is a proper subword of $s_{2} \cap s_{5}$. It follows from Lemma 3.7.15 that at least one of the images of $L$ under $\mathrm{Z}_{2}$ and $\mathrm{Z}_{5}$ is identically equal to a periodic subword of $U$ (with period $\gamma$ ). This can not happen by Lemma 3.7.13.

Otherwise $U$ has period $\gamma=2(\ell(U)-\ell(N))$. It is easy to see that

$$
\begin{equation*}
\ell\left(X_{1}\right), \ell\left(Y_{1}\right) \geq \ell(U)-\ell(N) \tag{3.53}
\end{equation*}
$$

as otherwise either $\ell\left(s_{2}\right) \geq l / 2$ or $\ell\left(s_{5}\right) \geq l / 2$, thereby contradicting hypothesis. Hence the result follows by applying Lemma 3.7.12 to $s_{1}$.

For Case 2 (alternatively case 3.40), take $N$ to be the longer of $X_{3}$ and $Y_{1}$ and $M$ to be the longer of $X_{5}$ and $Y_{2}$. In each case $M$ is either an initial segment of $U$ or a terminal segment of $U^{-1}$. Similarly $N$ is either a terminal segment of $U$ or an initial segment of $U^{-1}$. Also $\ell(N), \ell(M) \geq 1 / 4$. The proof is subdivided into three sub-cases namely:

Case 2a. Each of $M^{\prime}$ or $N^{\prime}$ is identically equal to a subwords of $U^{-1}$ or $U$.
Case 2b. Exactly one of $M^{\prime}$ or $N^{\prime}$ is identically equal to a subword of $U$ or $U^{-1}$.
Case 2c. Both $M^{\prime}$ and $N^{\prime}$ are not identically equal to a subword of $U^{-1}$ or $U$.

Proof of Case $2 a$. Using Lemma 3.7.11, we conclude that $U$ has a periodic initial segment $M_{\gamma}^{+}$of period $\gamma \leq \ell(U)-\ell(M)$ and a periodic terminal segment $N_{\rho}^{+}$of period $\rho \leq \ell(U)-\ell(N)$. Moreover by Remark 3.7.6, the two segments intersect in a segment $S$ with

$$
\ell(S)=\ell\left(M_{\gamma}^{+}\right)+\ell\left(N_{\rho}^{+}\right)-\ell(U) \geq \rho+\gamma+1>\rho+\gamma .
$$

Hence $U$ is periodic with period $\nu=\operatorname{gcd}(\rho, \gamma) \leq \min \{\rho, \gamma\} \leq \min \left\{\ell\left(Y_{1}\right), \ell\left(X_{1}\right)\right\}$ by Corollary 3.2.6. It follows that $s_{1}$ contains a subword the form $w x_{1} w^{-1}$ with $\ell(w)=\nu / 2$. The result will then follow from Lemma 3.7.12.

Proof of Case $2 b$. Suppose $N^{\prime}$ is identically equal to a subword of $U$ or $U^{-1}$. By Lemma 3.7.14, $U$ is periodic with period $\nu \leq 2(\ell(U)-\ell(M))$. If $\nu<2(\ell(U)-\ell(M))$, the result follows by applying Lemma 3.7.12 to $s_{1}$ as in Case 2a.

Hence we may assume that $\nu=2(\ell(U)-\ell(M))$. Then by Lemma 3.7.14 $U$ a has a terminal segment of the form $u_{1} w u_{2} w^{-1}$ for some letters $u_{1}, u_{2}$ and some word $w$ with $\ell(w)=\nu / 2-1$.
Also by Lemma 3.7.11, $U$ has a periodic terminal segment $N_{\rho}^{+}$of length $\ell\left(N_{\rho}^{+}\right)=$ $\ell(N)+\rho$ and period $\rho \leq \ell(U)-\ell(N)$. If $\rho+2 \leq \nu$, then $N_{\rho}^{+}$has a subword of the form $\hat{w} u_{2} \hat{w}^{-1}$ where $\hat{w}$ is the terminal segment of $w$ of length $\rho / 2$. This contradicts Lemma 3.7.13.
Finally if $\rho+2>\nu$, then $\rho+\nu \leq 2 \rho+1 \leq \ell(N)+\rho$. It follows from Corollary 3.2.6 that $U$ has period $\lambda=\operatorname{gcd}(\nu, \rho)$. Hence we can apply Lemma 3.7.12 to $s_{2}$ since

$$
\begin{equation*}
\frac{\lambda}{2} \leq \lambda-1 \leq \rho-1 \leq \ell(U)-\max \left\{\ell\left(X_{3}\right), \ell\left(Y_{1}\right)\right\}-1 \leq \min \left\{X_{2}, Y_{2}\right\} \tag{3.54}
\end{equation*}
$$

The proof for the case where $M^{\prime}$ is identically equal to a subword of $U$ or $U^{-1}$ is similar.

Proof of Case 2c. Then $U$ is periodic with periods $\rho \leq 2(\ell(U)-\ell(M))$ and $\gamma \leq$ $2(\ell(U)-\ell(N))$. If $\rho<2(\ell(U)-\ell(M))$ or $\gamma<\rho$, then the result follows by applying Lemma 3.7.12 to $s_{2}$. Similarly if $\gamma<2(\ell(U)-\ell(N))$ or $\rho<\gamma$, then the result follows by applying Lemma 3.7.12 to $s_{1}$.

Hence suppose $\rho=\gamma=2(\ell(U)-\ell(M))=2(\ell(U)-\ell(N))$. Then we have $\ell\left(X_{5}\right) \leq$ $\ell(M)=\ell(U)-\gamma / 2$, whence $\ell\left(X_{1}\right)=\ell(U)-1-\ell\left(X_{5}\right) \geq \gamma / 2-1$ and so

$$
\begin{equation*}
\ell\left(Y_{1}\right)=\ell\left(s_{1}\right)-1-\ell\left(X_{1}\right)<\ell(U)-1-\ell\left(X_{1}\right) \leq \ell(U)-\gamma / 2=\ell(N) . \tag{3.55}
\end{equation*}
$$

It follows that $N=X_{3}$. By a similar argument, $M=X_{5}$. It follows from Lemma 3.7.14 that $U$ has an initial segment of the form $w_{1} z_{s(3)} w_{1}^{-1} u_{1}$ and a terminal segment of the form $u_{2} w_{2} z_{s(1)}^{-1} w_{2}^{-1}$ for some letters $u_{1}=z_{\rho}, u_{2}=z_{l / 2-\rho}$, and words $w_{1}, w_{2}$ satisfying $\ell\left(w_{1}\right)=\ell\left(w_{2}\right)=\rho / 2-1$.

We also have from Lemma 3.7.14 that $t(3)+\omega_{3} \equiv s(3) \equiv \rho / 2$ modulo $l$. The $(l-\rho) / 2$-th letter of $s_{3}$ is $x_{3}=z_{l / 2}=b$. The corresponding letter of $t_{3}$ is therefore $z_{s(3)-(l-\rho) / 2}=z_{l / 2+\rho}$, which is not a special letter of $t_{3}$. Hence $z_{l / 2+\rho}=z_{l / 2}^{-1}=b^{-1}$. Therefore

$$
\begin{equation*}
u_{2}=z_{\frac{l}{2}-\rho}=z_{\frac{l}{2}+\rho}^{-1}=b . \tag{3.56}
\end{equation*}
$$

A similar argument shows that

$$
\begin{equation*}
u_{1}=z_{\rho}=z_{l-\rho}^{-1}=y_{5}=a . \tag{3.57}
\end{equation*}
$$

Moreover by the periodicity of $U$

$$
\begin{equation*}
w_{1} z_{s(3)} w_{1}^{-1} a=z_{1} \cdots z_{\rho} \tag{3.58}
\end{equation*}
$$

is a cyclic conjugate of

$$
\begin{equation*}
b w_{2} z_{s(1)}^{-1} w_{2}^{-1}=z_{\frac{l}{2}-\rho} \cdots z_{\frac{l}{2}-1} \tag{3.59}
\end{equation*}
$$

Now apply Lemma 3.2.7 to this pair of cyclically conjugate words to obtain

$$
\begin{equation*}
b w_{2} z_{s(1)}^{-1} w_{2}^{-1}=\prod_{t=1}^{s} b^{\beta(t)} V x^{\alpha(t)} V^{-1} \tag{3.60}
\end{equation*}
$$

for some letter $x$, some word $V$ and some integer $s$ and some $\alpha(t), \beta(t) \in\{ \pm 1\}$. The integer $s$ in the statement of Lemma 3.2.7 is defined to be $k / m$, where $k=\rho / 2$ and $m=\operatorname{gcd}(j, k)$. Here $j$ in turn is defined as the number of places by which one has to cyclically permute $b w_{2} z_{s(1)}^{-1} w_{2}^{-1}$ to obtain $w_{1} z_{s(3)} w_{1}^{-1} a$ - in other words

$$
\begin{equation*}
z_{1} \cdots z_{\rho} \equiv z_{\frac{l}{2}-\rho+j} \cdots z_{\frac{l}{2}-1} z_{\frac{l}{2}-\rho} \cdots z_{\frac{l}{2}-\rho+j-1} . \tag{3.61}
\end{equation*}
$$

Suppose first that $s$ is even. Then Lemma 3.2.7 gives that $b=z_{s(1)}, a=z_{s(3)}^{-1}$, and $x=a$ in the above expression. This $U$ has a terminal segment

$$
\begin{equation*}
b w_{2} z_{s(1)}^{-1} w_{2}^{-1}=\prod_{t=1}^{s} b^{\beta(t)} V a^{\alpha(t)} V^{-1} \tag{3.62}
\end{equation*}
$$

Similarly $U$ has an initial segment of the form

$$
\begin{equation*}
w_{1} z_{s(3)} w_{1}^{-1} a=\prod_{t=1}^{s} V^{-1} b^{\delta(t)} V a^{\gamma(t)} \tag{3.63}
\end{equation*}
$$

Putting these together, using the periodicity of $U$, we obtain

$$
\begin{equation*}
U=V^{-1} \prod_{t=1}^{p} b^{\zeta(t)} V a^{\eta(t)} V^{-1} \tag{3.64}
\end{equation*}
$$

for some integer $p$ and some $\zeta(t), \eta(t) \in\{ \pm 1\}$.
Thus $U b U^{-1} \in\left\langle a, V^{-1} b V\right\rangle$ and we have a refinement of our generalised triangle group description of $G$, contrary to our underlying hypotheses.

Next suppose that $s$ is odd in Lemma 3.2.7. Then $\left\{b, z_{s(1)}^{-1}\right\}=\left\{a, z_{s(3)}\right\}$, and we have an expression

$$
\begin{equation*}
b w_{2} z_{s(1)}^{-1} w_{2}^{-1}=\prod_{t=1}^{s} b^{\beta(t)} V z_{s(1)}^{\alpha(t)} V^{-1} \tag{3.65}
\end{equation*}
$$

and an analogous expression

$$
\begin{equation*}
w_{1} z_{s(3)} w_{1}^{-1} a=\prod_{t=1}^{s} V^{-1} z_{s(3)}^{\delta(t)} V a^{\gamma(t)} \tag{3.66}
\end{equation*}
$$

Again we can fit these together using the periodicity of $U$ to get an expression for $U$.
If $b=z_{s(3)}$ and $a=z_{s(1)}^{-1}$ then again this has the form

$$
\begin{equation*}
U=V^{-1} \prod_{t=1}^{p} b^{\zeta(t)} V a^{\eta(t)} V^{-1} \tag{3.67}
\end{equation*}
$$

which leads to a refinement, contrary to hypothesis.
If on the other hand $b=a$ and $z_{s(3)}=z_{s(1)}^{-1}$ then we obtain an expression of the form

$$
\begin{equation*}
U=V z_{s(3)}^{\eta(0)} V^{-1} \prod_{t=1}^{p} a^{\zeta(t)} V z_{s(3)}^{\eta(t)} V^{-1} \in\left\langle a, V z_{s(3)} V^{-1}\right\rangle \tag{3.68}
\end{equation*}
$$

As before, this yields a refinement, contrary to hypothesis. This completes the proof.

### 3.8 Proof of Theorems

Here we give the proofs for Theorems 3.1.1, 3.1.2 and 3.1.3. As before we suppose that the triangle group description for $G$ is maximal. By Theorems 3.6.1 and 3.7.1, an $\mathcal{W}$-minimal clique-picture over $G$ satisfies the $C(6)$ property.

Theorem 3.8.1 (Theorem 3.1.1). The maps $G_{1} \rightarrow G, G_{2} \rightarrow G$ and $\mathcal{H} \rightarrow G$ are all injective.

Proof. Suppose that there is a non-trivial word $w$ in $\mathcal{H}, G_{1}$ or $G_{2}$ that is trivial in $G$. Then we obtain a $\mathcal{W}$-minimal picture $P$ over $G$ on $D^{2}$ with boundary label $w$. We prove the theorem by induction on the number of cliques in $P$; the case of 0 cliques corresponds to the empty picture $P$, for which there is nothing to prove.

Suppose first that some clique $v$ in $P$ is not simply connected, and let $C$ be one of the boundary components of the surface carrying the clique $v$. By an innermost argument, we may assume that $C$ bounds a disc $D \subset D^{2}$ such that every clique in $P \cap D$ is simply-connected (see Figure.


Figure 3.14: Diagram showing a clique containing vertices $v_{1}, v_{2}, \ldots, v_{5}$ which is not simply-connected. The region bounded by $v_{1}, v_{5}, v_{4}, v_{5}$ and containing $v_{6}$ (indicated by the red curve) contains only simply-connected cliques, and so is a good choice for $C$ since $v_{6}$ is in $P \cap C$.

Now the label on $C$ is a word in $H$ which is the identity in $G$, and $P \cap D$ has at least one fewer clique than $P$, so by inductive hypothesis the label is trivial in $\mathcal{H}$.
We then amend $P$ by replacing $P \cap D$ by a picture over $\mathcal{H}$, all of the arcs, vertices and regions of which will belong to the same clique as $v$ in the amended picture $P^{\prime}$. Since $C \cap P$ was not empty (for otherwise $D$ is contained in $v$ ), the new picture $P^{\prime}$ also has fewer cliques than $P$, and the result follows from the inductive hypothesis. Hence we are reduced to the situation where every clique in $P$ is simply connected, and hence we may form from $P$ a clique-picture $\Gamma$ over $G$ on $D^{2}$ with boundary label $w$. Without loss of generality, we may assume that $\Gamma$ is $\mathcal{W}$-minimal. It follows that $\Gamma$ satisfies $C(6)$.

If $\Gamma$ is empty, then $w$ is already trivial in $\mathcal{H}, G_{1}$ or $G_{2}$ and so we get a contradiction. On the other hand suppose that $\Gamma$ is non-empty. If no $\operatorname{arcs}$ of $\Gamma$ meet $\partial D^{2}$, then $\Gamma$ is a spherical picture (i.e a picture on $S^{2}$ ) and the $C(6)$ property implies $\chi\left(S^{2}\right) \neq 2$. This contradiction implies $G_{1} \rightarrow G$ and $G_{2} \rightarrow G$ are both injective.

Suppose then that some arcs of $\Gamma$ meet $\partial D^{2}$. Then $w \notin G_{1}, G_{2}$. Moreover if $w$ is a word in $\left\{a, U b U^{-1}\right\}$, then the $C(6)$ condition combined with Theorem 1.5.5 implies that some boundary clique $v_{0}$ has at most degree three.

Under Hypothesis A, by Lemma 3.5.6, $v_{0}$ is connected to $\partial D^{2}$ by a zone $\mathrm{Z}_{i}$ with $\omega_{i}>l$. Either a refinement is possible by Corollary 3.3.1 or we can amalgamate $v_{0}$ with $\partial D^{2}$ to form a new clique-picture with fewer cliques whose boundary label also belongs to $\mathcal{H}$. The former possibility contradicts the maximality of the triangle group description for $G$ while the latter contradicts the minimality of $\Gamma$.

Under Hypothesis B , it follows from Remark 3.7.6 that $v_{0}$ is connected to $\partial D^{2}$ by a zone $\mathrm{Z}_{i}$ with $\omega_{i}>l / 2$. By Corollary 3.7.5, $U$ has a letter of order 2 or a refinement is possible, contradicting hypothesis. Otherwise as before we can amalgamate $v_{0}$ with $\partial D^{2}$ to form a new clique-picture with fewer cliques. Either case is a contradiction.

Theorem 3.8.2 (Theorem 3.1.2). If the word problems are soluble for $\mathcal{H}, G_{1}$ and $G_{2}$, then it is soluble for $G$.

Proof. Any clique-picture $\Gamma$ over $G$ satisfies $C(6)$, and hence a quadratic isoperimetric inequality by Theorem 1.5.6. In other words, there is a quadratic function $f$ such that any word of length $m$ representing the identity element of $G$ is the boundary label of a clique-picture with at most $f(m)$ cliques. Also there is a bound (as a function of $m$ ) on the length of any clique-label of $\Gamma$. By Corollary 3.5.6 and Corollary 3.7.5, a clique with label of length $m l$ has degree at least $m$. Moreover, there is a linear isoperimetric inequality of the form

$$
\begin{equation*}
\ell(\Gamma) \geq \sum_{v}[\operatorname{deg}(v)-6] \tag{3.69}
\end{equation*}
$$

where $\ell(\Gamma)$ is the number of regions of $\Gamma$ and the sum is over all cliques $v$. Hence no clique can have degree greater than $\ell(\Gamma)+6 f(\ell(\Gamma))$. Since no zone has length greater than $l$, this gives an upper bound of $l[\ell(\Gamma)+6 f(\ell(\Gamma))]$ on the length of any clique-label. Since both the number of cliques and the length of any clique-label are bounded, there are only a finite number of connected graphs that could arise as clique-pictures for words of length less than or equal to that of a given word $w$. Moreover, any such graph can be labelled as a clique-picture only in a finite number of ways. For any such potential labelling, we may check whether or not the clique-labels are equal to the identity in $\mathcal{H}$, and whether or not the region-labels are equal to the identity in $G_{1}$ or $G_{2}$, using the solution to the word problem in $H, G_{1}$ and $G_{2}$ respectively. Hence we may obtain an effective list of all words of length less than or equal to $\ell(w)$ that appear as boundary labels of connected clique-pictures over $G$. In particular, we may check, for all cyclic subwords $w_{1}$ of $w$, whether or not $w_{1} g$ belongs to this list for some letter $g \in G_{1} \cup G_{2}$. (Note that this check also uses the solution to the word problem in $G_{1}$ and $G_{2}$, and that the letter $g$, if it exists, is unique by the Freiheitssatz). If so, then $w$ is a cyclic conjugate of $w_{1} w_{2}$ for some $w_{2}$, so $w=1$ in $G$ if and only if $g=w_{2}$ in $G$, which we may assume inductively is decidable. Hence the word problem is soluble for $G$.

Theorem 3.8.3 (Theorem 3.1.3). If a cyclic permutation of $R^{n}$ has the form $W_{1} W_{2}$ with $0<\ell\left(W_{1}\right), \ell\left(W_{2}\right)<\ell\left(R^{n}\right)$ as words in $G$, then $W_{1} \neq 1 \neq W_{2}$ as words in $G$. In particular $R$ has order $n$ in $G$.

Proof. Suppose by way of contradiction that $W_{1}=1=W_{2}$ in $G$. We can assume by Theorem 3.1.1 that $\ell\left(W_{1}\right) \neq 1 \neq \ell\left(W_{2}\right)$. We obtain a $\mathcal{W}$-minimal clique-picture $\Gamma$ over $G$ with boundary label $W_{1}$ or $W_{2}$. Suppose without loss of generality that $\Gamma$ has boundary label $W_{1}$. Form a new clique picture $\tilde{\Gamma}$ with boundary label $W_{2}^{-1}$ by
adding a vertex labelled $R^{-n}$. $\tilde{\Gamma}$ has only one boundary vertex and is reduced since $\Gamma$ is $\mathcal{W}$-minimal. It follows from Theorem 1.5.5 that $\tilde{\Gamma}$ has a single vertex or clique. Hence up to conjugacy $W_{2}$ (and hence $W_{1}$ ) is a word in $H$ which is trivial and has length strictly less than the length of $R^{n}$. This contradicts the Spelling Theorem, hence the result.

Theorem 3.8.4. [12] The pushout of groups in Figure 3.1 is geometrically MayerVietoris in the sense of [23]. In particular it gives rise to Mayer-Vietoris sequences

$$
\begin{gathered}
\cdots \rightarrow H_{k+1}(G, M) \rightarrow H_{k}(A * B, M) \rightarrow \\
H_{k}\left(G_{1} * G_{2}, M\right) \oplus H_{k}(H, M) \rightarrow H_{k}(G, M) \rightarrow \cdots
\end{gathered}
$$

and

$$
\begin{aligned}
\cdots & \rightarrow H^{k}(G, M) \rightarrow H^{k}\left(G_{1} * G_{2}, M\right) \oplus H^{k}(H, M) \\
& \rightarrow H^{k}(A * B, M) \rightarrow H^{k+1}(G, M) \rightarrow \cdots
\end{aligned}
$$

for any $\mathbb{Z} G$-module $M$.
The proof of Theorem 3.8.4 is done by constructing a push-out square of aspherical $C W$ - complexes and embeddings which realises Figure 3.1 on fundamental groups. These ideas are not covered in this thesis, so the reader can see the given reference for a complete proof. Also the proof uses the $C(6)$ property of clique-pictures and Theorem 3.1.1, which justifies its inclusion here.

## Chapter 4

## One-relator product of two non-trivial groups with short relator

### 4.1 Preamble

Let $A$ and $B$ be non-trivial groups. Consider the one-relator product

$$
\begin{equation*}
G=\frac{(A * B)}{N\left(r^{n}\right)}, \tag{4.1}
\end{equation*}
$$

where $n$ is a natural number and $r$ is a word in $A * B$ which is not a proper power. We will be mostly interested in the case where $n \geq 2$ and $\ell(r) \leq 8$. Our aim is to show that $G$ satisfies the Freiheitssatz and $r$ has order $n$ in $G$. In very few cases it might not be possible to prove both results. However, either of the two results will be enough for later applications. More precisely using pictures and clique pictures, we prove the following theorem.

Theorem 4.1.1. Let $A$ and $B$ non-trivial groups and $G=(A * B) / N\left(r^{n}\right)$. Suppose that any of the following conditions holds:

1. $\ell(r)=8$ and $n \geq 3$; or
2. $2 \leq \ell(r)<8$ and $n \geq 2$; or
3. $n=1$ and $\ell(r)=4$ say $r=a b c d$, with $\langle a, c\rangle$ and $\langle b, d\rangle$ isomorphic to 2generator subgroups of $P S L_{2}(\mathbb{C})$.

Either:
i. $A$ and $B$ embed in $G$ naturally and $r$ has order $n$ in $G$, or
ii. $n=2$ and up to conjugation $r$ has the form $r=a x b x^{-1} c z$ with $z^{2}=1$, where $a, b, c \in A$ and $x, z \in B$.

Corollary 4.1.2. Let $G$ be as in Theorem 4.1.1. Then $r$ has order $n$ in $G$.
Proof. Suppose that $n=2$ and the relations $x y=z^{2}=1$ holds in $B$, then one can show easily that $B$ embeds in $G$. More precisely the identity map from $B$ to itself factors through the projection map from $G$ to $B$. So if $r$ fails to have order 2, then $r=1$ in $G$ and so the image of $r$ (under this projection map) which is $z$ is trivial in $B$. But this is impossible. This completes the proof.

The rest of this Chapter is divided into five sections. In each section we consider a specific $\ell(r)=l$. But first we make some general assumptions as well as prove general results which apply to arbitrary $l$.

## General assumptions

Most of the proofs we present in this chapter dwells on analysis of pictures. These pictures have some properties which we shall establish. We show by rigorous analysis that these properties will give us the desired result. If the group $G$ in 4.1 fails to satisfy the Freiheitssatz or the word $r$ has order $m$ strictly less than $n$, then we can construct a non-trivial picture $M$ over $G$ on $D^{2}$. In the first case $M$ has an exceptional region $\Delta_{o}$ whose label is a non-trivial word in $A \cup B$ which is trivial in $G$. In the second case $M$ has an exceptional vertex $v_{o}$ whose label is a non-trivial word $r^{ \pm m}$ in $A * B$ which is trivial in $G$. In both cases $M$ can in fact be thought of as a spherical picture. Also we will always assume that $M$ is $\mathcal{W}$-minimal, where $\mathcal{W}$ is the union of the set on non-trivial elements in $A \cup B$ and the symmetrized closure of the set $\left\{r^{k} \mid k<n\right\}$.

If both $A$ and $B$ have faithful representations in $P S L_{2}(\mathbb{C})$ and $n>1$, then $G$ satisfies the Freiheitssatz and $r$ has order $n$ in $G$ by Theorem 2.4.2. Hence we assume that at least one of $A$ or $B$ does not have any faithful representation in $P S L_{2}(\mathbb{C})$. In particular if $A$ - say, is cyclic or dihedral, then $B$ is neither cyclic nor dihedral.

Another assumption is that the root $r$ of the relator $r^{n}$ is a cyclically reduced word in $A * B$, which is not a proper power. Hence without loss of generality, it has the form

$$
\begin{equation*}
r=a_{1} b_{1} \ldots a_{\frac{l}{2}} b_{\frac{l}{2}}, \tag{4.2}
\end{equation*}
$$

where $\left\{a_{i} \mid 1 \leq i \leq l / 2\right\}=X \subseteq A,\left\{b_{i} \mid 1 \leq i \leq l / 2\right\}=Y \subseteq B$ and $X \cup Y$ does not contain the the identity element of $A$ or $B$.

Finally we assume that $X$ generates $A$ and $Y$ generates $B$. This is a pretty standard assumption, for suppose Freiheitssatz holds for $G_{o}=\left(A_{o} * B_{o}\right) / N\left(r^{n}\right)$ where $A_{o}$ is
the subgroup of $A$ generated by $X$ and $B_{o}$ is the subgroup of $B$ generated by $Y$, then same is true for $G=A *_{A_{o}} G_{o} *_{B_{o}} B$. Also if $r$ has order $n$ in $G_{o}$, then it has order $n$ in $G$.

### 4.2 Preliminary results

Most of the arguments we present involve analysis of zones incident on an interior vertex of $M$. We show that $(l-1)$-zones do not occur, and if an $(l-2)$-zone occurs, then there is only one possibility for its label. Later on $l$ will either be 4,6 , or 8 . Unless stated otherwise, we assume $n \geq 2$. In what follows all subscripts are modulo $l / 2$.

Lemma 4.2.1. Suppose an ( $l-1$ )-zone $Z$ is incident on some vertex, and none of the regions in $Z$ is exceptional. Then one of the following holds.

1. $r$ is a proper power.
2. $n=2$ and there exist letters $x, y \in A \cup B$ with $y^{2}=1$, and $a W \in A * B$ with $\ell(W)=l / 2-1$, such that $r$ is conjugate to a word of the form $x W y W^{-1}$.

Proof. Suppose that Z joins vertices of opposite signs. By Lemma 3.5.3, a cyclic subword of $r^{n}$ of length $l+\mu-2 \geq l+\mu-\operatorname{gcd}(l, \mu)$ has period $\mu \leq l / 2$. Hence by Theorem 3.2.5, $r$ has period $\operatorname{gcd}(l, \mu)$ since $\operatorname{gcd}(l, \mu) \geq 2$. This implies that $r$ is a proper power.

On the other hand suppose that Z joins vertices of same sign. Up to cyclic relabelling of $r$, we may assume that the zone Z identifies $b_{1} a_{2} b_{2} \ldots a_{l / 2}$ with the subword $\left(a_{\lambda} b_{\lambda} \ldots b_{l / 2+\lambda-2}\right)^{-1}$ of $r^{n}$ for some $1 \leq \lambda \leq l / 2$. In particular $a_{j}=a_{l / 2+\lambda-j}^{-1}$ for $2 \leq j \leq l / 2$ and $b_{j}=b_{l / 2+\lambda-1-j}^{-1}$ for $1 \leq j \leq l / 2-1$.
If $\lambda>2$, then $a_{l / 2+\lambda-1}=a_{\lambda-1}=a_{l / 2+\lambda+1-\lambda}^{-1}=a_{1}$. Similarly $b_{l / 2}=b_{\lambda-1}^{-1}$. So we can get an $(l+1)$-zone by bridge-moves. If $\lambda=1$, then $a_{l / 2}=a_{1}^{-1}$. Similarly if $\lambda=2$, then $b_{2}=b_{l / 2-1}^{-1}$. In either case we can do a bridge-move, changing Z to get an $l$-zone. Hence $r$ has the form $r=x W y W^{-1}$, with $(x, y)$ admissible since $y^{2}=1$. If $n>2$, we can apply Theorems 1 and 3 in [62] to show that Freiheitssatz holds for $G$ and $r$ has order $n$ in $G$. Since this contradicts our assumption, we must have that $n=2$. This completes the proof.

Corollary 4.2.2. If an $(l-1)$-zone $Z$ whose regions are all interior joins vertices of same sign, then either the size of $Z$ can be increased by bridge-moves or $r$ has the form $r=x W y W^{-1}$.

As a consequence, we have the following result which is a special case to a more general result proved in [[55],[56]]. However we include the proof here for completeness.

Theorem 4.2.3. Suppose $n>3$ and $\ell(r) \leq 10$, then Freiheitssatz holds for $G$. Also $r$ has order $n$ in $G$.

Proof. By Lemma 4.2.1, the number of edges incident on a vertex $v$ is at most $5(l-2) \leq 4 l \leq n l$. If any of the inequalities is strict, then there is nothing to prove. Hence we suppose that $l=10$ and $n=4$. In which case all the zones must have size $l-2$. It easy to see that we can apply bridge-moves to show that some letter is trivial. This contradiction completes the proof.

Lemma 4.2.4. Let $Z$ be an $(l-2)$-zone joining two interior vertices. Suppose that $Z$ can not be changed to $(l-1)$-zone by a bridge-move. Then up to cyclic relabelling of $r$, we may assume that the zone $Z$ identifies the subword $b_{1} a_{2} b_{2} \ldots b_{l / 2-1}$ of $r^{n}$ with the subword $\left(b_{\lambda} a_{\lambda+1} b_{\lambda+1} \ldots b_{l / 2+\lambda-2}\right)^{ \pm 1}$ of $r^{ \pm n}$, for some $\lambda \leq l / 2$, and one of the following holds:

1. If the two vertices have opposite signs, then $B$ is cyclic. Furthermore neither of the two regions on both sides of $Z$ is an $m$-gon for $m<4$.
2. If the two vertices have same sign, then $\lambda-2 \equiv 1 \bmod l / 2$. In particular, the middle 2-zone of $Z$ has both corners labelled by same letter.

Proof. First suppose that the two vertices have opposite signs. Then $b_{1} a_{2} b_{2} \ldots b_{l / 2-1}$ is identified with the subword $b_{\lambda} a_{\lambda+1} b_{\lambda+1} \ldots b_{l / 2+\lambda-2}$. By Lemma 3.5.3, a cyclic subword $W$ of $r^{n}$ of length $\ell(W)=l+\mu-3$, with $b_{1} a_{2} b_{2} \ldots b_{l / 2-1}$ as an initial or terminal segment, has period $\mu=2(\lambda-1) \geq 2$. Without loss of generality, we assume that $W=b_{1} a_{2} b_{2} \ldots b_{l / 2+\mu-2}$. If $\mu=2$, then $B$ is cyclic. Also $a_{i}=a_{i+1}$ for $1<i<l / 2$. If any of the two regions is an $m$-gon for $n<4$, we get the relation $a_{1} a_{l / 2} a_{i}^{ \pm 1}=1$, for some $i$. This will imply that $A$ is cyclic, contradicting assumption. Suppose $\mu>2$. If $\operatorname{gcd}(l, \mu)>2$, then $l+\mu-3>l+\mu-\operatorname{gcd}(l, \mu)$. And so by Theorem $3.2 .5, r^{n}$ has period $\operatorname{gcd}(l, \mu) \leq \mu / 2$. Hence $r$ is a proper power. Otherwise suppose that $\operatorname{gcd}(l, \mu)=2$. Then $\operatorname{gcd}(l / 2, \lambda-1)=\operatorname{gcd}(l / 2, \mu / 2)=\operatorname{gcd}(l, \mu) / 2=1$. But we have that $b_{i}=b_{i+\lambda-1}$ for $1 \leq i \leq l / 2-1$ and

$$
\begin{equation*}
\frac{l}{2}+\lambda-2=\frac{l}{2}+\lambda-1-\operatorname{gcd}\left(\frac{l}{2}, \lambda-1\right) \tag{4.3}
\end{equation*}
$$

So $b_{1} b_{2} \ldots b_{l / 2}$ has period 1 . Hence $B$ is cyclic.
Similarly, $a_{i}=a_{i+\lambda-1}$ for $2 \leq i \leq l / 2-1$. So we get $l / 2-2$ equalities amongst $l / 2$ elements. Any circuit will imply that $m(\lambda-1) \equiv 0 \bmod l / 2$ for some $m<l / 2$.

This is not possible by assumption. Also either $a_{1}$ and $a_{\lambda}$ or $a_{l / 2}$ and $a_{l / 2+\lambda-1}$ do not belong to same chain of equality. Hence without loss of generality $a_{1} a_{\lambda} a_{i}=1$ for some $i$. This implies $A$ is cyclic.

Suppose the two vertices have same sign. In which case $b_{1} a_{2} b_{2} \ldots b_{l / 2-1}$ is identified with $\left(b_{\lambda} a_{\lambda+1} b_{\lambda+1} \ldots b_{l / 2+\lambda-2}\right)^{-1}$, where $\lambda \leq l / 2$. It follows that for $2 \leq i \leq l / 2-1$ and $1 \leq j \leq l / 2-1$

$$
\begin{equation*}
a_{i}=a_{l / 2+\lambda-i}^{-1} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{j}=a_{l / 2+\lambda-j-1}^{-1} \tag{4.5}
\end{equation*}
$$

respectively. There is nothing to prove when $\lambda=1$. Also if $\lambda=l / 2$, then by Equation 4.4

$$
\begin{equation*}
a_{\frac{l}{2}-1}=a_{1}^{-1} \tag{4.6}
\end{equation*}
$$

Finally if $2 \leq \lambda \leq l / 2-1$, then

$$
\begin{equation*}
a_{\lambda}=a_{l / 2}^{-1} . \tag{4.7}
\end{equation*}
$$

In each case a bridge-move can be applied to increase the size of Z to $l-1$. This contradicts hypothesis, hence the proof is complete.

One property we require of $M$ is the existence of a positively-curved interior vertex, which we shall denote by $\vartheta$. Throughout $\vartheta$ is assumed to have positive sign. This leads us to the following result.

Lemma 4.2.5. Let $M$ be as above and let $t$ be the minimum number of interior regions bounded by a boundary vertex which are not 2-gonal. Then one of the following holds

## 1. $M$ has a positively curved interior vertex

2. If the exceptional region $\Delta_{o}$ has degree $k$, then $k(3-t) \geq 6$. In particular $k \geq 4$ and there exist a boundary vertex of degree 3 .

Proof. Note that if $M$ has an exceptional vertex $v_{o}$ (with label a proper subword of $\left.r^{n}\right)$, then we can assume that all other vertices are interior. For each region $\Delta$ of $M$ of degree $d(\Delta)$, assign an angle $(d(\Delta)-2) \pi / d(\Delta)$ to each of its $d(\Delta)$ corners. Using the curvature formulas in Section 1.5.3 we have that regions of $M$ have zero curvature. Since $v_{o}$ has curvature at most $2 \pi$, we must have a positively-curved interior vertex. Hence we assume that $M$ has an exceptional region $\Delta_{o}$. We prove this Lemma by considering the degree $d\left(\Delta_{o}\right)$ of $\Delta_{o}$.

By assumption, there are no interior regions $\Delta$ with degree $d(\Delta)=1$. Suppose that $d\left(\Delta_{o}\right)=1$. Then there is only one boundary vertex namely the vertex $-v$ say -
bounding $\Delta_{o}$. All other vertices are interior. Since $v$ has one region of degree 1 and $(l n-2)$ of degree at least 2 , it follows that the curvature of $v$ is at most $3 \pi$. But the total curvature of $M$ is $4 \pi$, so there must be an interior vertex of positive curvature, as claimed.

Suppose then that $d\left(\Delta_{o}\right)=2$. Then there are no regions of degree 1 , so any vertex $v$ has curvature at most $2 \pi$, with equality only if every region bounded by $v$ has degree 2. But if every region bounded by $v$ has degree 2 , then $v$ has only one neighbouring vertex $v^{\prime}$. Since $M$ is $\mathcal{W}$-minimal, it consists of only these two vertices. If this happens, then by the proof of Lemma 4.2.1, either $r$ is a proper power or the label of $\Delta_{o}$ was already trivial in $A \cup B$. Either case we get a contradiction. Otherwise there are at most two vertices bounding $\Delta_{o}$, each with curvature strictly less than $2 \pi$. Since the total curvature of $M$ is $4 \pi$, there must be a positively curved interior vertex, as claimed.

Suppose then that $\Delta_{o}$ has degree $d\left(\Delta_{o}\right)=k \geq 3$. Then there are no regions of degree 1. For each vertex $v$ bounding $\Delta_{o}$, let $\tau(v)$ be number of regions it bounds outside $\Delta_{o}$ which are 2 -gonal. It follows that any such vertex has curvature

$$
\begin{equation*}
\kappa(v) \leq\left[2-\frac{\tau(v)}{3}-\frac{(k-2)}{k}\right] \pi . \tag{4.8}
\end{equation*}
$$

If there are no positively-curved interior vertices, then

$$
\begin{equation*}
4 \pi \leq \sum \kappa(v) \leq\left[2-\frac{t}{3}-\frac{(k-2)}{k}\right] k \pi \tag{4.9}
\end{equation*}
$$

where the summation is over all boundary vertices. It follows that $6 \leq k(3-t)$. This can only happen if $t \leq 2$ and $k \geq 3$. Note that none of the zones occurring can have size greater than $l$ by minimality. Hence in particular that $t \neq 0$. If $k=3$, then there are no interior vertices and all three boundary vertices bound exactly two regions which are not 2-gonal. In other words $M$ consists of the three boundary vertices and the $l$-zones joining them as shown in Figure 4.1.


Figure 4.1: A picture consisting of only $k$ boundary vertices joined to each other by $l$-zones.

However each of the two 3 -gons (one of which is $\Delta_{o}$ ) has label $x^{3}$. Since one is interior, it follows that $x^{3}=1$. In other words the label of $\Delta_{o}$ was already trivial in $G$. Hence $k \geq 4$ and there exist a boundary vertex of degree 3 . This completes the proof.

Remark 4.2.6. It is easy to see that the existence of a boundary vertex of degree 3 in Lemma 4.2.5 implies the existence of a positively-curved boundary vertex of degree 3.

Corollary 4.2.7. Suppose an ( $l-3$ )-zone $Z$ joins $\vartheta$ to a vertex $u$ of the same sign, with $l \geq 6$. Then

1. either the size of $Z$ can be increased by bridge-moves, or
2. $l=6$ and without loss of generality, $r=a_{1} b_{1} a_{2} b_{2} a_{2}^{-1} b_{1}^{-1}$.

Proof. As in Lemma 4.2.4, without loss of generality Z identifies $b_{1} a_{2} b_{2} \ldots b_{l / 2-2} a_{l / 2-1}$ with $a_{\lambda} b_{\lambda} \ldots a_{l / 2+\lambda-3} b_{l / 2+\lambda-3}$, where $\lambda \leq l / 2$. Hence for $2 \leq i \leq l / 2-1$ and $1 \leq j \leq l / 2-2$,

$$
\begin{equation*}
a_{i}=a_{l / 2+\lambda-i-1}^{-1} \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{j}=b_{l / 2+\lambda-2-j}^{-1} \tag{4.11}
\end{equation*}
$$

respectively. By Equation 4.10, $a_{l / 2-1}=a_{1}^{-1}$ when $\lambda=1$. Similarly by Equation 4.11, $b_{1}=b_{l / 2-1}^{-1}$ when $\lambda=2$. In either case a bridge-move can be done on the left side or right side of Z , increasing its size to $l-2$. When $l=6$, the only other possibility is $\lambda=3$. In this case Equations 4.10 and 4.11 reduces to $a_{i}=a_{5-i}^{-1}$ and $b_{j}=b_{4-j}^{-1}$, where $2 \leq i \leq 3$ and $1 \leq j \leq 2$ respectively. In other words, $a_{2}=a_{3}^{-1}$, $b_{1}=b_{3}^{-1}$ and $b_{2}=b_{2}^{-1}$. Hence $r=a_{1} b_{1} a_{2} b_{2} a_{2}^{-1} b_{1}^{-1}$.

Now suppose that $l>6$ and $\lambda>2$, then $b_{\lambda-1}=b_{l / 2-1}^{-1}$ by Equation 4.11. As before, we can do a bridge-move to increase the size of Z . This completes the proof.

We also include the following trivial results which shall be used later.
Proposition 4.2.8. The group $H=\left\langle x, y \mid x^{2}=1, w(x, y)=1\right\rangle$ with $w(x, y) \in$ $\left\{x y^{ \pm 1} x y^{2}, x y x y\right\}$ is either dihedral or cyclic.

This can be proved by applying Tietze transformations. In fact $H$ is the cyclic group of order 6 when $w(x, y)=x y x y^{2}$, dihedral group of order 6 when $w(x, y)=x y^{-1} x y^{2}$ and infinite dihedral when $w(x, y)=x y x y$. We are also interested in the case where $w(x, y)=x y x y^{-1}$. In other words, $H$ is abelian.

Lemma 4.2.9. Let $G=(A * B) / N\left(r^{2}\right)$ where $A$ is Abelian with factor groups $A_{i}$, and $B$ has a faithful representation in $P S L_{2}(\mathbb{C})$. If $p_{i}(r)$ is neither in $\bigcup_{i} N\left(A_{i}\right)$ nor $N(B)$, where $p_{i}: A * B \rightarrow A_{i}$ is the canonical projection map, then $G$ satisfies the Freihetssatz.

Proof. For each $i$, both $A_{i}$ and $B$ have faithful representations in $P S L_{2}(\mathbb{C})$. Hence both embed in $G$ since they embed in $p_{i}(G)$. Moreover

$$
\left(\bigcap \operatorname{Ker}\left(p_{i}\right)\right) \cap A=1,
$$

so $A$ also embeds in $G$.
We now focus on positively-curved interior vertices $\vartheta$. All the zones mentioned here are incident on $\vartheta$. Recall that a vertex of degree $m$ has $m$ zones incident on it. Let the zones be $\mathrm{Z}_{1}, \ldots, \mathrm{Z}_{m}$ listed consecutively in clockwise order.

Definition 4.2.10. A configuration of a vertex of degree $m$ is the $m$-tuple $\left(\omega_{1}, \ldots, \omega_{m}\right)$ or any of its cyclic permutations, where $\omega_{i}$ is the size of $Z_{i}$.

A bridge-move induces a map from one configuration of a vertex to another. Since we will be adopting a rigorous method which involves checking all configurations, we can try to that do that effectively. One way is to consider two configurations equal up to orientation and cyclic permutation. For example (6, 5, 5, 4, 4), (6, 4, 4, 5, 5) and $(4,6,5,5,4)$ are all equal.

### 4.3 Relator of length eight with power $n \geq 3$

In the section we consider the one-relator group

$$
\begin{equation*}
G=\frac{(A * B)}{N\left(r^{n}\right)}, \tag{4.12}
\end{equation*}
$$

where $n \geq 3$ and $r=a x b y c z d w$ with $a, b, c, d \in A$ and $x, y, z, w \in B$. The aim is to prove the following theorem.

Theorem 4.3.1. Let $G$ be as in 4.12. Then the following holds for $G$.

1. G satisfies the Freiheitssatz.
2. The word $r$ has order $n$ in $G$.

To prove Theorem 4.3.1, it is enough by Theorem 4.2.3 to restrict to the case of $n=$ 3. Suppose by contradiction that the Theorem fails. Then we obtain a non-trivial $\mathcal{W}$-minimal spherical picture $M$ over $G$ (with exceptional vertex or region as the case

| Type 1 | Type 2 | Type 3 | Type 4 |
| :---: | :---: | :---: | :---: |
| $(6,6,6,6)$ | $(6,3,6,5,4)$ | $(6,5,5,5,3)$ | $(6,5,4,4,5)$ |
| $(6,6,1,6,5)$ | $(6,4,6,3,5)$ | $(6,5,5,4,4)$ |  |
| $(6,6,2,6,4)$ | $(6,4,6,4,4)$ | $(6,5,5,3,5)$ |  |
| $(6,6,3,6,3)$ | $(6,5,6,3,4)$ | $(6,4,5,5,4)$ |  |
| $(6,6,3,5,4)$ | $(6,5,6,2,5)$ | $(6,5,5,6,2)$ |  |
| $(6,6,4,4,4)$ |  | $(6,4,5,4,5)$ |  |
| $(6,6,5,2,5)$ |  |  |  |
| $(6,6,5,3,4)$ |  |  |  |
| $(6,6,5,4,3)$ |  |  |  |
| $(6,6,5,5,2)$ |  |  |  |

Table 4.1: A table containing all the possible configurations of a positively-curved interior vertex.
may be). To each region $\Delta$ in $M$ of $d(\Delta)$ we assign an angle of $(d(\Delta)-2) \pi / d(\Delta)$. By Lemma 4.2.5, we deduce that $M$ contains a positively-curved interior vertex $\vartheta$ i.e. $d(\vartheta) \leq 5$. If $d(\vartheta) \leq 3$, then the result follows from Lemma 4.2.1. Hence $d(\vartheta)=4$ or 5 .

We list all the possible configurations of $\vartheta$ (see Table 4.1) and show that each of them leads to a contradiction to the general assumptions. More precisely, analysis of these configurations will show that each of $A$ and $B$ has faithful representation in $P S L_{2}(\mathbb{C})$.

Throughout this Section we shall use the letter $t$ (with or without subscript) to refer to an element in $\{a, b, c, d\}^{ \pm 1}$, and $s$ (with or without subscript) to refer to an element in $\{x, y, z, w\}^{ \pm 1}$. With the exception of $(6,6,6,6)$, all other configurations in Table 4.1 has degree five. Since $\vartheta$ has positive curvature, it follows that at least four of the five regions bounded by $\vartheta$ which are not 2 -gons must be 3 -gons. Hence by Lemma 4.2.4, 6 -zones of a configuration of degree five joins vertices of same sign. Without loss of generality we assume that at least one the 6 -zones in any configuration has corners at $\vartheta$ labelled $x, b, y, c, z$ respectively in the clock-wise direction. So again by Lemma 4.2.4, we get the relations $x z=b c=y^{2}=1$. Note that the same assumptions hold even in the case of $(6,6,6,6)$ by restricting to the 6 -zones bounding a 3 -gon.

Lemma 4.3.2. Configurations of Type 1 do not occur.
Proof. The proof uses only the fact in each of the configurations in Type 1, there are two adjacent 6 -zones and at least one of $A$-regions bounded by these zones is a 3 -gon. In the case of $(6,6,6,6)$, we choose the two 6 -zones bounding a 3 -gon. By Lemma 4.2.4 these 6 -zones connect vertices of same sign. So without loss of
generality we can assume that the two adjacent 6-zones are labelled as shown in Figure 4.2 below.


Figure 4.2: Diagram showing adjacent 6 -zones of a configuration of Type 1
So in $B$ the relations $x z=y^{2}=y w=x^{2}=1$ hold. Hence $B$ is a quotient of $D_{\infty}$. In $A$ we have the relations $b c=a b=1$ and $t c d=1$ with $t \in\left\{b^{ \pm 1}, a, c, d\right\}$, since one of the regions with a corner labelled $c$ must be a 3 -gon. Hence $A$ is cyclic, contradicting assumptions.

Lemma 4.3.3. Configurations of Type 2 do not occur.
Proof. Every configuration in Type 2 has the form $(6,3,6, *, *),(6,4,6, *, *)$, or $(6,5,6, *, *)$, where $*$ is a place holder. We shall treat each of the three cases separately beginning with $(6,3,6, *, *)$.

1. Without loss of generality Figure 4.3 gives a labelling of $\vartheta$ in case of $(6,3,6, *, *)$.


Figure 4.3: Diagram showing configuration $(6,3,6, *, *)$ in Type 1

We can assume that $A$-region and the $B$-region containing $t$ and $s$ respectively are 3 -gons. In other words $t a d=1=s x w$. The two 6 -zones give the relations $x z=y^{2}=y z=1$ and $b c=b d=c^{2}=1$. Hence both $A$ and $B$ are cyclic which contradicts assumption.
2. In the case of $(6,4,6, *, *)$ we can assume without loss of generality that $\vartheta$ is labelled as shown in Figure 4.4.


Figure 4.4: Diagram showing configuration $(6,4,6, *, *)$ in Type 2

The two 6 -zones give the relations $b c=c d=1$ and $x z=y^{2}=y w=z^{2}=1$. Hence we conclude that $B$ is a quotient of $D_{\infty}$. Also we can assume that $\operatorname{tad}=1$. It follows that $A$ is cyclic. This contradicts assumption.
3. Finally in the case of configuration $(6,5,6, *, *)$ we can assume without loss of generality that $\vartheta$ is labelled as shown in Figure 4.5.


Figure 4.5: Diagram showing configuration $(6,5,6, *, *)$ in Type 2

Hence the two 6 -zones give the relations $a c=b c=d^{2}=1$ and $x z=z w=$ $y^{2}=1$. Also we can assume as before that $\operatorname{tad}=1=s x y$. Hence both $A$ and $B$ are cyclic, a contradiction to assumption.

Lemma 4.3.4. Configurations of Type 3 do not occur.
Proof. Configurations in Type 3 can be grouped essentially in two: configurations of the form $(6,4,5, *, *)$ or $(6,5,5, *, *)$. We assume that the middle 5 -zone can not be changed to a 6 -zone via a bridge-move, as this will take us back to Type 2 for which the result already holds. Hence the middle 5-zones joins vertices of opposite signs by Lemma 4.2.7. We begin with case $(6,4,5, *, *)$.

1. Without loss of generality Figure 4.6 shows all the possible labellings of 6 -zone and the middle 5 -zone of configuration ( $6,4,5, *, *$ ).


Figure 4.6: Diagram showing configuration $(6,4,5, *, *)$ in Type 3

The 6 -zone gives the relations $x z=y^{2}=1$ and $b c=1$. The 5 -zone gives three possible set of relations.
(a) In the first case $x=y=z$ and $b=c=d$. Since $a t=1, A$ is either cyclic or a quotient of $D_{\infty}$. Similar conclusion holds for $B$ since $w s=1$.
(b) In the second case $y=z=w$ and $c=d=a$. Hence both $A$ and $B$ are cyclic.
(c) In the third case $y=w, x=z$ and $a=c, b=d$. Hence $B$ is a quotient of $D_{\infty}$ and $A$ is cyclic.

In each case we get a contradiction to assumption.
2. Figure 4.7 shows all the possible labellings of 6 -zone and the middle 5 -zone of configuration $(6,5,5, *, *)$.


Figure 4.7: Diagram showing configuration $(6,5,5, *, *)$ in Type 3

The 6 -zone gives the relations $x z=b c=y^{2}=1$. The 5 -zone gives three possible set of relations.
(a) In the first case $y=z=w$ and $b=c=d$. So $B$ is cyclic and $A$ is either cyclic or a quotient of $D_{\infty}($ since $a t=1)$.
(b) In the second case $x=z=w$ and $c=d=a$. Hence $A$ is cyclic and $B$ quotient of $D_{\infty}$.
(c) In the third case $y=w, x=z$ and $a=c, b=d$. Hence $B$ is a quotient of $D_{\infty}$ and $A$ is cyclic.

In each case we get a contradiction to assumption.

Lemma 4.3.5. Configurations of Type 4 do not occur.
Proof. There is only one configuration of Type 4 namely ( $6,5,4,4,5$ ). We assume that no bridge-moves can be done to change any of the two 5 -zones to a 6 -zone. For otherwise we get one of configurations $(6,5,5,4,4)$ or $(6,6,3,4,5)$ for which the result is already known. As before both 5 -zones connect vertices of opposite signs. In Figure 4.8, we have shown all the possible labellings of $\vartheta$ with this configuration, where the 2 -zone indicated is part of the second 5 -zone.


Figure 4.8: Diagram showing configuration $(6,5,4,4,5)$ in Type 4

The 6 -zone gives the relations $x z=b c=y^{2}=1$. The 5 -zone gives three possible set of relations. Also $t d=1$ where $t \in\left\{a^{-1}, b^{-1}, c^{-1}\right\}$.

1. In the first case $x=y=w$ and $a=b=c$. So both $A$ and $B$ are cyclic.
2. In the second case $y=w, x=z$ and $a=c, b=d$. Hence $B$ is a quotient of $D_{\infty}$ and $A$ is cyclic.
3. In the third case $x=z=w$ and $a=b=d$. Hence $A$ is cyclic and $B$ quotient of $D_{\infty}$.

In each case we get a contradiction to assumption that at least one of $A$ or $B$ does not have a faithful representation in $P S L_{2}(\mathbb{C})$.

This shows that our assumption that Theorem 4.3.1 fails was false, hence the proof of the Theorem 4.3.1 is complete.

### 4.4 Relator of length six with power $n \geq 2$

In the section we consider the one-relator group

$$
\begin{equation*}
G=\frac{(A * B)}{N\left(r^{n}\right)}, \tag{4.13}
\end{equation*}
$$

where $n \geq 2$ and $r=a x b y c z$ with $a, b, c \in A$ and $x, y, z \in B$.
As in the case of $l=8$, we list all the possible configurations of a positively-curved interior vertex. However things are a little more complicated in this case. We call a configuration of a positively-curved interior vertex good if it is not of the form $(4,2,2,2,2),(4,2,4,1,1)$ or $(4,2,4,2)$, and not good (or bad) otherwise. We say that a picture $M$ is not good (or bad) if the configuration of each positively-curved interior vertex of $M$ is not good. The main result of this section is the following.

Theorem 4.4.1. Let $G$ be as in 4.13. Then either:

1. $A$ and $B$ have faithful representations in $P S L_{2}(\mathbb{C})$, or
2. $n=2$ and up to conjugation $r$ has the form $r=a x b x^{-1} c z$ with $z^{2}=1$, where $a, b, c \in A$ and $x, z \in B$.

We can restrict to the case where $n=2$ for the following reasons. Suppose $n>2$ and $M$ does not have a positively-curved interior vertex $\vartheta$. Then there is a boundary vertex $v$ of degree 3 by Lemma 4.2.5. Hence $v$ bounds an $\omega$-zone with $\omega \geq 5$. Same conclusion holds if $M$ has a positively-curved interior vertex $\vartheta$ of degree less than 5 or $n>3$. In these cases the result follows from Lemma 4.2.1 and Lemma 4.4.2 below. Hence we suppose that $n=3$ and $\vartheta$ has degree 5 and a configuration of the form $(4,4, *, *, *)$. In other words, there are two adjacent 4-zones incident on $\vartheta$. Without loss of generality and using Lemma 4.2.4, we assume the two adjacent 4-zones are labelled as shown in Figure 4.9.


Figure 4.9: Configuration $(4,4, *, *, *)$

We deduce from the two 4 -zones that $x y=x z=1$ and $a^{2}=b^{2}=1$. In particular $B$ is cyclic. Also at least one of $b a c=1$ or $\operatorname{tac}=1$, with $t \in\{a, c\}$ holds. So $A$ is cyclic or a quotient of $D_{\infty}$. Hence the Theorem holds. For the rest of this section we assume that $n=2$.

We assume that Theorem 4.4.1 fails and proceed to derive a contradiction. We do this in a series of Lemmas. In particular, most of our conclusions will follow from Lemma 4.4.2 below.

Lemma 4.4.2. If $r$ has the form $r=a x b y b^{-1} x^{-1}$, then $G=(A * B) / N\left(r^{n}\right)$ satisfies the Freiheitssatz and $r$ has order $n$.

Proof. Suppose $r=a x b y b^{-1} x^{-1}$ and either $G$ fails to satisfy the Freiheitssatz or $r$ does not have order $n$ in $G$. We construct a non-trivial $\mathcal{W}$-minimal spherical clique-picture $M$ over $G$. A typical clique-label will have the form

$$
a^{\alpha_{1}}(x b) y^{\beta_{1}}\left(b^{-1} x^{-1}\right) \ldots a^{\alpha_{k}}(x b) y^{\beta_{k}}\left(b^{-1} x^{-1}\right)
$$

So $G$ is induced by the generalised triangle group

$$
T(p, q, 2)=\left\langle a, y \mid a^{p}, y^{q},(a y)^{n}\right\rangle
$$

where $p$ and $q$ are the orders of $a$ and $y$ respectively. Hence by the Spelling Theorem for generalised triangle groups, it follows that $k \geq n$. In any region of $M$, we may assume that no two consecutive corner labels are of the form $a^{\alpha}$ or $y^{\beta}$ (for otherwise we could combine the two cliques into one, forming a smaller clique-picture).

In particular, if a 2-zone is labelled by $a^{\alpha}$ at one corner, the opposite corner has to be a $b^{ \pm 1}$ and so $A$ will be cyclic. Same argument applies to $B$. The results holds if both $A$ and $B$ are cyclic. Hence we can assume without loss of generality that $A$ is not cyclic and proceed to derive a contradiction.

There are at least two corners labelled by $a^{\alpha}$ and atleast two corners labelled $y^{\beta}$ (since $n \geq 2$ ). This implies by Lemma 4.2 .5 that $M$ has a positively-curved interior clique $\vartheta$. Curvature argument tells us that in any positively-curved interior clique, there are at most five regions which are not 2-gons. Since $A$ is not cyclic, no $A$-region with corner labelled $a^{\alpha}$ is a 2-zone.

Suppose a 2-zone has a corner labelled $b$ (respectively $b^{-1}$ ), then the opposite corner has label $b$ (respectively $b^{-1}$ ). If not, we get a contradiction to minimality or the fact that $A$ is not cyclic. Consequently, there is no zone with label $\left(b y^{\beta_{i}} b^{-1}\right)^{ \pm 1}$.

Hence the two $A$-regions with corner labelled by $a^{\alpha}$ and at most one in the sequence $x, b, y^{\beta_{k}}, b^{-1}, x^{-1}$ are contained in regions which are not 2 -gons. This implies (wlog) that there is a 3 -zone with corners at $\vartheta$ labelled $x$ and $b$ respectively. Hence $b^{2}=1$ in $A$, and $B$ is cyclic since $x$ must be a power of $y$. Also there are at least four regions which are not 2-gonal and any $A$-region with corner labelled $a^{\alpha}$ is at least a 4 -gon. Since $\vartheta$ is assumed to be positively-curved, it must have degree four. Hence at least one of these regions which are not 2 -gons must be a 3 -gon. Since no zone
has label $\left(b y^{\beta_{i}} b^{-1}\right)^{ \pm 1}$, any such 3-gon must have two consecutive corners labelled $x, x^{-1}$ or $b^{ \pm 1}, a^{\alpha_{i}}$. Both cases gives a contradiction. Hence the proof.

Using Lemma 4.2.1 and Lemma 4.4.2, we can assume that there are no $\omega$-zone joining two vertices of same sign with $\omega>4$, and all the 2-zones are interior. Hence we can easily deduce that $M$ contains a positively-curved interior vertex. As before we shall use the letter $t$ (with or without subscripts) to refer to an element in $\{a, b, c\}^{ \pm 1}$, and $s$ (with or without subscripts) to refer to an element $\{x, y, z\}^{ \pm 1}$.

Lemma 4.4.3. $M$ has a positively-curved interior vertex $\vartheta$.
Proof. Suppose by contradiction that $M$ has no positively-curved interior vertex. Since every vertex has degree at least 3, it follows from the proof of Lemma 4.2.5 that the exceptional region has degree at least 6 . Also we have that $M$ contains a positively-curved boundary vertex $v$ of degree 3 which bounds at least one interior region of degree at most 4 (for otherwise curvature of $M$ is less than $4 \pi$ ).

By the comments succeeding Lemma 4.4.2, we assume that all the zones have equal size which is 4 , and that no bridge-moves can be applied to increase the size of any of the zones. We can arrange so that the middle 2-zones have corners labelled $a, c$ and $b$ consecutively in the clockwise-sense as shown in Figure 4.10. Hence the three regions which are not 2-gonal are all $A$-regions.


Figure 4.10: Diagram showing positively-curved boundary vertex of degree 3

If all three 4 -zones connect vertices of opposite signs, then by Lemma 4.2.4, $x y=x z$ and $a^{2}=b^{2}=c^{2}=1$. In particular $B$ is cyclic. Also we have a relation of length at most 5 involving $a, b$, and $c$. So $A$ is a quotient of $D_{\infty}$. Hence we suppose that at least one of the 4 -zones joins vertices of opposite signs. It follows from Lemma 4.2.4 that $B$ is cyclic.

If exactly one 4 -zone joins to a vertex of negative sign, then without loss of generality $a^{2}=b^{2}=1$ and $t \in\left\{a^{-1}, b^{-1}\right\}$. Hence $A$ is dihedral. If exactly two 4 -zones joins to
a vertex of negative sign, then without loss of generality we assume that $a^{2}=1$ and $b=a$ or $b=c$. Similarly $c=a$ or $c=b$. Any of the possibilities must imply that $A$ is cyclic, except when $a^{2}=b c^{-1}=1$ are the only relations. In other words $t_{1}=b$, $t_{2}=a, t_{3}=a^{-1}, t_{4}=c^{-1}, t_{5}=b^{-1}$ and $t_{6}=a^{-1}$. If any of the three regions is interior and has degree 3 , then $A$ is cyclic. So we conclude that there is a relation of the form $a b^{2} p=1, b a b p=1$ or $b a p a=1$, for some $p \in\{a, b, c\}^{ \pm 1}$. Hence $A$ is either cyclic, dihedral or abelian. So $G$ satisfies the Freiheitssatz. Clearly $r$ has order 2 in $G$ since $B$ is isomorphic to $\mathbb{Z}_{2}$.

Finally, if all 4-zones connect to vertices of negative signs, then it is easy to see that $a=b=c$, and so $A$ is cyclic.

| Type 1 | Type 2 | Type 3 | Type 4 | Type 5 | Type 6 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(4,3,4,1)$ | $(3,4,2,1,2)$ | $(4,4,2,1,1)$ | $(2,3,2,4,1)$ | $(3,3,2,2,2)$ | $(4,2,2,2,2)$ |
| $(3,3,3,3)$ | $(3,4,2,2,1)$ | $(4,4,1,2,1)$ | $(2,2,3,1,4)$ | $(3,2,3,2,2)$ | $(4,2,4,1,1)$ |
| $(4,3,3,2)$ | $(3,4,1,3,1)$ | $(4,1,4,2,1)$ | $(2,4,2,1,3)$ | $(3,3,3,2,1)$ | $(4,2,4,2)$ |
| $(4,3,2,3)$ | $(3,4,3,1,1)$ | $(1,4,1,3,3)$ |  | $(3,3,1,3,2)$ |  |
| $(4,4,2,2)$ | $(3,4,1,1,3)$ |  |  |  |  |
| $(4,4,3,1)$ | $(3,4,1,2,2)$ |  |  |  |  |

Table 4.2: A table containing all the possible configurations of a positively-curved interior vertex.

Table 4.2 contains all the possible configurations of $\vartheta$. We assume that at least one of the 4 -zones in each configuration has corners at $\vartheta$ labelled $x, b$ and $y$ consecutively. So such a 4 -zone gives the relations $x y=b^{2}=1$ (if it joins vertices of same sign) or $B$ is cyclic and $b=a$ or $c$ (if it joins vertices of opposite signs) by Lemma 4.2.4. The proof on Theorem 4.4.1 is divided in two parts depending on whether or not $M$ is good.

## Part 1

Here we consider the case where $M$ is good and we prove that part 1 of Theorem 4.4.1 holds.

### 4.4.1 Configurations of an interior vertex of degree 4

In this section we prove that the existence of a positively-curved interior vertex of degree 4 implies Theorem 4.4.1. We do this in a series of Lemmas, each dealing
with a specific configuration in column 1 of Table 4.2. We begin with configuration $(4,4,3,1)$.

Lemma 4.4.4. Theorem 4.4.1 holds in the case of configuration (4, 4, 3, 1)
Proof. First suppose that each of the two 4 -zones joins vertices of same sign. Then from the two 4 -zones we get the relations $x y=x z=1$ and $a^{2}=b^{2}=1$. So in particular $B$ is cyclic. We assume that $c \notin\langle a, b\rangle$, as otherwise $A$ is a quotient of $D_{\infty}$. In which case the result holds. It follows that the 3 -zone must be labelled as shown in Figure 4.11.


Figure 4.11: Configuration $(4,4,3,1)$

Hence the $B$-region can not be a 3 -gon, so at least one of the $A$-regions is a 3 -gon. Hence we get a relation of length at most 3 involving $c$ and at least one of $a$ or $b$. It follows that $A$ is cyclic or dihedral.

Suppose that one of the 4 -zones joins vertices of opposite signs. Then without loss of generality $B$ is cyclic and $b \in\langle a, c\rangle$. Since the other 4 -zone and the 3 -zone have corners labelled $a$ and $c$ respectively, $A$ is either cyclic or a quotient of $D_{\infty}$. This is a contradiction, hence the proof.

Lemma 4.4.5. Theorem 4.4.1 holds in the case of configuration $(4,3,4,1)$
Proof. Suppose that each of the two 4 -zones joins vertices of same sign as shown in Figure 4.12. Then from the two 4 -zones we get the relations $x y=y^{2}=1$ and $b c=b^{2}=1$. If the 3 -zone joins vertices of same sign, then one of $x z=1$, $a b=1=y z$, or $a c=1$ holds. Also if exactly one of the two 4 -zones joins vertices of same sign, then by symmetry we can assume that $x=y=z, b=a$ or $b=c$, and $b c=y^{2}=1$. In each case a cyclic conjugate of $r$ satisfies the conditions of Lemma 4.4.2. The result follows.


Figure 4.12: Configuration $(4,3,4,1)$

If each of the two 4 -zones joins vertices of opposite signs, then both $A$ and $B$ are cyclic. The result follows by contradiction.

Lemma 4.4.6. Theorem 4.4.1 holds in the case of configuration $(4,4,2,2)$
Proof. Suppose that each of the two 4 -zones joins vertices of same sign. Then $x y=x z=1$ and $a^{2}=b^{2}=1$. Hence in particular $B$ is cyclic.


Figure 4.13: Configuration (4, 4, 2, 2)

If $c \in\langle a, b\rangle$, then we are done. Otherwise we can assume that the only triangular region is the one with corner labelled $t_{6}$ with $t_{6}=t_{7}=c$. Hence $c^{3}=1$. Without loss of generality we assume that $t_{1} t_{8} a=c t b a=1$ for some $t \in\{a, b, c\}$. For each possibility $A$ is a quotient of $D_{\infty}$.

Suppose that each of the two 4 -zones joins vertices of opposite signs. Then $B$ is cyclic as well as $A$, unless $t_{1}=c^{-1}, t_{2}=b^{-1}, t_{3}=a^{-1}$ and $t_{4}=c^{-1}$. As before we can assume that the only triangular region is the one with corner labelled $t_{6}$ with $t_{6}=t_{7}=c$. Hence $c^{3}=1$. Without loss of generality we assume that $t_{1} t b a=1$, where $t=c^{-1}$ or $a$ (alternatively $b$ ). Either possibility implies $A$ is cyclic.

Finally, we assume that only one of the two 4 -zones joins vertices of opposite signs. Hence without loss of generality $t_{1}=c^{-1}, t_{2}=b^{-1}, t_{3}=b$ and $t_{4}=c$. Hence
$a b^{-1}=a^{2}=1$ and $B=\mathbb{Z}_{2}$. It follows that a cyclic conjugate of $r$ has the form $x(b y) c(z a)=x(b y) c\left(y^{-1} b^{-1}\right)$. Hence the result follows from Lemma 4.4.2.

Lemma 4.4.7. Theorem 4.4.1 holds in the case of configuration (4, 3, 3, 2)
Proof. Suppose the 4 -zone joins vertices of same sign, then $t_{4}=a, t_{3}=c$ and $x y=b^{2}=1$. By Lemma 4.4.2 we can assume that $a c \neq 1$.


Figure 4.14: Configuration $(4,3,3,2)$

1. If the 3 -zone adjacent to the 4 -zone joins vertices of same sign, then $t_{5}=$ $c, t_{6}=x$ and $z y=a b=1$. Note that if $t_{5} \neq a$ by assumption and if $t_{5}=b$, then $a^{2}=x z=1$ and so in particular $B$ is cyclic. Also we can assume that the only triangular region is the one with corner labelled $t_{2}$. So $t_{2} a c=1=t t_{4} c t_{5}$. It follows that $A$ is cyclic.

Hence the result follows from Lemma 4.4.2.
2. Suppose then that the 3 -zone adjacent to the 4 -zone joins vertices of opposite signs. There are two cases to consider.
(a) If $t_{5}=b^{-1}, t_{6}=z^{-1}$ and $z y^{-1}=a c^{-1}=1$. Then in particular $B$ is cyclic. So we assume that $b \notin\langle a, c\rangle$. This implies that the other 3 -zone joins vertices of same sign with $t_{7}=y, t_{8}=a$ and so no new relations. However in such case the $B$-region can not be a 3 -gon (as otherwise $z=1$ ). Hence we get a relation act $=1$, and so $A$ is cyclic.
(b) If $t_{5}=a^{-1}, t_{6}=y^{-1}$ and $z x^{-1}=a b^{-1}=1$. Then the result follows from Lemma 4.4.2.

Suppose the 4 -zone joins vertices of opposite signs, then $B$ is cyclic and we can assume that none of the 3 -zones joins vertices of same sign as that will imply that
either $A$ is also cyclic or $B=\mathbb{Z}_{2}$ and $a b^{-1}=b^{2}=1$ (alternatively $c b^{-1}=b^{2}=1$ ). The result follows from Lemma 4.4.2.

1. If $t_{3}=b^{-1}, t_{4}=a^{-1}$ and hence $b=c$, then we conclude that $a \in\langle b, c\rangle$ using the 3 -zone with corner labelled $a$.
2. If $t_{3}=c^{-1}, t_{4}=b^{-1}$ and hence $b=a$, we can assume that $t_{5}=a^{-1}, t_{6}=y^{-1}$, $t_{7}=z^{-1}, t_{8}=b^{-1}$. It follows that the $B$-region can not be a 3 -gon (since $x=y=z$ ). Hence one of the $A$-regions is a 3 -gon and since each has corners labelled $c^{ \pm 1}$ and $a^{ \pm 1}$ or $b^{ \pm 1}, A$ is cyclic.

The result follows by contradiction.
Lemma 4.4.8. Theorem 4.4.1 holds in the case of configuration $(4,3,2,3)$
Proof. Suppose the 4-zone joins vertices of same sign, then $x y=b^{2}=1$.


Figure 4.15: Configuration $(4,3,2,3)$

Suppose the 3 -zone on the right joins vertices of same sign. Then we can apply Lemma 4.4.2 except in the case where $a^{2}=x z=1$. Similarly we can apply Lemma 4.4.2 if the 3 -zone on the right joins vertices of same sign except when $c^{2}=y z=1$. So if both 3 -zones connect vertices of same sign, then $B=\mathbb{Z}_{2}$. Hence $a b c=1$ and so $A$ is a quotient of $D_{\infty}$. Same conclusion holds if just one of the 3 -zones joins vertices of opposite signs.

Hence we assume that both 3 -zones connect vertices of opposite signs. If the two 3-zones both give the relation $a c^{-1}=x z^{-1}=y z^{-1}=1$ as shown in Figure 4.15, then $B=\mathbb{Z}_{2}$. Hence neither of the two $B$-regions can be triangular. So $A$ is cyclic as $a b c=1$. Otherwise $B$ is still cyclic and $A$ is cyclic or a quotient of $D_{\infty}$.

Finally, if the 4 -zone joins vertices of opposite signs. Then by symmetry we can assume from the 4 -zone that $x=y=z$ and $a=b$. Since the two 3 -zones have corners labelled $a$ and $c, A$ is either cyclic or a quotient of $D_{\infty}$ unless the two 3zones give the relations $y z=c^{2}=1$ and $x z^{-1}=a b^{-1}=1$. But in this case $B=\mathbb{Z}_{2}$
and so for similar reason as before, we conclude that capa $=1$, where $p=1$ or $p \in\{a, b, c\}^{ \pm 1}$. Hence $A$ is cyclic or a quotient of $D_{\infty}$.

Lemma 4.4.9. Theorem 4.4.1 holds in the case of configuration (3, 3, 3, 3)
Proof. Suppose all the zones connect vertices of opposite signs.


Figure 4.16: Configuration $(3,3,3,3)$

If $t_{1}=c^{-1}, t_{2}=x^{-1}$, then $x=z$ and $b=a$. We can conclude that $A$ is cyclic (since $c$ is a corner label of some 3 -zone). If $t_{3}=x^{-1}$, then $z=y^{-1}$ and so $B$ is cyclic. Hence we suppose that $t_{3}=z^{-1}$ and so $t_{4}=b^{-1}$. It follows that none of the two $A$-regions can be a 3 -gon, and each $B$-region has a corner labelled $y$ and $x^{-1}$ or $z^{-1}$. Hence $B$ is cyclic. The second case is similar. Hence in this case the result follows by contradiction.

So we are reduced to the case where at least one of the zones joins vertices of same sign. By symmetry we can take this zone to be the 'northern' 3 -zone. Suppose $A$ is neither cyclic nor dihedral. Then by Lemma 4.4.2, we can assume that $a c=1$ and $x y=1$ (alternatively $a b=1$ and $y z=1$ ) do not hold simultaneously. In particular this implies that either $t_{1}=b$ or $t_{1}=c$.

If $t_{1}=b$, then $t_{2}=t_{3}=t_{7}=z$. It follows that none of the four regions bounded by $\vartheta$ can be a 3 -gon. This contradicts the assumption that $\vartheta$ is positively-curved. Hence $t_{1}=c$. It follows that either

1. $t_{2}=t_{6}=x, t_{3}=t_{7}=z, t_{4}=t_{8}=b$, and $t_{5}=c$, or
2. $t_{2}=t_{6}=x, t_{3}=t_{7}=z^{-1}, t_{4}=t_{8}=b^{-1}$, and $t_{5}=c$.

In both cases the two $B$-regions can not be 3 -gons and so at least one of the two $A$-regions is a 3 -gon. So $b a c=1$. This contradicts the assumption that $A$ is neither cyclic nor dihedral. By symmetry, $B$ is also cyclic or dihedral. This completes the proof.

### 4.4.2 Configurations of an interior vertex of degree 5

In this section we consider positively-curved interior vertices $\vartheta$ of degree 5 . It follows from Corollary 4.4.2 that 4-zones connect vertices of same sign.

Lemma 4.4.10. Configurations of Type 2 do not occur.
Proof. In each case, a 4 -zone is adjacent to a 3 -zone. The 4 -zone joins vertices of same sign and is labelled as shown in Figure 4.17. Hence we get the relations $x y=b^{2}=1$. So we assume by Lemma 4.4.2 that $a c \neq 1$.


Figure 4.17: Configuration of Type 2

1. When $t_{1}=a^{-1}$ or $t_{1}=c$, we have $a b=y z=1$. Hence the result follows from Lemma 4.4.2.
2. When $t_{1}=b$ or $t_{1}=b^{-1}$, the $B$-region with corner labelled $t_{2}$ can not be a 3 -gon. Hence in the first case $a^{2}=x z=a c b=1$. In the second we have $y z^{-1}=a c^{-1}=a c b^{-1}=1$. So $A$ is either cyclic or a quotient of $D_{\infty}$.

Lemma 4.4.11. Configurations of Type 3 do not occur.
Proof. The proof is divided into three cases: the case with adjacent 4 -zones, the case with non-adjacent 4 -zones, and the case with one 4 -zone.

1. Suppose that $\vartheta$ has two adjacent 4 -zones (as in $(4,4,2,1,1)$ and $(4,4,1,2,1)$ ). Then from Figure $4.18, B$ is cyclic and $b^{2}=a^{2}=1$.


Figure 4.18: Adjacent 4-zones

Also $t c a=1$ where $t \in\left\{a^{ \pm 1}, b^{ \pm 1}, c^{ \pm 1}\right\}$. Hence $A$ is cyclic or dihedral.
2. Suppose that $\vartheta$ has configuration $(4,1,4,2,1)$. Then from Figure 4.19, the 4 -zones give the relations $a b=b^{2}=1$ and $x^{2}=x y=1$.


Figure 4.19: Two 4 -zones separated by a 1-zone

Also we have relations $s z x^{ \pm 1}=1$ and $t a c=1$. So both $A$ and $B$ are cyclic, hence the result.
3. Finally, suppose that $\vartheta$ has configuration $(4,1,3,3,1)$. Then from Figure 4.20, the 4 -zones give the relations $x y=b^{2}=1$.


Figure 4.20: Configuration (4, 1, 3, 3, 1)
(a) When $t_{1}=x$, we have the relations $a^{2}=x z=1$ and tac $=1$. Hence both $A$ and $B$ are cyclic.
(b) When $t_{1}=y$, then the $A$-region containing $t_{2}$ can not be a 3 -gon. Hence $s z y=1$ and $t a c=1$. So each of $A$ and $B$ is either cyclic or dihedral. Similar conclusion holds when $t_{1}=x^{-1}$ (since $a b^{-1}=x y^{-1}=1$ ).
(c) When $t_{1}=z$, then we have $a c=x y=1$. The result for this case follows from Lemma 4.4.2.
(d) When $t_{1}=y^{-1}$, we have $a c^{-1}=x z^{-1}=1$, and so both $A$ and $B$ are cyclic.

Lemma 4.4.12. Configurations of Type 4 do not occur.
We prove this Lemma in a series of propositions one for each configuration in Type 4.

Proposition 4.4.13. Configuration $(4,1,2,3,2)$ does not occur.
Proof. Figure 4.21 shows the labelling of $\vartheta$ with configuration (4, 1, 2, 3, 2). From the 4 -zone we get the relation $x y=b^{2}=1$. Also $a t=1=s z$ and at least one of $t_{1} a c=1$ or $t_{2} a c=1$ holds.


Figure 4.21: Configuration (4, 1, 2, 3, 2)

We consider the 3 -zone.

1. When $s_{4}=z^{-1}$, then $a b^{-1}=x y^{-1}=1$. So $A$ is cyclic and $B$ is either cyclic or dihedral.
2. When $s_{4}=y^{-1}$, we have $b c^{-1}=y z^{-1}=1$. Hence $B$ is cyclic and $A$ is cyclic or dihedral. Similar conclusion holds when $s_{4}=z\left(\right.$ since $\left.y^{2}=b c=1\right)$.
3. When $s_{4}=x$, we have $y z=b c=1$. In this case the result follows from Lemma 4.4.2.
4. When $s_{4}=y$, we get no new relations from the 3 -zone. However we conclude that the $B$-region containing $s_{4}$ is not a 3 -gon. So if $s \neq z$, then $t_{1}=b^{ \pm 1}$ or $t_{2}=b^{ \pm 1}$, and hence $B$ is cyclic and $A$ is either cyclic or dihedral. Hence we suppose that $s=z, t_{1}=c, t_{2}=a$, so in particular $z^{2}=1$ and $a=c$. We conclude from $z s_{2} s_{1}=1$ that $B$ is cyclic (since $s_{1}, s_{2} \in\{x, y\}^{ \pm 1}$ ). Also we can
assume that $t=c^{-1}, s_{2}=y^{-1}$ and so $s_{1}=x$ and $t_{2}=b$. Hence $A$ is also cyclic (since $t_{2} a c=1$ ).

Proposition 4.4.14. Configuration $(4,1,3,2,2)$ does not occur.
Proof. Figure 4.22 shows the labelling of $\vartheta$ with configuration ( $4,1,3,2,2$ ). From the 4 -zone we get the relations $x y=b^{2}=1$. Also $b t=1=s z$, and at least one of $t_{1} a c=1$ or $t_{2} a c=1$ holds. As before we assume $a c \neq 1$ by Lemma 4.4.2, so in particular $s_{2} \neq z$.


Figure 4.22: Configuration (4, 1, 3, 2, 2)

We consider the 3 -zone.

1. When $s_{2}=x$ and so $t_{3}=c$, then $x z=a^{2}=1$, and so in particular $B$ is cyclic. It follows that the $B$-region containing $s_{2}$ is not a 3 -gon. So $A$ is cyclic (since $b t_{4} t_{3}=1$ ).
2. When $s_{2}=x^{-1}$ and so $t_{3}=c^{-1}$, then $a b^{-1}=x y^{-1}=1$. Hence either $A$ is cyclic or dihedral. Same conclusion holds for $B$ too. Also similar conclusion holds when $s_{2}=y\left(\right.$ since $\left.x^{2}=a b=1\right)$.
3. When $s_{2}=y^{-1}$ and so $t_{3}=a^{-1}$, then $a c^{-1}=x z^{-1}=1$. In particular $B$ is cyclic. If $s \neq z$, then $t_{1}=b^{ \pm 1}$ or $t_{6}=b^{ \pm 1}$, and $A$ is either cyclic or dihedral (given also that the region containing $t_{3}\left(=c^{-1}\right)$ contains a corner labelled $b$ ). So we suppose that $s=z$ and so $B=\mathbb{Z}_{2}$. Hence no $B$-region is a 3 -gon. So again $A$ is cyclic or dihedral.

Proposition 4.4.15. Configuration (4, 2, 3, 1, 2) does not occur.


Figure 4.23: Configuration (4, 2, 3, 1, 2)

Proof. From the 4-zone we get the relations $x y=b^{2}=1$. Also $s_{1} z=1$ and $t_{i} a c=1$, where $i \in\{2,3\}$. If the 3 -zone joins vertices of opposite signs, then either $x=y$, $b=c$ or $x=z, b=a$. In the first case $A$ is cyclic and $B$ is cyclic or a quotient of $D_{\infty}$. In the second case both $A$ and $B$ are cyclic.

Suppose the 3 -zone joins vertices of same sign. If $x z=1=b c$, then both $A$ and $B$ are cyclic. If $x^{2}=1=a b$, then $A$ cyclic and $B$ is either cyclic or a quotient of $D_{\infty}$. Finally if the 3 -zone gives the relations $x y=b^{2}=1$, then we can assume that the $B$-region is not a 3 -gon. This forces $s_{1}, s_{2} \neq z$, and hence both $A$ and $B$ are cyclic (since $t_{2}=b$ or $t_{3}=b$ ). Otherwise $z^{2}=1$ and $a=c^{-1}$ (since $t_{2}=a$ and $t_{3}=c$ ). Then the result follows from Lemma 4.4.2.

Lemma 4.4.16. Configurations of Type 5 do not occur.
The proof of Lemma 4.4.16 is divided into four propositions, one for each configuration in Type 5. In each case we can assume by minimality and Lemma 4.4.2 that $t_{1} \in\left\{b^{ \pm 1}, c^{ \pm 1}\right\}$. In particular the following holds:

1. If $t_{1}=b$, then $x^{2}=a b=1, s_{2}=z$ and the region containing $t_{1}$ is not a 3 -gon.

Also by Lemma 4.4.2 we assume $y z \neq 1$.
2. If $t_{1}=b^{-1}$, then $x y^{-1}=b c=1$ and $s_{1}=z^{-1}$.
3. If $t_{1}=c$, then then $x y=b^{2}=1, s_{1}=x$ and the region containing $s_{1}$ is not a 3 -gon. Also by Lemma 4.4.2 we assume $a c \neq 1$.
4. If $t_{1}=c^{-1}$, then $x z^{-1}=a b^{-1}=1$ and $s_{1}=x^{-1}$.

Proposition 4.4.17. Configuration (3, 3, 2, 2, 2) does not occur.


Figure 4.24: Configuration (3, 3, 2, 2, 2)

Proof. 1. Suppose that $A$ is neither cyclic nor dihedral.
(a) If $t_{1}=b$, then we can assume that $s_{2}=z$, so that $c^{2}=1$. Either $A$ is cyclic or $s_{2}=z$ and so $y z=1$. In either case we get a contradiction to assumption.
(b) If $t_{1}=b^{-1}$, then we can assume that $t_{2}=b$ and $c^{2}=1$ or $t_{2}=c^{-1}$. Since at least one of $t_{3} t_{2} a=1$ or $t_{1} t_{8} a=1$ holds, then $A$ is cyclic.
(c) If $t_{1}=c$, then it follows that $A$ is cyclic or dihedral if $c^{2}=1$ using $t_{7} t_{6} b=1$. Otherwise if $c=a^{ \pm 1}$, we use $t_{5} t_{4} b=1$ to show $A$ is cyclic.
(d) If $t_{1}=c^{-1}$, then we can assume that $t_{2}=b$ and so $c^{2}=1$. Since at least one of $t_{7} t_{6} c=1$ or $t_{8} a t_{1}=1$ holds, we conclude that $A$ is cyclic.
2. Suppose that $B$ is neither cyclic nor dihedral.
(a) If $t_{1}=b$, then we can assume that $s_{2}=z$, so that $c^{2}=1$. By Lemma 4.4.2 and minimality we can assume $t_{2} \in\left\{c^{ \pm 1}, b^{-1}\right\}$. If $t_{2}=b^{-1}$, then $x z^{-1}=1$ and so $1=s_{1} y s_{2}=z y z^{-1}$. This contradicts the assumption that $y \neq 1$. If $t_{2}=c$, then $z^{2}=1$ and $s_{2}=x$. Similarly $\mathrm{f} t_{2}=c^{-1}$, then $y z^{-1}=1$ and so $s_{2}=x^{-1}$. In both cases it follows that $B$ is cyclic or dihedral since $z y s_{2}=1$.
(b) If $t_{1}=b^{-1}$, then we can assume that $t_{2}=c$ and so $z^{2}=a c=1, s_{2}=x$. Since $t_{3} t_{2} a \neq 1$, it follows that $B$ is cyclic as $1=s_{1} y s_{2}=z^{-1} y x$.
(c) If $t_{1}=c$, we conclude from the other 3 -zone that $B$ is cyclic or $a c=z^{2}=$ 1. In the latter, the result follows from Lemma 4.4.2.
(d) If $t_{1}=c^{-1}$, then we can assume that $t_{6}=b$ and so $y^{2}=1$. Also we can assume that $t_{2}=b^{-1}$, so $x z^{-1}=a c^{-1}=1$ and $s_{2}=z^{-1}$. Hence $B$ is cyclic since $s_{2} y s_{2}=1\left(\right.$ as $\left.t_{3} t_{2} a \neq 1\right)$.

Proposition 4.4.18. Configuration (3, 2, 3, 2, 2) does not occur.


Figure 4.25: Configuration (3, 2, 3, 2, 2)
Proof. 1. Suppose that $A$ is neither cyclic nor dihedral.
(a) If $t_{1}=b$, we assume that $s_{3}=y$, so that $c^{2}=1$. We then conclude from $t_{3} t_{4} c=1$ that $A$ is cyclic.
(b) Suppose $t_{1}=b^{-1}$. We can assume that $t_{2}=c$, so that $a^{2}=x z=1$ and $s_{4}=x$. It follows that $s_{4} s_{3} z \neq 1$. Hence $1=t_{1} t_{6} a=b^{-1} t_{6} a$, and so $A$ is cyclic.
(c) If $t_{1}=c$, we conclude from the 2-zone with corner labelled $c$ that either $c^{2}=1$ or $c=a^{ \pm 1}$. It follows from $1=t_{1} t_{6} a=c t_{6} a$ that $A$ is cyclic or dihedral.
(d) If $t_{1}=c^{-1}$, then we can assume that $s_{4}=x$ so that $t_{2}=c, x z=a^{2}=1$ and $s_{4} s_{3} z \neq 1$. It follows from $1=t_{1} t_{6} a=c^{-1} t_{6} a$ that $A$ is cyclic.
2. Suppose that $B$ is neither cyclic nor dihedral.
(a) If $t_{1}=b$, then we can assume that $x=y^{ \pm 1}$ (alternatively $x=z^{ \pm 1}$ ) since $t_{2} \neq a$. It follows that $B$ is cyclic or dihedral (using the 2-zone containing $y$ (alternatively $z$ ).
(b) If $t_{1}=b^{-1}$, then we can assume that $t_{6}=c$ and so $z^{2}=1$. Since at least one of $s_{1} y s_{2}=1$ or $s_{4} s_{3} z=1$ holds, $B$ is cyclic.
(c) If $t_{1}=c$, then we can assume that $t_{6}=c$ and so $z^{2}=1$. It follows that $s_{4} s_{3} z=1\left(\right.$ since $\left.s_{1} y s_{2} \neq 1\right)$. Hence $B$ is cyclic.
(d) If $t_{1}=c^{-1}$, we can assume that $y^{2}=1$ (using the 2 -zone with corner labelled $y$ ). Also we can assume that $t_{5}=a^{-1}, t_{6}=b^{-1}$ and so $t_{6} a t_{1} \neq 1$. It follows from $1=s_{1} y s_{2}=x^{-1} y s_{2}$ that $B$ is cyclic.

Proposition 4.4.19. Configuration (3, 3, 3, 2, 1) does not occur.
Proof. By Lemma 4.4.2 and minimality we can assume $t_{2} \neq a^{ \pm 1}$.


Figure 4.26: Configuration (3, 3, 3, 2, 1)

1. Suppose that $A$ is neither cyclic nor dihedral.
(a) If $t_{1}=b$, we can assume that $t_{2}=b$, so that $y z=c^{2}=1$. The rest of the result follows from Lemma 4.4.2.
(b) Suppose $t_{1}=b^{-1}$, then $A$ is cyclic since at least one of $t_{1} t_{4} a=1$ or $t_{2} a t_{3}=1$ holds.
(c) If $t_{1}=c$, then using the 2-zone with corner labelled $c$ we conclude that $c^{2}=1$ or $c=a^{ \pm 1}$ or $c=b^{ \pm 1}$. Since $t_{4} a t_{1}=t_{3} t_{2} a=1$, we have that $A$ is cyclic or dihedral.
(d) If $t_{1}=c^{-1}$, we assume that $t_{2}=b$, so that $c^{2}=z y=1$. Hence $s_{1} y s_{2} \neq 1$. So $t_{4} a c^{-1}=1$ and hence $A$ is cyclic.
2. Suppose that $B$ is neither cyclic nor dihedral.
(a) If $t_{1}=b$, then by minimality and Lemma 4.4.2 $s_{2} \in\left\{y^{ \pm 1}, z^{ \pm 1}\right\}$. Hence $z=y^{-1}$ or $z^{2}=1$ and $1=s_{1} y s_{2}=z y x^{ \pm 1}$. So $B$ is cyclic or dihedral.
(b) If $t_{1}=b^{-1}$, we can assume that $t_{2}=c$ and so $z^{2}=1, t_{2} a t_{3} \neq 1$. It follows that $s_{1} y s_{2}=1$ and so $B$ is cyclic.
(c) If $t_{1}=c$, we can assume that $t_{2}=c$. Hence the result follows from Lemma 4.4.2 since $a c=1$.
(d) Suppose that $t_{1}=c^{-1}$. Since at least one of $s_{1} y s_{2}=1$ or $s_{4} s_{3} y=1$ holds, we conclude that $B$ is cyclic unless $s_{1} y s_{2} \neq 1$ and $s_{4}=s_{3}=y$. But in this case $b c=x z=1$ and we can apply Lemma 4.4.2.

Proposition 4.4.20. Configuration $(3,3,1,3,2)$ does not occur.


Figure 4.27: Configuration (3, 3, 1, 3, 2)

Proof. 1. Suppose that $A$ is neither cyclic nor dihedral.
(a) If $t_{1}=b$, then using $c t=1$ (from the other 3 -zone) and $t_{5} t_{6} c=1$ we conclude that $A$ is cyclic.
(b) Suppose $t_{1}=b^{-1}$. If $c^{2}=1$ (alternatively $b^{2}=1$ ), we conclude that $A$ is cyclic since at least one of $t_{1} t_{6} a=1$ or $t_{4} c t_{5}=1$ holds. Hence we assume that $s_{2}=x^{ \pm 1}$, and so $t_{2}=c^{-1}$. But also at least one of $t_{1} t_{6} a=1$ or $t_{2} a t_{3}=1$ holds. Hence $A$ is again cyclic.
(c) If $t_{1}=c$, then we can assume that $t_{2}=c$ and so the result follows from Lemma 4.4.2.
(d) If $t_{1}=c^{-1}$, then we can assume that $s_{4}=c$. Since $x^{-1} y x=s_{1} y s_{2} \neq 1$, we have $1=a t_{3} t_{2}=a t_{3} c$, and so $A$ is cyclic.
2. Suppose that $B$ is neither cyclic nor dihedral.
(a) If $t_{1}=b$, we conclude from one of the other 3 -zones that $z^{2}=1$ or $z=y^{ \pm 1}$. Either way it follows from $1=s_{1} y s_{2}=s_{4} s_{3} x$ that $B$ is cyclic or dihedral.
(b) If $t_{1}=b^{-1}$, then we can assume that $t_{2}=c$, so $z^{2}=1$ and $s_{2}=x$. Since $t_{3} t_{2} a \neq 1$, we have that $s_{1} y s_{2}=1$ and so $B$ is cyclic.
(c) If $t_{1}=c$, we can assume that $t_{2}=c$ and so the result follows from Lemma 4.4.2.
(d) If $t_{1}=c^{-1}$, we can assume that $t_{4}=b$ and so $y^{2}=1$. Since $z^{2} \neq 1$ by assumption, $s_{2}=z^{-1}$ and so $a c^{-1}=1$. It follows that $s_{1} y s_{2}=1$ (since $t_{3} t_{2} a \neq 1$ ). Hence $B$ is cyclic.

## Part 2

Here we consider the bad cases and show that part 2 of Theorem 4.4.1 holds. We do this in number of Lemmas, one for each of the three configurations.

Lemma 4.4.21. Configuration (4, 2, 2, 2, 2) does not occur.
Proof. Configuration ( $4,2,2,2,2$ ) is depicted in Figure 4.28. From the 4 -zone we get the relations $x y=b^{2}=1$. Clearly, this implies $B$ is cyclic whenever $s_{1}, s_{2} \neq z$. We can assume without loss of generality that the two regions with corners labelled $t_{1}$ and $t_{2}$ are 3 -gons.


Figure 4.28: Configuration (4, 2, 2, 2, 2)

In other words $t_{1} a c=s_{1} z=t_{2} t_{3} c=1$. There are four cases to consider depending on the value of $s_{1}$. Note that $s_{1} \neq y^{-1}$ (as that will imply that $t_{1}=c^{-1}$ and so $a=1$ ).

1. Suppose $s_{1}=x$ and hence $t_{1}=a$ and $t_{2}=b$. Then $c=a^{-2}$ and $t_{3} \in\left\{a^{ \pm 1}, b, c\right\}$. In each case $A$ is cyclic.
2. Suppose $s_{1}=x^{-1}$, and hence $t_{1}=b^{-1}$ and $t_{2}=a^{-1}$. Then $b=a c$ and $a=t_{3} c$. If $t_{3} \neq b$, then $A$ is cyclic. Otherwise if $t_{3}=b$, then $b=c^{-1} a$. It follows that $a^{2}=(a c)\left(c^{-1} a\right)=b^{2}=1$. So $A$ is a quotient of $D_{\infty}$.
3. Suppose $s_{1}=y$ and hence $t_{1}=b$ and $t_{2}=c$. Then bac $=1=t_{3} c^{2}$. If $t_{3} \neq c$, then $A$ is cyclic. So we suppose that $t_{3}=c$, hence $c^{3}=1$ and $t_{4}=a$. At least
one of $t_{5} b a=1$ or $a c t_{8}=1$ holds. In the former, we can assume that $t_{8}=b$ (as otherwise $A$ is cyclic). It follows that $s_{2} \in\left\{x, y^{-1}\right\}$, and so $z^{2}=1$. Similarly in the latter, we can assume that $t_{5}=c$, and so from the 2 -zone we have that $x z=1$. Again $z^{2}=1$. This completes the proof.

Lemma 4.4.22. Configuration (4, 2, 4, 1, 1) does not occur.
Proof. Without loss of generality, Figure 4.29 shows $\vartheta$ with configuration (4, 2, 4, 1, 1). The 4-zone gives the relations $x y=b^{2}=1$.


Figure 4.29: Configuration ( $4,2,4,1,1$ )

Suppose $s_{1}=x$, and so $t_{1}=a$ and $t_{2}=b$. If the region containing $s_{2}$ is not a 3 -gon, then all other regions which are not 2 -gonal are 3 -gons. In particular $t_{2} a c=b a c=1=t_{1} a c=a^{2} c$. So $A$ is cyclic. Hence we suppose the region containing $s_{2}$ is a 3 -gon, so $s_{2} s_{3} z=1$. Note that $t_{4} \neq b$ (as otherwise $s_{3} \in\left\{x, y^{-1}\right\}$ and so $s_{2}=1$ ). So $a c t_{4}=1=b a c$, where $t_{4} \in\{a, c\}$. Again $A$ is cyclic.

Suppose $s_{1}=x^{-1}$, and so $t_{1}=b^{-1}$ and $t_{2}=a^{-1}$. In particular the region containing $t_{2}$ is not a 3 -gon. Hence all other regions which are not 2 -gonal are 3 -gons. So $t_{1} a c=b a c=1=s_{2} s_{3} z$. Note that $t_{3}, t_{4} \neq b$ (since $z=x=y^{-1}$ ). It follows that $t_{3} a c=1$ with $t_{3} \in\{a, c\}$. Hence $A$ is cyclic.

By symmetry, similar argument takes care of the cases where $s_{1}=y^{ \pm 1}$. Hence we must have that $s_{1}=z$. This completes the proof.

Lemma 4.4.23. Configuration $(4,2,4,2)$ does not occur.
Proof. Without loss of generality, Figure 4.30 shows $\vartheta$ with configuration $(4,2,4,2)$. If any of the two 4 -zones joins vertices of opposite signs, then in particular $B$ is cyclic. Also either $b=a$ (alternatively $b=c$ ). We can use the four $A$-regions to show that $A$ is cyclic or dihedral, hence the result.


Figure 4.30: Configuration (4, 2, 4, 2)

So we assume that $t_{2}=t_{6}=a, t_{1}=t_{5}=c$. Hence $x y=b^{2}=1$. If $s_{1}=z$ or $s_{2}=z$ or more generally $B$ is $\mathbb{Z}_{2}$, then we are done. Suppose not, then $\left\{s_{1}, s_{2}\right\} \in$ $\left\{\left\{x, y^{-1}\right\},\left\{x^{-1}, y\right\},\{y\},\{x\}\right\}$. At this point we amend the picture $M$ to get $\hat{M}$ in which the number of 2 -gonal $A$-regions is maximal. We can assume that the only positively-curved interior vertex in $\hat{M}$ has configuration (4, 2, 4, 2); and proceed as before. Since there are two $A$-regions with consecutive corners labelled $b^{ \pm 1}, a, c$, we have that either $b a c=1$, or $t b a c=1$ and there is a relation of length at most 3 involving only $a$ and $c$. In the latter $A$ is cyclic. In the former $r$ has order 2 for otherwise its image under the projection map onto $A$ is $a b c$. Hence $a b c=a c b=1$, hence $A$ is abelian. In both case $G$ satisfies the Freiheitssatz. This completes the proof.

This shows that our assumption that Theorem 4.4.1 fails was false, hence the proof of the Theorem 4.3.1 is complete.

### 4.5 Relator of length four with power $n \geq 2$

In the section we consider the one-relator group

$$
\begin{equation*}
G=\frac{(A * B)}{N\left(r^{n}\right)}, \tag{4.14}
\end{equation*}
$$

where $n \geq 2$ and $r=a b c d$ with $a, c \in A$ and $b, d \in B$.
Theorem 4.5.1. Let $G$ be as in 4.13. Then the following holds for $G$.

1. Freiheitssatz holds for $G$.
2. The word $r$ has order $n$ in $G$.

Lemma 4.5.2. If $b=d^{-1}$ or $a=c^{-1}$, then Theorem 4.14 holds.

Proof. Without loss of generality, we assume that $b=d^{-1}$. If $n \geq 3$, then the result holds by [62]. Hence we assume that $n=2$. By assumption, $A$ is not cyclic.

Suppose Freiheitssatz fails. We construct a $\mathcal{W}$-minimal spherical picture $M$ over $G$ on $D^{2}$. The label of each vertex contains two of letter $a$ and two of letter $b$. Hence by Lemma 4.2.5, at least one of the interior $A$-regions must have degree 2 or 3 . Since $A$ is not cyclic, any relation of length 2 or 3 between $a$ and $c$ must be a power of $a$ or a power of $c$. Suppose that $a$ has order $p \in\{2,3\}$ and $c$ has order $q \geq 2$. Then in particular $\langle a\rangle \cap\langle c\rangle=\{1\}$ in $A$.

The normal closure $N$ of $A$ in $G$ is the quotient of $m$ copies $A_{i}:=b^{i} A b^{-i}$ of $A$ (where $m$ is the order of $b$ in $B$ ) by the relators $\left(a_{i} c_{i+1}\right)^{n}$ (subscripts mod $m$ ). Let $H_{i}:=\left\langle A_{i}, a_{i-1} \mid\left(a_{i-1} c_{i}\right)^{n}=1\right\rangle$, the free product of $A_{i}$ with a triangle group $T_{i}:=\left\langle a_{i-1}, c_{i} \mid a_{i-1}^{p}=c_{i}^{q}=\left(a_{i-1} c_{i}\right)^{n}=1\right\rangle$, amalgamated over the cyclic subgroup $\left\langle c_{i}\right\rangle$.

If $m=\infty$ then $G$ is the HNN extension of $H_{0}$ with associated subgroups $\left\langle a_{0}\right\rangle$ and $\left\langle a_{-1}\right\rangle$ and stable letter $b$, and the result clearly holds in this case. Suppose then that $m<\infty$. By [[88], Theorem 7], $H_{i}$ acts on a tree $X$ with fundamental domain a segment $T$ (see Figure 4.31) with $A_{i}, T_{i}$ and $\left\langle c_{i}\right\rangle$ the stabilizers of the vertices $u, v$


Figure 4.31: A segment $T$ of $X$
and the edge $e$ respectively. The edge $e$ partitions $X$ into two disjoint components: $X_{u}$ (the component containing the vertex $u$ ) and $X_{v}$ (the component containing the vertex $v$ ). Since $\left\langle a_{i-1}\right\rangle \cap\left\langle c_{i}\right\rangle=\{1\}$ in $T_{i}$ and $\left\langle a_{i}\right\rangle \cap\left\langle c_{i}\right\rangle=\{1\}$ in $A_{i}, a_{i}^{j} X_{u} \subseteq X_{v}$ and $a_{i-1}^{j} X_{v} \subseteq X_{u}$ for $j \not \neq 0 \bmod p$ (i.e no non-trivial element of $\left\langle a_{i-1}\right\rangle$ or $\left\langle a_{i}\right\rangle$ fixes the $e$ ). It follows from the Ping-Pong Lemma that the subgroup $F_{i}<H_{i}$ generated by $a_{i-1}$ and $a_{i}$ is the free product $\left\langle a_{i-1}\right\rangle *\left\langle a_{i}\right\rangle$. Let $H^{\prime}:=b *_{\left\langle a_{1}\right\rangle} \cdots *\left\langle a_{m-2}\right\rangle H_{m-1}$. Then the subgroup of $H^{\prime}$ generated by $a_{m-1}$ and $a_{0}$ is isomorphic to $F_{0}$, and $N=H_{0} *_{F_{0}} H^{\prime}$. Hence $A=A_{0}<H_{0}<N<G$. Trivially $B<G$.

Suppose that $r$ does not have order $n$ in $G$. The proof is similar to that in Lemma 4.4.2. We construct a $\mathcal{W}$-minimal spherical clique-picture $M$ over $G$. A typical clique-label will have the form

$$
a^{\alpha_{1}} b c^{\beta_{1}} b^{-1} \ldots a^{\alpha_{k}} b y^{\beta_{k}} b^{-1} .
$$

$G$ is induced by the generalised triangle group

$$
\begin{equation*}
T(p, q, n)=\left\langle a, c \mid a^{p}, c^{q},(a c)^{2}\right\rangle . \tag{4.15}
\end{equation*}
$$

Hence by the Spelling theorem for generalised triangle groups, it follows that for an interior clique-label $k \geq 2$. Also we assume that $A$ is not cyclic. In any region of $M$, we may assume that no two consecutive corner labels are of the form $a^{\alpha}$ or $c^{\beta}$ (for otherwise we could amalgamate the two cliques into one, forming a smaller clique-picture).

In particular, if a 2-zone is labelled by $a^{\alpha}$ at one corner, the opposite corner has to be a $c^{ \pm 1}$. But also this can not happen since from the proof of Freiheitssatz, $p=2$ or 3. Hence any $A$-region has degree at least four. It follows that $M$ has at most one clique of positive curvature, namely the clique corresponding to the exceptional vertex. Hence the total curvature of $M$ is less than $2 \pi$. This contradiction implies that $r$ has order $n$.
This completes the proof.
Corollary 4.5.3. $M$ has a positively-curved interior vertex.
Lemma 4.5.4. If a 3-zone is incident at $\vartheta$, then Theorem 4.14 holds.


Figure 4.32

Proof. Suppose that two vertices $u$ and $v$ of $M$ are joined by the 3 -zone. Without loss of generality we can assume that the corner labels at $u$ are $a$ and $b$. Suppose $x$ and $y$ are the corresponding labels at $v$ i.e $a x=1=b y$. Then $(x, y) \in$ $\left\{(a, d),(c, b),\left(c^{-1}, d^{-1}\right)\right\}$. In each case, the result holds by assumption and Lemma 4.5.2.

Proof of Theorem 4.5.1. By Lemma 4.5.2 we can assume that neither $b=d^{-1}$ nor $a=c^{-1}$ holds.

Suppose that Theorem 4.5.1 fails. Then we obtain a obtain a spherical diagram $M$ over $G$ with boundary label $w \in A \cup B$. Each vertex has $4 n(n \geq 2)$ edges incident on it and with label $r^{ \pm n}$. By Lemma 4.2.5, $M$ has a positively curved interior vertex
$\vartheta$. It follows from Lemma 4.5.4 that $4 n-5 \leq \frac{4 n}{2}$ i.e $n=2$. This agrees with the already known result that Freiheitssatz holds for $n \geq 4$ and proves it also for $n=3$.

When $n=2$, it follows from Lemma 4.5.4 that it is enough to consider the cases where the number of regions of $v$ of degree 2 is three or four. If there are four regions of degree 2 , then without loss of generality there are two $A$-regions -say $\Delta_{1}, \Delta_{2}$ each of degree 2 separated by a $B$-region of degree 3 .


Figure 4.33: A positively-curved interior vertex

Without loss of generality, the possible cases for the labels of the two $A$-vertices are:

1. $\Delta_{1}$ has label $a^{2}$ and $\Delta_{2}$ has label $c^{2}$;
2. $\Delta_{1}$ has label $a^{2}$ and $\Delta_{2}$ has label $c a^{-1}$;
3. $\Delta_{1}$ has label $a c^{-1}$ and $\Delta_{2}$ has label $c a^{-1}$.

In all cases, $A$ has faithful representation in $P S L_{2}(\mathbb{C})$. Also $B$ is cyclic as the label of the $B$-region contains both the elements $b$ and $d$. This contradicts the starting hypothesis and hence the proof.

If on the other hand there are three 2-zones, then $v$ has degree 5 . Hence $v$ has at least four regions of degree 3 . If there is a region of degree 3 separating two 2-zones, the the result follows as before. Without loss of generality, we can assume that the three 2-zones have labels $a c, c a$ and $b^{2}$ respectively as shown in Figure 4.33. Hence $a=c=1$, contradicting hypothesis.

### 4.6 Special case of $n=1$ and relator has length four.

In the section we consider the one-relator group

$$
\begin{equation*}
G=\frac{(A * B)}{N(r)} \tag{4.16}
\end{equation*}
$$

where $r=a b c d$ with $\langle a, c\rangle=A_{0} \leq A$ and $\langle b, d\rangle=B_{0} \leq B$. By putting restrictions on the relator and on the order of the factors, Shwartz [90] has some classification on when Freiheitsatz holds. For us the only requirement is that each of $A_{0}$ and $B_{0}$ is a two-generator groups with faithful representation in $P S L_{2}(\mathbb{C})$.

Theorem 4.6.1. Let $G$ be as in 4.16. Under above assumption, Freiheitssatz holds for $G$.

We make the following observation about representation of groups in $S L_{2}(\mathbb{C})$. For more details see $([16],[33],[3])$. Let $F_{2}=\langle x, y\rangle$ be a free group of rank two. Then the irreducible representations $\rho: F_{2} \longrightarrow S L_{2}(\mathbb{C})$ are parametrised (up to conjugacy) by the three independent parameters namely $\operatorname{Tr} \rho(x), \operatorname{Tr} \rho(y)$ and $\operatorname{Tr} \rho(x y)$. In other words, the character variety of conjugacy classes of irreducible representations $\rho$ is an affine algebraic set contained in $\mathbb{C}^{3}$. Recall that $\rho$ is reducible if and only if $\operatorname{Tr}[\rho(x), \rho(y)]=2$. This criterion translates to

$$
\begin{equation*}
\operatorname{Tr}(\rho(x))^{2}+\operatorname{Tr}(\rho(y))^{2}+\operatorname{Tr}(\rho(x y)-\operatorname{Tr}(\rho(x) \operatorname{Tr}(\rho(y) \operatorname{Tr}(\rho(x y)=4 \tag{4.17}
\end{equation*}
$$

So the irreducible character variety is the complement of a cubic surface in $\mathbb{C}^{3}$.
If we rather consider the free group in three variables $F_{3}=\langle x, y, z\rangle$, then by [33] a conjugacy class of irreducible representations $\rho: F_{3} \longrightarrow S L_{2}(\mathbb{C})$ is determined by seven parameters: $\operatorname{Tr} \rho(x), \operatorname{Tr} \rho(y), \operatorname{Tr} \rho(z), \operatorname{Tr} \rho(x y), \operatorname{Tr} \rho(x z), \operatorname{Tr} \rho(y z)$ and $\operatorname{Tr} \rho(x y z)$ which are no longer independent but satisfy the following polynomial equation.

$$
\begin{align*}
& \quad \operatorname{Tr} \rho(x)^{2}+\operatorname{Tr} \rho(y)^{2}+\operatorname{Tr} \rho(z)^{2}+\operatorname{Tr} \rho(x y)^{2}+\operatorname{Tr} \rho(x z)^{2}+\operatorname{Tr} \rho(y z)^{2}+\operatorname{Tr} \rho(x y z)^{2} \\
& +\operatorname{Tr} \rho(x y) \operatorname{Tr} \rho(x z) \operatorname{Tr} \rho(y z)-\operatorname{Tr} \rho(x) \operatorname{Tr} \rho(y) \operatorname{Tr} \rho(x y)-\operatorname{Tr} \rho(x) \operatorname{Tr} \rho(z) \operatorname{Tr} \rho(x z) \\
& -\operatorname{Tr} \rho(y) \operatorname{Tr} \rho(z) \operatorname{Tr} \rho(y z)+\operatorname{Tr} \rho(x y z) \operatorname{Tr} \rho(x) \operatorname{Tr} \rho(y) \operatorname{Tr} \rho(z)-\operatorname{Tr} \rho(x y z) \operatorname{Tr} \rho(x) \operatorname{Tr} \rho(y z) \\
& -\operatorname{Tr} \rho(x y z) \operatorname{Tr} \rho(y) \operatorname{Tr} \rho(x z)-\operatorname{Tr} \rho(x y z) \operatorname{Tr} \rho(z) \operatorname{Tr} \rho(x y)=4 \tag{4.18}
\end{align*}
$$

The irreducible character variety is 6-dimensional, and therefore comprised of a
hyper-surface in $\mathbb{C}^{7}$ defined by Equation 4.18, minus the subset corresponding to reducible representations, which is the intersection the three cubic curves arising from the commutators $\operatorname{Tr}[\rho(x), \rho(y)], \operatorname{Tr}[\rho(x), \rho(z)]$ and $\operatorname{Tr}[\rho(y), \rho(z)]$, where $[x, y]=$ $x y x^{-1} y^{-1}$.

Using above comments we give a proof of Theorem 4.6.1.
Proof of Theorem 4.6.1. Let $X, Y$ and $Z$ be variable matrices in $S L_{2}(\mathbb{C})$. The aim of the proof is to show that one can choose $X, Y$ and $Z$ such that $a \mapsto X, c \mapsto Z$ gives a faithful representation $A \mapsto P S L_{2}(\mathbb{C})$ and $b \mapsto Y, d \mapsto(X Y Z)^{-1}$ gives a faithful representation $B \mapsto P S L_{2}(\mathbb{C})$.
Such a triple of matrices is a representation of the free group $F_{3}$ of rank 3. Recall that the character variety of representations $F_{3} \rightarrow P S L(2, \mathbb{C})$ is given by the seven parameters $\operatorname{Tr}(X), \operatorname{Tr}(Z), \operatorname{Tr}(Y), \operatorname{Tr}(X Y), \operatorname{Tr}(X Z), \operatorname{Tr}(Y Z)$ and $\operatorname{Tr}(X Y Z)$ subject to a single polynomial equation

$$
\begin{align*}
& \operatorname{Tr}(X)^{2}+\operatorname{Tr}(Y)^{2}+\operatorname{Tr}(Z)^{2}+\operatorname{Tr}(X Y)^{2}+\operatorname{Tr}(X Z)^{2}+\operatorname{Tr}(Y Z)^{2} \\
& +\operatorname{Tr}(X Y Z)^{2}+\operatorname{Tr}(X Y) \operatorname{Tr}(X Z) \operatorname{Tr}(Y Z) \\
& -\operatorname{Tr}(X) \operatorname{Tr}(Y) \operatorname{Tr}(X Y)-\operatorname{Tr}(X) \operatorname{Tr}(Z) \operatorname{Tr}(X Z)-\operatorname{Tr}(Y) \operatorname{Tr}(Z) \operatorname{Tr}(Y Z)  \tag{4.19}\\
& +\operatorname{Tr}(X) \operatorname{Tr}(Y) \operatorname{Tr}(Z) \operatorname{Tr}(X Y Z)-\operatorname{Tr}(X) \operatorname{Tr}(Y Z) \operatorname{Tr}(X Y Z) \\
& -\operatorname{Tr}(Y) \operatorname{Tr}(X Z) \operatorname{Tr}(X Y Z)-\operatorname{Tr}(Z) \operatorname{Tr}(X Y) \operatorname{Tr}(X Y Z)=4
\end{align*}
$$

By hypothesis, faithful representations of $A$ and $B$ in $P S L_{2}(\mathbb{C})$ exist. Moreover they are parametrised by fixing suitable values for $\operatorname{Tr}(X), \operatorname{Tr}(Z), \operatorname{Tr}(X Z), \operatorname{Tr}(Y)$, $\operatorname{Tr}(X Y Z)$ and $\operatorname{Tr}\left(X Y Z Y^{-1}\right)$. By the repeated application of trace relation

$$
\begin{equation*}
\operatorname{Tr}(M N)=\operatorname{Tr}(M) \operatorname{Tr}(N)-\operatorname{Tr}\left(M N^{-1}\right) \tag{4.20}
\end{equation*}
$$

for arbitrary matrices $M$ and $N$ can write:

$$
\begin{equation*}
\operatorname{Tr}\left(X Y Z Y^{-1}\right)=\operatorname{Tr}(Y) \operatorname{Tr}(X Y Z)-\operatorname{Tr}(X Y) \operatorname{Tr}(Y Z)+\operatorname{Tr}(X) \operatorname{Tr}(Z)-\operatorname{Tr}(X Z) \tag{4.21}
\end{equation*}
$$

Hence if we fix suitable values for $\operatorname{Tr}(X), \operatorname{Tr}(Y), \operatorname{Tr}(Z), \operatorname{Tr}(X Z)$ and $\operatorname{Tr}(X Y Z)$, we have two free variables $\alpha:=\operatorname{Tr}(X Y)$ and $\beta:=\operatorname{Tr}(Y Z)$ which are required to satisfy the quadratic equation which fixes the value of

$$
\begin{equation*}
\operatorname{Tr}\left(X Y Z Y^{-1}\right)=\operatorname{Tr}(Y) \operatorname{Tr}(X Y Z)-\alpha \beta+\operatorname{Tr}(X) \operatorname{Tr}(Z)-\operatorname{Tr}(X Z) \tag{4.22}
\end{equation*}
$$

Combining this with Equation (4.19), and fixing $\operatorname{Tr}(X), \operatorname{Tr}(Z), \operatorname{Tr}(X Z), \operatorname{Tr}(Y)$, $\operatorname{Tr}(X Y Z)$, we have a pair of quadratic equations in $\alpha, \beta$ of the form

$$
\begin{equation*}
\alpha \beta=c_{1} \tag{4.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha^{2}+\beta^{2}+c_{2} \alpha \beta+c_{3} \alpha+c_{4} \beta=c_{5} \tag{4.24}
\end{equation*}
$$

for suitable constants $c_{1}, \ldots, c_{5}$. It is routine to check that any such pair of equations can be solved in $\mathbb{C}$. Any solution gives a representation $\langle a, b, c, d\rangle \longrightarrow S L_{2}(\mathbb{C})$ that induces the given faithful representations of $A$ and $B$ in $P S L_{2}(\mathbb{C})$ up to conjugacy, mapping the word $a b c d$ to the identity element. This completes the proof.

## Chapter 5

## One-relator product of three non-trivial finite cyclic groups

### 5.1 Preamble

We prove a very important result about one relator free product of cyclic groups. Let

$$
G=\frac{\left(G_{a} * G_{b} * G_{c}\right)}{N(w)}
$$

where $G_{a}=\left\langle a \mid a^{p}\right\rangle, G_{b}=\left\langle b \mid b^{q}\right\rangle$, and $G_{c}=\left\langle c \mid c^{r}\right\rangle$. We show that each of $G_{a}$, $G_{b}$ and $G_{c}$ embeds in $G$ in the case where $w$ has non-zero exponent sum in each of the generators (modulo their respective orders). In [58], it was shown that such a group in non-trivial. Indeed the proof there shows that each of $G_{a}, G_{a}$ and $G_{a}$ embeds in $G$ in the case where $p, q$ and $r$ are distinct primes. We will adapt the methods in [58] to show that a stronger conclusion holds for arbitrary non-zero triple $p, q, r$. More precise we show that in a one-relator product of three non-trivial cyclic groups, at least one of the factors is a Freiheitssatz factor. Before that we present some preliminary results most of which are based from [58].

## $5.2 \quad S^{1}$-equivariant homotopy and degree of maps

Definition 5.2.1. A homotopy between two continuous maps $f_{1}, f_{2}: X \longrightarrow Y$ is a continuous map $H: X \times[0,1] \longrightarrow Y$ such that, if $x \in X$ then $H(x, 0)=f_{1}(x)$ and $H(x, 1)=f_{2}(x)$. If such $H$ exist, we say that $f_{1}$ and $f_{2}$ are homotopic.

Definition 5.2.2. Let $X$ and $Y$ be $G$-spaces for some group $G$. Then a continuous map $f: X \longrightarrow Y$ is said to be $G$-equivariant if $f(g x)=g f(x)$ for each $x \in X$ and $g \in G$.

Definition 5.2.3. A $G$-equivariant homotopy between two $G$-equivariant maps
$f_{1}, f_{2}: X \longrightarrow Y$ is a $G$-equivariant map $H: X \times[0,1] \longrightarrow Y$, where $G$ acts on $X \times[0,1]$ by $g(x, t)=(g x, t)$, so that $H(x, 0)=f_{1}(x)$ and $H(x, 1)=f_{2}(x)$. If such $H$ exist, we say that $f_{1}$ and $f_{2}$ are $G$-equivariantly homotopic.

Definition 5.2.4. A $G$-equivariant $\operatorname{map} f_{1}: X \longrightarrow Y$ is a $G$-equivariant homotopy equivalence if there is a $G$-equivariant map $f_{2}: Y \longrightarrow X$ so that $f_{1} f_{2}$ and $f_{2} f_{1}$ are $G$-equivariant homotopic to the respective identity maps. In which case we say that $X$ and $Y$ are $G$-equivariant homotopy equivalent.

In what follows, $G$ will be $S^{1}$ and the $G$-spaces will be $S^{2}$ and $S^{3}$. Later on we shall make precise what the $S^{1}$-action is. Recall that for some real number $r$ and integer $n$, an $n$-sphere of radius $r$ is the set

$$
\begin{equation*}
S^{n}=\left\{\left(x_{1}, x_{2}, \ldots, x_{n+1}\right) \in \mathbb{R}^{n+1} \mid x_{1}^{2}+x_{2}^{2}+\ldots+x_{n+1}^{2}=r^{2}\right\} . \tag{5.1}
\end{equation*}
$$

We shall be mostly interested in the unit $n$-sphere i.e $r=1$. Identify $S^{3}$ with the group of unit quaternions

$$
\begin{equation*}
S^{3}=\left\{x_{1}+x_{2} \boldsymbol{i}+x_{3} \boldsymbol{j}+x_{4} \boldsymbol{k} \mid x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}=1\right\}, \tag{5.2}
\end{equation*}
$$

$S^{2}$ with the subset

$$
\begin{equation*}
S^{2}=\left\{x_{2} \boldsymbol{i}+x_{3} \boldsymbol{j}+x_{4} \boldsymbol{k} \mid x_{2}^{2}+x_{3}^{2}+x_{4}^{2}=1\right\}, \tag{5.3}
\end{equation*}
$$

and $S^{1}$ with the subgroup

$$
\begin{equation*}
S^{1}=\left\{x_{1}+x_{2} \boldsymbol{i} \mid x_{1}^{2}+x_{2}=1\right\} . \tag{5.4}
\end{equation*}
$$

We shall use $S^{n}$ and $S U(n)$ interchangeably. For example, by the trace of

$$
\begin{equation*}
L=x_{1}+x_{2} \boldsymbol{i}+x_{3} \boldsymbol{j}+x_{4} \boldsymbol{k} \in S^{3}, \tag{5.5}
\end{equation*}
$$

we mean the trace of the corresponding matrix in $S U(2)$. That is the trace of

$$
L=\left(\begin{array}{cc}
x_{1}+x_{2} \boldsymbol{i} & x_{3}+x_{4} \boldsymbol{i}  \tag{5.6}\\
-x_{3}+x_{4} \boldsymbol{i} & x_{1}-x_{2} \boldsymbol{i}
\end{array}\right) .
$$

Definition 5.2.5. The degree of a continuous map $f: S^{n} \longrightarrow S^{n}$ is $\alpha \in \mathbb{Z}$ if the induced map $f_{*}: H_{n}\left(S^{n}\right) \longrightarrow H_{n}\left(S^{n}\right)$ is a multiplication by $\alpha$, where $H_{n}($.$) stands$ for the $n$-th homology group of $S^{n}$.

Lemma 5.2.6 ([58] Lemma 2.1). Let $X$ be a simply-connected space equipped with an $S^{1}$-action, and let $f, g: S^{2} \longrightarrow X$ be $S^{1}$-equivariant maps. Then $f$ is equivariantly
homotopic to $g$ if and only if there are paths in the fixed subspace joining $f(+\boldsymbol{i})$ to $g(+\boldsymbol{i})$, and $f(-\boldsymbol{i})$ to $g(-\boldsymbol{i})$.

Corollary 5.2 .7 below gives us a way of computing the degree of $S^{1}$-equivariant maps from $S^{2}$ to itself.

Corollary 5.2.7 ([58] Corollary 2.2). The degree of any $S^{1}$-equivariant map $f$ : $S^{2} \longrightarrow S^{2}$ is one of the following:

1. 0 if $f(\boldsymbol{i})=f(-i) \in\{ \pm i\}$;
2. +1 if $f(\boldsymbol{i})=\boldsymbol{i}$ and $f(-\boldsymbol{i})=-\boldsymbol{i}$; or
3. -1 if $f(\boldsymbol{i})=-\boldsymbol{i}$ and $f(-\boldsymbol{i})=\boldsymbol{i}$.

Lemma 5.2.8. Two elements in $S^{3}$ are conjugates if and only if they have same eigenvalues.

Proof. The forward direction is clear. For the reverse, let $T \in S^{3}$. It follows from the spectral theorem that $S T S^{-1}=\left(\begin{array}{cc}\lambda & 0 \\ 0 & \bar{\lambda}\end{array}\right)$ for some $S \in U(2)$ and $\lambda$ an eigenvalue of $T$. The final step is obtained by replacing $S$ with $\bar{s} S$ where $s=\sqrt{\operatorname{det}(S)}$. Since $\bar{s} S \in S^{3}$ and eigenvalues are completely determined by the trace, the result follows.

Lemma 5.2.9. The conjugacy classes of $S^{3}$ are the sets $C(\theta)=\{\cos \theta+\sin \theta \boldsymbol{v} \mid \boldsymbol{v} \in$ $\left.S^{2}\right\}$ where $0 \leq \theta \leq \pi$.

Proof. We begin by showing that any element $L=x_{1}+x_{2} \boldsymbol{i}+x_{3} \boldsymbol{j}+x_{4} \boldsymbol{k}$ in $S^{3}$ can be expressed in the form $\cos \theta+\sin \theta \boldsymbol{v}$ for some $0 \leq \theta \leq \pi$ and $\boldsymbol{v} \in S^{2}$. Since $-1 \leq x_{1} \leq 1$, take $\theta=\cos ^{-1}\left(x_{1}\right)$ and $\boldsymbol{v}=\left(x_{2} \boldsymbol{i}+x_{3} \boldsymbol{j}+x_{4} \boldsymbol{k}\right) / \sin \theta$. Note that $L$ has trace $2 x_{1}$.

The eigenvalues of $L$ are $x_{1} \pm \sqrt{x_{1}^{2}-1}$, so depends just on $x_{1}$ as does $\theta$. The result follows from Lemma 5.2.8.

Now we are in a position to describe $S^{1}$ action on $S^{3}$ and $S^{2} . S^{3}$ is a group and so acts on itself by conjugation. The fixed set of the $S^{3}$-action consists of precisely $C(\theta)$ for $0 \leq \theta \leq \pi$, each of which is a topological 2-sphere with the exception of $C(0)=\{1\}$ and $C(\pi)=\{-1\}$. By restricting to the subgroup $S^{1}$, we get an action of $S^{1}$ on $S^{3}$ and on $S^{2}$. The fixed set of $S^{1}$-action on $S^{3}$ is itself, the fixed set of $S^{1}$ action on $S^{2}$ is $S^{1} \cap S^{2}=\{ \pm i\}$.

Lemma 5.2.10. The spaces $S^{2}$ and $S^{3}-\{ \pm 1\}$ are $S^{3}$-equivariant homotopy equivalent.

Proof. The inclusion map $\iota: S^{2} \rightarrow S^{3}-\{ \pm 1\}$ is an $S^{3}$-equivariant map. It has an inverse $\psi: S^{3}-\{ \pm 1\} \rightarrow S^{2}$, sending $\cos \theta+\sin \theta \boldsymbol{v}$ to $\boldsymbol{v}$, which is also $S^{3}$-equivariant map.

What we really need are the maps $\iota$ and $\psi$.

### 5.3 Main result

In this section, we prove the main result as a corollary to the following Lemma.
Lemma 5.3.1. Let $G_{a}=\left\langle a \mid a^{p}\right\rangle, G_{b}=\left\langle b \mid b^{q}\right\rangle$ and $G_{c}=\left\langle c \mid c^{r}\right\rangle$ be cyclic groups, with $p, q, r$ are prime powers.. Let $w \in G_{a} * G_{b} * G_{c}$ be an element such that the exponent sums of $a, b, c$ in $w$ are not divisible by $p, q, r$ respectively (equivalently, $w$ is not contained in the normal closure of any two of $\left.G_{a}, G_{b}, G_{c}\right)$. Then each of $G_{a}, G_{b}, G_{c}$ embeds via the natural map into

$$
G=\frac{\left(G_{a} * G_{b} * G_{c}\right)}{N(w)}
$$

Proof. We know the result holds when $p, q, r$ are primes by [[58], Theorem 4.1]. We suppose that atleast on of $p, q, r$ is a prime power but not prime. Let $F(a, b, c)$ denote the free group of rank 3 with generating set $\{a, b, c\}$. The aim is to produce a representation of $F(a, b, c)$ in $\mathbb{H}$ (where $\mathbb{H}$ denotes the quaternions) such that $a, b, c$ have orders $p, q, r$ respectively and $w \in F(a, b, c)$ is sent to the identity.

Suppose that $n$ is the exponent sum of $a$ in $w$. The assumption that $n$ is not divisible by $p$ implies that $n=t p+s$ with $0<s<p$. By replacing $w$ with $w a^{-t p} \in F(a, b, c)$ which leaves $G$ unchanged, we can always assume that $n<p$. If $m$ is co-prime to $p$ then $a \mapsto a^{m}$ induces an automorphism of $G_{a}$. Thus, replacing $a$ by $a^{m}$ in $w$ gives a new word $w^{\prime} \in G_{a} * G_{b} * G_{c}$ such that the resulting group

$$
G^{\prime}=\frac{\left(G_{a} * G_{b} * G_{c}\right)}{N\left(w^{\prime}\right)}
$$

is isomorphic to $G$ (and such that $G_{a}$ embeds in $G^{\prime}$ if and only if it embeds in $G)$. Moreover, the exponent sum of $a$ in $w^{\prime}$ is $m n$. By Bezout's Lemma we may choose $m$ such that $m n \equiv \operatorname{gcd}(n, p) \bmod p$. Thus without loss of generality we may assume that $n$ divides $p$ (and similarly the exponent sums of $b, c$ in $w$ divide $q, r$ respectively).

Now suppose that $p$ and $n$ (the exponent sum of $a$ in $w$ ) are powers of a prime $\tau-$ say $p=\tau^{t}$ and $n=\tau^{s}$ where $0 \leq s<t$. If $\tau$ is an odd prime, define

$$
\begin{equation*}
\theta_{p}=\frac{\left(\tau^{t-s}-1\right) \pi}{2 \tau^{t}} \tag{5.7}
\end{equation*}
$$

If $\tau=2$, define

$$
\begin{equation*}
\theta_{p}=\frac{\left(2^{t-s-1}-1\right) \pi}{2^{t}} \tag{5.8}
\end{equation*}
$$

unless $s=t-1$, in which case define $\theta_{p}=\frac{\pi}{2}$. Recall that an element $\cos \left(\theta_{p}\right)+$ $\boldsymbol{v} \sin \left(\theta_{p}\right) \in S O(3)$ has order $p$ if and only if $\theta_{p}$ is a multiple of $\pi / p$ but not $\pi / \tau^{t-1}$, for any vector $\boldsymbol{v} \in S^{2}$. Hence for any vector $\boldsymbol{v} \in S^{2}$, the map

$$
\alpha_{\boldsymbol{v}}: G_{a} \rightarrow \mathbb{H}, a \mapsto \cos \left(\theta_{p}\right)+\boldsymbol{v} \sin \left(\theta_{p}\right),
$$

induces a faithful representation $G_{a} \rightarrow S^{3} /\{ \pm 1\} \cong S O(3)$. Moreover, the real part of $\alpha_{v}\left(a^{n}\right)$ is $\cos \left(\psi_{p}\right)$ where $\psi_{p}:=n \theta_{p}$ and $\frac{\pi}{4} \leq \psi_{p} \leq \frac{\pi}{2}$.

Similarly, we can define maps $\beta_{v}: G_{b} \rightarrow \mathbb{H}$ and $\gamma_{v}: G_{c} \rightarrow \mathbb{H}$ that induce faithful representations $G_{b}, G_{c} \rightarrow S O(3)$, and such that, if $e, f$ denote the exponent-sums of $b, c$ in $w$, then the real part of $\beta_{\boldsymbol{v}}\left(b^{e}\right)$ is $\cos \left(\psi_{q}\right)$ and the real part of $\gamma_{\boldsymbol{v}}\left(c^{f}\right)$ is $\cos \left(\psi_{r}\right)$ where $\psi_{q}, \psi_{r} \in\left[\frac{\pi}{4}, \frac{\pi}{2}\right]$.

The numbers $\psi_{p}, \psi_{q}, \psi_{r}$ satisfy a triangle inequality: none is greater than the sum of the other two. Hence, for example, the triple ( $\alpha_{\boldsymbol{i}}, \beta_{\boldsymbol{i}}, \gamma_{-\boldsymbol{i}}$ ) induces a homomorphism

$$
\delta: G_{a} * G_{b} * G_{c} \rightarrow S^{3}
$$

that sends $w$ to $\cos (\theta)+\boldsymbol{i} \sin (\theta)$ with $0 \leq \theta \leq \frac{3 \pi}{4}$. If $\theta=0$ then $\delta$ induces a representation $G \rightarrow S O(3)$ that is faithful on each of $G_{a}, G_{b}, G_{c}$ and we are done. So assume that $\theta>0$. In other words the imaginary part of $\delta(w)$ is greater than 0 . Similar remarks apply to the triples $\left(\alpha_{i}, \beta_{-\boldsymbol{i}}, \gamma_{i}\right)$ and $\left(\alpha_{-\boldsymbol{i}}, \beta_{\boldsymbol{i}}, \gamma_{i}\right)$. Hence also the triple $\left(\alpha_{\boldsymbol{i}}, \beta_{-\boldsymbol{i}}, \gamma_{-\boldsymbol{i}}\right)$ induces a representation $\delta$ with the imaginary part of $\delta(w)$ less than 0. The map $S^{2} \rightarrow S^{3}, \boldsymbol{v} \mapsto\left(\alpha_{\boldsymbol{i}}, \beta_{-\boldsymbol{i}}, \gamma_{\boldsymbol{v}}\right)(w)$ is an $S^{1}$-equivariant map under the conjugation action. It follows that it either sends some $\boldsymbol{v}$ to $\pm 1 \in S^{3}$ (in which case $\left(\alpha_{\boldsymbol{i}}, \beta_{-\boldsymbol{i}}, \gamma_{\boldsymbol{v}}\right)$ gives a representation $G \rightarrow S O(3)$ that is faithful on each of $\left.G_{a}, G_{b}, G_{c}\right)$, or represents +1 in $H_{2}\left(S^{3} \backslash\{ \pm 1\}\right)$ (isomorphic to $\mathbb{Z}$ ), the second homology group of $S^{3} \backslash\{ \pm 1\}$ by Lemma 5.2.6.

Similarly, the map $\boldsymbol{v} \mapsto\left(\alpha_{\boldsymbol{i}}, \beta_{\boldsymbol{i}}, \gamma_{\boldsymbol{v}}\right)(w)$ either maps some $\boldsymbol{v} \in S^{2}$ to $\pm 1 \in S^{3}$ and so gives a representation $G \rightarrow S O(3)$ that is faithful on each of $G_{a}, G_{b}, G_{c}$, or represents one of $0,-1 \in H_{2}\left(S^{3} \backslash\{ \pm 1\}\right) \cong \mathbb{Z}$. Now any path $P:[0,1] \rightarrow S^{2}$ from $-\boldsymbol{i}$ to $\boldsymbol{i}$ gives rise to a homotopy

$$
t \mapsto\left(\boldsymbol{v} \mapsto\left(\alpha_{i}, \beta_{P(t)}, \gamma_{v}\right)(w)\right)
$$

between the above two maps. If $\left(\alpha_{\boldsymbol{i}}, \beta_{P(t)}, \gamma_{v}\right)(w) \neq \pm 1$ for all $t$ and for all $\boldsymbol{v}$, then we can regard this as a homotopy of maps $S^{2} \rightarrow S^{3} \backslash\{ \pm 1\}$. This is a contradiction since
the two maps belong to different homology classes in $H_{2}\left(S^{3} \backslash\{ \pm 1\}\right)$. Hence for some $t$ and some $\boldsymbol{v}$, the map $\left(\alpha_{i}, \beta_{P(t)}, \gamma_{\boldsymbol{v}}\right)$ sends $w$ to $\pm 1$ and so induces a representation $G \rightarrow S O(3)$ that is faithful on each of $G_{a}, G_{b}$ and $G_{c}$.
It follows that each of the natural maps from $G_{a}, G_{b}$ and $G_{c}$ to $G$ is injective, as required.

The general case of the Freiheitssatz for $G$ follows from the special case of prime powers together with the Chinese Remainder Theorem by an easy induction.
Theorem 5.3.2. Let $G_{a}=\left\langle a \mid a^{p}\right\rangle, G_{b}=\left\langle b \mid b^{q}\right\rangle$ and $G_{c}=\left\langle c \mid c^{r}\right\rangle$ be cyclic groups. Let $w \in G_{a} * G_{b} * G_{c}$ be an element such that the exponent sums of $a, b, c$ in $w$ are not divisible by $p, q, r$ respectively. Then each of $G_{a}, G_{b}$ and $G_{c}$ embeds via the natural map into

$$
G=\frac{\left(G_{a} * G_{b} * G_{c}\right)}{N(w)}
$$

Proof. For the inductive step, suppose that $p=m n$ with $\operatorname{gcd}(m, n)=1$. Since the exponent sum of the generator $a$ in $w$ is non-zero modulo $p$, we can assume that it is non-zero modulo $m$. Now factor out $a^{m}$ and apply the inductive hypothesis. This shows that the maps $G_{b} \rightarrow \mathbb{H}$ and $G_{c} \rightarrow \mathbb{H}$ are injective. It also shows that the kernel $K$ of $G_{a} \rightarrow \mathbb{H}$ is contained in the subgroup $\langle m\rangle$.
If the exponent sum of $a$ in $w$ is also non-zero modulo $n$, then by interchanging the roles of $m$ and $n$ in the above we see that $K$ is contained in $\langle n\rangle$. However, if the exponent-sum of $a$ in $w$ is divisible by $n$, then the same is automatically true: $K$ is contained in $\langle n\rangle$. Finally, we know that $K$ is contained in the intersection of $\langle m\rangle$ and $\langle n\rangle$. But this intersection is trivial by the Chinese Remainder Theorem, so we deduce that $G_{a} \rightarrow \mathbb{H}$ is injective.

Remark 5.3.3. It is clears that if $a$ occurs in $w$ with zero exponent sum modulo $p$, then $A$ is a Freiheitssatz factor of $G$.
Combining this Remark 5.3.3 with Theorem 5.3.2 we obtain:
Corollary 5.3.4. In a one-relator product of three non-trivial cyclic groups, at least one of the factors is a Freiheitssatz factor.

Definition 5.3.5. A group $H$ is said to be finitely annihiliated if for every nontrivial element $h \in H$, there exist a finite index normal subgroup $N$ of $H$ such that $h$ is trivial in $H / N$.
In [13], Chiodo used the result of Howie [58] to show that the free product $G$ of three cyclic groups of distinct prime orders is finitely annihiliated. The proof uses nothing more than the fact that finitely generated subgroups of $S O(3)$ are residually finite. Hence our result extends this to the case where the cyclic groups are arbitrary.

Corollary 5.3.6. Free product of three cyclic groups is finitely annihiliated.

## Chapter 6

## One-relator product of three non-trivial groups with short relator

### 6.1 Preamble

In Chapter 5 we considered a one-relator product of three finite cyclic groups. Here we do the same only that this time we allow the factor groups to be arbitrary. It is conjectured in [58] that such a group is non-trivial. We prove this conjecture in a special case. In particular we prove the following theorem.

Theorem 6.1.1. Suppose $A, B$ and $C$ are any three non-trivial groups. Then

$$
G=\frac{(A * B * C)}{N(w)}
$$

is non-trivial, for any word $w \in A * B * C$ with $\ell(w)<9$.
Theorem 6.1.1 holds trivially if $w$ is in the normal closure of any of the factors. Hence we can assume by results in Chapter 4 that $w$ contains at least two letters in each of the three factors. To see why this is true, suppose by way of contradiction that $w$ contains one letter from $A$, say $\alpha$. Then a cyclic conjugate of $w$ has the form $w=\alpha W$, where $W \in B * C$ and $\ell(W) \leq 7$ ( and so some cyclic conjugate of $W$ has length at most 6 ). If $\alpha$ has order $n$ in $A$, then we define the group

$$
H=\frac{(B * C)}{N\left(W^{n}\right)} .
$$

From Corollary 4.1.2 we know that $W$ has order $n$ in $H$. Hence

$$
G=A_{\langle\alpha\rangle} *_{\langle W\rangle} H .
$$

So $G$ is non-trivial. In particular it is enough to consider the cases where the length of the relator is at least six and at most eight, as a cyclically reduced word in the free product $A * B * C$.

We now prove some technical results from which Theorem 6.1.1 will follow as a corollary.

### 6.2 Technical Lemmas

We can assume that up to cyclic permutation $w$ has the form $w=c_{1} U c_{2} V$ where $c_{1}, c_{2} \in C$ and $U, V \in A * B$ with $\ell(U)+\ell(V) \leq 6$. The group $G$ is non-trivial if $c_{1} c_{2}=1$ or $U V \in N(A) \cup N(B)$. Hence we assume that neither of the two conditions holds. If without loss of generality we assume $\ell(U) \leq \ell(V)$, then the possibilities for $U$ and $V$ as words in the free product $A * B$ are as follows:

1. $U$ or $V$ is in the normal closure of $A$ or $B$;
2. $U=(\alpha \beta)^{ \pm 1}$ and $V \in\left\{\alpha_{1} \beta_{1}, \alpha_{1} \beta_{1} \alpha_{2}, \alpha_{1} \beta_{1} \alpha_{2} \beta_{2}\right\}$;
3. $U=\alpha \beta \alpha_{1}$ and $V \in\left\{\beta_{1} \alpha_{2} \beta_{2}, \alpha_{2} \beta_{1} \alpha_{3}\right\}$ (by symmetry),
where $\alpha$ (with or without subscript) is an element of $A$ and $\beta$ (with or without subscript) is an element of $B$. We show that in each of the possibilities listed above $G$ is non-trivial.

Lemma 6.2.1. If $U$ or $V$ is in the normal closure of $A$ or $B$, then $G$ is non-trivial.
Proof. Without loss of generality, we can assume that $U$ is in the normal closure of $A$. In other words, there exist a $\gamma \in A * B$ such that $U=\gamma^{-1} \alpha \gamma$. Hence

$$
w=c_{1} \gamma^{-1} \alpha \gamma c_{2} V .
$$

Let $\tilde{C}=\gamma C \gamma^{-1}$ and $W=\tilde{c_{1}} \alpha \tilde{c_{2}} \tilde{V}=\gamma c_{1} \gamma^{-1} \alpha \gamma c_{2} \gamma^{-1} \gamma V \gamma^{-1}$. So $G$ is trivial if and only if

$$
\begin{equation*}
G^{\prime}=\frac{(A * B * \tilde{C})}{N(W)} \tag{6.1}
\end{equation*}
$$

is trivial. Hence it is enough to consider the case where $U=\alpha$ (i.e $\gamma=1$ ).
By assumption $c_{1} \neq c_{2}^{-1}$. Hence $c_{1} \alpha c_{2}$ has infinite order in $A * C$. It follows that the subgroup of $A * C$ generated by $A$ and $c_{1} \alpha c_{2}$ is isomorphic to the free product $A * \mathbb{Z}$. If $A$ and $V$ generates a subgroup of $A * B$ which is also isomorphic to $A * \mathbb{Z}$, then

$$
\begin{equation*}
G=(A * B)_{\langle A, V\rangle} *\left\langle A, c_{1} \alpha c_{2}\right\rangle(A * C) . \tag{6.2}
\end{equation*}
$$

So in this case $G$ is non-trivial.
Suppose then that $\langle A, V\rangle$ is not isomorphic to $A * \mathbb{Z}$. By the comments immediately after the statement of Theorem 6.1.1 we can assume that $V$ at least one letter from $A$ and at least two letters from $B$ as a reduced word in $A * B$. If $V$ contains exactly two letters from $B$, then from the assumption that $\langle A, V\rangle$ is not isomorphic to $A * \mathbb{Z}$ it follows that the two letters must be inverses of each other. In such case $w$ belongs to the normal closure of $A * C$, so $G$ is non-trivial. Hence $V$ contains exactly three $B$ letters. Hence $V$ contains exactly two letters from $A$ and exactly three letters from $B$ since $\ell(V) \leq 5$. Again it follows from the assumption that $\langle A, V\rangle$ is not isomorphic to $A * \mathbb{Z}$ that $V$ is conjugate in $A * B$ to a letter $\beta \in B$ with order $r<\infty$. Define $H$ to be the group

$$
\begin{align*}
H & :=\frac{A * C}{N\left(\left(c_{1} \alpha c_{2}\right)^{r}\right)}  \tag{6.3}\\
& =A \stackrel{*}{\langle\alpha\rangle} T_{\langle\gamma\rangle=\left\langle c_{2} c_{1}\right\rangle}^{*} C, \tag{6.4}
\end{align*}
$$

where $T=\left\langle\alpha, \gamma \mid \alpha^{p}, \gamma^{q},(\alpha \gamma)^{r}\right\rangle$ and $p, q$ are the orders of $\alpha$ and $c_{2} c_{1}$ respectively. Then $G=(A * B)_{\langle A, V\rangle} *_{\left\langle A, c_{1} \alpha c_{2}\right\rangle} H$, provided of course that $\left\langle A, c_{1} \alpha c_{2}\right\rangle$ embeds in $H$. We show below that this is in fact the case.

By Bass-Serre theory, $H$ acts on a tree $\Gamma$. Let the vertex set of $\Gamma$ be $X$. There exists an edge $e$ divides $\Gamma$ (see Figure 6.1) into two components $\Gamma_{1}$ and $\Gamma_{2}$ with vertex sets $X_{1}$ (containing vertices $u_{A}, u_{T}$ ) and and $X_{2}$ (containing vertices $u_{C}, u_{c_{1}\left(u_{T}\right)}$ ) respectively such that $X=X_{1} \cup X_{2}$. The vertices $u_{A}, u_{T}$ and $u_{C}$ have stabilizers $A, T$ and $C$ respectively. Similarly, $\langle\alpha\rangle$ and $\langle\gamma\rangle$ are the stabilizers of $e_{1}$ and $e$ respectively. Let $e_{2}=c_{1}(e)$, then the stabilizer of $e_{2}$ is $c_{1}\langle\gamma\rangle c_{1}^{-1}$.


Figure 6.1: Diagram showing a section of the tree $\Gamma$ on which $H$ acts.
We aim to use the Ping-Pong Lemma to show that the subgroup of $H$ generated by $A$ and the element $c_{1} \alpha c_{2}$ is the free product $A *\left\langle c_{1} \alpha c_{2}\right\rangle$. Since

$$
\begin{equation*}
A \cap\langle\gamma\rangle=\langle\alpha\rangle \cap\langle\gamma\rangle, \tag{6.5}
\end{equation*}
$$

it follows that for any non-trivial element $a \in A, a\left(X_{2}\right) \subset X_{1}$. Similarly since $\alpha \gamma$
stabilizes an edge $e_{3}$ incident to $u_{T}$ other than $e, c_{1} \alpha c_{2}=c_{1} \alpha \gamma c_{1}^{-1}$ stabilizes an edge $e_{4}=c_{1}\left(e_{3}\right)$ incident to $u_{c_{1}\left(u_{T}\right)}$ other than $c_{1}(e)=e_{2}$. If we can show that $\langle\gamma\rangle$ and $\left\langle c_{1} \alpha c_{2}\right\rangle$ intersect trivially, then it will follow that $b\left(X_{1}\right) \subset X_{2}$ for every non-trivial element $b \in\left\langle c_{1} \alpha c_{2}\right\rangle$.

But $\langle\gamma\rangle \cap\left\langle c_{1} \alpha c_{2}\right\rangle$ stabilizes both $e$ and $e_{4}$, and hence also $e_{2}$. So $c_{1}\langle\gamma\rangle c_{1}^{-1}$ is contains $\langle\gamma\rangle \cap\left\langle c_{1} \alpha c_{2}\right\rangle$. Hence $\langle\gamma\rangle \cap\left\langle c_{1} \alpha c_{2}\right\rangle=1$ in $T$ implies that in $c_{1} T c_{1}^{-1}$,

$$
\begin{equation*}
c_{1}\langle\gamma\rangle c_{1}^{-1} \cap c_{1}\langle\alpha \gamma\rangle c_{1}^{-1}=1 \tag{6.6}
\end{equation*}
$$

Thus we have that $\langle\gamma\rangle \cap\left\langle c_{1} \alpha c_{2}\right\rangle=1$ as required. Hence the Ping-Pong Lemma yields the result.

It follows in particular from Lemma 6.2.1 that $\ell(U) \geq 2$. The rest of the arguments we present rely heavily on Nielsen transformations. We transform $\{U, V\}$ into a more suitable Nielsen equivalent set depending on the subgroup they generate.

Lemma 6.2.2. Suppose $\langle U, V\rangle$ is free, then $G$ is non-trivial.
Proof. First we suppose $\langle U, V\rangle$ is free of rank 1 say with generator $t$. Then $w$ can be expressed in the form $w=c_{1} t^{r} c_{2} t^{s}$, where $V=t^{s}$ and $U=t^{r}$ for integers $s$, $r$. If $s+r=0$, then $G \neq 1$ since $w \in N(C)$. Otherwise $w=1$ is a non-singular equation over $C$. We assume that $t \notin N(A) \cup N(B)$ for otherwise $G \neq 1$ by Lemma 6.2.1. It follows that any cyclically reduced conjugate of $t$ has length at least 2 . So since $s, r \neq 0$ and $\ell\left(t^{n}\right) \geq 2 n$ for any $n$,

$$
\begin{equation*}
|s|+|r| \leq 3 \tag{6.7}
\end{equation*}
$$

Consider the group

$$
H:=\frac{(C *\langle t\rangle)}{N(w)}
$$

If $s, r \geq 1$, then $C$ embeds in $H$ by [67]. Otherwise without loss of generality $s=-1$ and $r=2$. Again $C$ embeds in $H$ by [52]. If $t$ is trivial in $H$, the $H=C$ and so $w \in N(A * B)$; again $G \neq 1$. If $t$ has finite order $m>1$ in $H$, then

$$
G=\frac{(A * B)}{N\left(t^{m}\right)} *_{\langle t\rangle} H .
$$

By the previous comment it follows that $\ell(t)=2$-say $t=\alpha \beta$, so $(A * B) / N\left(t^{m}\right)$ is a triangle group and $t$ has order $m$ as required.

Finally if $t$ has infinite order in $H$, then

$$
G=(A * B) *_{\langle t\rangle} H .
$$

Hence $G$ is non-trivial.
Now suppose $\langle U, V\rangle$ is free of rank 2. Let $H:=(C *\langle U, V\rangle) / N(w)=C *\langle U\rangle$. Note that the subgroup of $H$ generated by $\left\{U, c_{1} U c_{2}\right\}$ is a free group of rank 2. It follows that $G$ is the free product of $H$ and $A * B$ amalgamated over the subgroups $\left\langle U, c_{1} U c_{2}\right\rangle$ and $\langle U, V\rangle$. It follows that $G$ is non-trivial.

Lemma 6.2.3. Suppose $\langle U, V\rangle$ is isomorphic to $C_{p} * C_{q}$ or $C_{p} * \mathbb{Z}$, where $C_{p}$ and $C_{q}$ are finite cyclic groups. Suppose further that $\ell(V)<4$. Then $G$ is non-trivial.

By assumption $\langle U, V\rangle$ has an element of finite order. So Nielsen transformations can be applied to $\{U, V\}$ to get a new set $\{u, v\}$ with $u$ or $v$ having finite order. Note also that $V \neq \alpha_{1} \beta_{1} \alpha_{2} \beta_{2}$. Lemma 6.2.3 is a corollary to Propositions 6.2.4-6.2.7 below.

Proposition 6.2.4. If $U=(\alpha \beta)^{ \pm 1}$ and $V=\alpha_{1} \beta_{1}$, then $G$ is non-trivial.
Proof. First suppose $U=(\alpha \beta)^{-1}$. Since $U V$ is not in the normal closure of $A$ or $B$, neither $\alpha=\alpha_{1}$ nor $\beta=\beta_{1}$ holds. Hence $\langle U, V\rangle$ is free of rank 2 . The result follows from Lemma 6.2.2.

Suppose then that $U=\alpha \beta$. If $\alpha \neq \alpha_{1}$ and $\beta \neq \beta_{1}$, then $\{U, V\}$ is Nielsen reduced, so $\langle U, V\rangle$ is free of rank 2 and the result follows from Lemma 6.2.2. Hence we may assume without loss of generality that $\alpha=\alpha_{1}$. If $\beta=\beta_{1}$, then $\langle U, V\rangle$ is isomorphic to $\mathbb{Z}$. In this case the result follows from Lemma 6.2.2.

If $c_{1}=c_{2}=c$ then we can replace $w$ with $\hat{U} \beta \hat{U} \beta_{1}$, where $\hat{U}=c \alpha$. In this case $\langle\hat{U}\rangle$ is free of rank 1 and the result follows from Lemma 6.2.2.
Hence we may assume that $\beta \neq \beta_{1}$ and $c_{1} \neq c_{2}$, so $\left\langle\beta c_{2}, \beta_{1} c_{1}\right\rangle$ is free of rank 2 . Again we apply Lemma 6.2.2 to show that $G$ is non-trivial.

Proposition 6.2.5. If $U=(\alpha \beta)^{ \pm 1}$ and $V=\alpha_{1} \beta_{1} \alpha_{2}$, then $G$ is non-trivial.
Proof. Suppose $U=\alpha \beta$. We can assume that $\beta \neq \beta_{1}^{-1}$ as otherwise $G$ maps onto $B$, hence non-trivial. Also $\alpha_{1} \neq \alpha_{2}^{-1}$ by Lemma 6.2.1. Since $\alpha_{1} \alpha_{2} \neq 1$, either $\alpha=\alpha_{1}$ and $\beta=\beta_{1}$ or $\alpha=\alpha_{2}^{-1}$ and $\beta=\beta_{1}^{-1}$, as otherwise $\langle U, V\rangle$ is free. Hence without loss of generality we assume $\beta=\beta_{1}$ and $\alpha=\alpha_{1}$. If $c_{1}=c_{2}=c$, then $G$ surjects onto $(B * C) / N\left((\beta c)^{2}\right)$, so non-trivial. Otherwise take $U^{\prime}=c_{2} \alpha$ and $V^{\prime}=\alpha_{2} c_{1} \alpha$, and so $\left\langle U^{\prime}, V^{\prime}\right\rangle$ is free. Hence $G$ is non-trivial by Lemma 6.2.2. The proof for the case where $U=(\alpha \beta)^{-1}$ is similar by symmetry.

Proposition 6.2.6. If $U=\alpha \beta \alpha_{1}$ and $V=\alpha_{2} \beta_{1} \alpha_{3}$, then $G$ is non-trivial.
Proof. We may assume that $\beta \neq \beta_{1}$, as otherwise $G$ surjects onto $B$. Without loss of generality, there are two possibilities to consider. Either $\alpha=\alpha_{2}$ and $\beta=\beta_{1}$ or
$\alpha=\alpha_{2}$ and $\alpha_{1}=\alpha_{3}$. (Note that we can not have $\alpha=\alpha_{3}^{-1}$ and $\alpha_{1}=\alpha_{2}^{-1}$, for otherwise $w$ is contained in the normal closure of $B * C$ ).

In the first case, we take take $U^{\prime}=\alpha_{1} c_{2} \alpha$ and $V^{\prime}=\alpha_{3} c_{1} \alpha$. By Lemma 6.2.2, we can assume that $\left\langle U^{\prime}, V^{\prime}\right\rangle$ is not free. Hence either $c_{1}=c_{2}=c$ or $\alpha_{1}=\alpha_{3}$. In either case $G$ maps onto

$$
\frac{(B * C)}{N\left((c \beta)^{2}\right.} \quad \text { or } \quad \frac{(A * B)}{N\left(\left(\alpha \beta \alpha_{1}\right)^{2}\right)}
$$

respectively. Hence $G$ is non-trivial.
In the second case where $\alpha=\alpha_{2}$ and $\alpha_{1}=\alpha_{3}$, we can replace $B$ with its conjugate by $\alpha$, and $w$ by $W=c_{1} \beta \tilde{\alpha} c_{2} \beta_{1} \tilde{\alpha}$, where $\tilde{\alpha}=\alpha \alpha_{1}$. Since $G$ is isomorphic to

$$
\begin{equation*}
G^{\prime}=\frac{\left(A * \alpha^{-1} B \alpha * C\right)}{N(W)} \tag{6.8}
\end{equation*}
$$

the result follows from Lemma 6.2.4.
Proposition 6.2.7. If $U=\alpha \beta \alpha_{1}$ and $V=\beta_{1} \alpha_{2} \beta_{2}$, then $G$ is non-trivial.
Proof. In this case, the only possibility is $\alpha=\alpha_{1}^{-1}$ or $\beta_{1}=\beta_{2}^{-1}$. Either case, the result follows from Lemma 6.2.1.

Finally, we consider the case where $U=(\alpha \beta)^{ \pm 1}$ and $V=\alpha_{1} \beta_{1} \alpha_{2} \beta_{2}$. Since $\langle U, V\rangle=$ $C_{p} * K$, without loss of generality we have by Nielsen transformations that either

1. $U=\alpha \beta$ and $V \in\left\{\alpha \beta \alpha \beta_{2}, \alpha \beta \alpha_{2} \beta\right\}$ with $\beta \neq \beta_{2}$, or
2. $U=\beta^{-1} \alpha^{-1}$ and $V \in\left\{\alpha \beta \alpha \beta_{2}, \alpha \beta \alpha_{2} \beta\right\}$ with $\alpha \neq \alpha_{2}$.

Remark 6.2.8. In (1) and (2) above we gave two forms of $V$. If $V=\alpha \beta \alpha_{2} \beta$ we can replace $U$ and $V$ by $\beta U \beta^{-1}$ and $\beta V \beta^{-1}$ respectively (or equivalently replace $C$ by $\beta^{-1} C \beta$ ) and interchange $A$ and $B$ to get the first $\alpha \beta \alpha \beta_{2}$.

In what follows we regard $G$ as a one-relator product of $A * B$ and $C$. For convenience we let $U_{1}=\alpha \beta$ and $U_{2}=\beta^{-1} \alpha^{-1}$, so $U_{2}=U_{1}^{-1}$. We use $R$ to denote a relator in $G$ which is a cyclically reduced word in $\{U, V\}$ and $\ell(R)$ denotes its length also as a word in $\{U, V\}$.

Definition 6.2.9. The index of $R$ is the number of cyclic subwords of the form $(U U)^{ \pm 1},(V V)^{ \pm 1},\left(V U^{-1}\right)^{ \pm 1}$ or $\left(U^{-1} V\right)^{ \pm 1}$.

Definition 6.2.9 generalizes the notion of sign-index. Recall that the sign-index of $R$ is $n$ (necessarily even) if a cyclic permutation of $R$ has the form

$$
W_{1} W_{2}^{-1} W_{3} \ldots W_{n-1} W_{n}^{-1}
$$

with each $W_{i}$ a positive word in $\{U, V\}$. In particular the index of $R$ is bounded below by its sign-index, and above by $\ell(R)$.

By Remark 6.2.8

$$
\{U, V\}=\left\{(\alpha \beta)^{ \pm 1}, \alpha \beta \alpha \beta_{2}\right\} \xrightarrow{\text { Nielsen transformation }}\left\{\alpha \beta, \beta^{-1} \beta_{2}\right\} .
$$

There are two possibilities to consider. If $\left\{\alpha \beta, \beta^{-1} \beta_{2}\right\}$ is Nielsen reduced, then $\langle U, V\rangle$ is free (if $\beta^{-1} \beta_{2}$ has infinite order), or $\mathbb{Z} * \mathbb{Z}_{m}$ (if $\beta^{-1} \beta_{2}$ has order $m$ ). A second possibility is that $\left\{\alpha \beta, \beta^{-1} \beta_{2}\right\}$ is not Nielsen reduced. In which case $\beta$ is a power of $\beta^{-1} \beta_{2}$, so $B$ is cyclic (generated by $\beta^{-1} \beta_{2}$ ). In particular it follows that $\beta^{-1} \beta_{2}$ must have order at least 3 (since by assumption $\beta \neq \beta_{2}$ ).

Proposition 6.2.10. Suppose that $R$ is a cyclically reduced word in $\{U, V\}$ and that $\left(\beta^{-1} \beta_{2}\right)^{2} \neq 1$. Then $\ell(R) \geq 2(6-k)$, where $k$ is the index of $R$.

Proof. It is easy to see that $(U V)^{m} \neq 1$. Hence since also $k \leq \ell(R)$, we can assume the $1 \leq k \leq 3$. In particular it is enough to consider the cases when $R$ has sign-index 0 or 2 .

First if $U=U_{1}$, then $U$ and $V$ generates a free sub-semigroup of $A * B$ of rank 2 (since $\left.\left(\beta^{-1} \beta_{2}\right)^{2} \neq 1\right)$. In which case $R$ is a positive word which is trivial in a free sub-semigroup or we get an equality between two positive words in a free subsemigroup, depending on whether the sign-index is 0 or 2 respectively. None of these can happen.

Suppose then that $U=U_{2}$ and $\ell(R)<2(6-k)$. Up to inversion and cyclic permutation the list of such $R$ is contained in Table 6.1 below. It is easy to check that none of the words appearing in the table is trivial.

Remark 6.2.11. We remark that if $\left(\beta^{-1} \beta_{2}\right)^{2}=1$, then $B$ can not be cyclic since that will imply that $\beta=\beta_{2}$. In other words $\left\{U, \beta^{-1} \beta_{2}\right\}$ is Nielsen reduced.

| Sign-index | Index | Length | List |
| :---: | :---: | :---: | :---: |
| 0 | 1 | $<10$ | $U^{2} V U V$ |
|  |  |  | $U^{2}(V U)^{2} V$ |
|  |  |  | $U^{2}(V U)^{3} V$ |
|  |  |  | $V^{2} U V U$ |
|  |  |  | $V^{2}(U V)^{2} U$ |
|  |  |  | $V^{2}(U V)^{3} U$ |
| 0 | 2 | $<8$ | $U^{3} V U V$ |
|  |  |  | $U^{2} V^{2}$ |
|  |  |  | $U^{2} V^{2} U V$ |
|  |  |  | $U^{2} V U V^{2} U V$ |
|  |  |  | $V^{3} U V U$ |
| 0 | 3 | $<6$ | $U^{3} V^{2}$ |
|  |  |  | $V^{3} U^{2}$ |
| 2 | 2 | $<8$ | $U^{-1}(V U)^{2} V$ |
|  |  |  | $(V U)^{-1}(U V)^{2}$ |
|  |  |  | $(U V U)^{-1} V U V$ |
|  |  |  | $V^{-1}(U V)^{2} U$ |
| 2 | 3 | $<6$ | $U^{2}(V U V)^{-1}$ |
|  |  |  | $U^{2} V(V U)^{-1}$ |
|  |  |  | $U^{2} V U^{-1} V$ |
|  |  |  | $U^{2} V^{-1} U V$ |
|  |  |  | $V^{2}(U V U)^{-1}$ |
|  |  |  | $V^{2} U(U V)^{-1}$ |
|  |  |  | $V^{2} U V U^{-1}$ |
|  |  |  | $V^{2} U V^{-1} U$ |
|  |  |  | $V^{2} U^{-1} V U$ |
|  |  |  | $V^{2} U^{-1} V^{-1} U$ |

Table 6.1: A table containing all the possible words $R$ (up to cyclic permutation and inversion) in $\left\{U_{2}, V\right\}$ of index $k, 1 \leq k \leq 3$ and $\ell(R) \geq 2(6-k)$.

Lemma 6.2.12. If $U=(\alpha \beta)^{ \pm 1}, V=\alpha_{1} \beta_{1} \alpha_{2} \beta_{2}$ and $\left\{U, \beta^{-1} \beta_{2}\right\}$ is not Nielsen reduced, then $G$ is non-trivial.

Proof. Suppose by contradiction that $G$ is trivial, then we get a non-trivial $\mathcal{W}$ minimal spherical picture $M$ over $G$ with an exceptional region, where $\mathcal{W}$ is the set of non-trivial elements in $A * B \cup C$.

Note that both $A=\langle\alpha\rangle$ and $B=\left\langle\beta^{-1} \beta_{2}\right\rangle$ are cyclic. So by Theorem 4.6.1 we assume that $C$ is neither cyclic nor dihedral. Hence the only relations between $c_{1}, c_{2}$ of length less than 4 are powers of $c_{1}$ or $c_{2}$. Without loss of generality, $c_{1}^{2}=1$. But then the only possible relator of length 4 involving $c_{2}$ is $c_{2}^{4}$, and so $c_{2}$ has order 3 or 4 in $C$.

By bridge-moves, we can assume that no two adjacent corners in a $C$-region are labelled by $c_{1}$ unless it is a 2 -gon. Similarly any $C$-region has at most 2 or 3 consecutive $c_{2}$-corners depending on whether $c_{2}$ has order 3 or 4 respectively.

Every $c_{1}$-corner gets angle 0 , every $c_{2}$-corner gets angle $\pi / 3$, and every $U$ - and $V$ corner gets angle $5 \pi / 6$. This ensures that vertices have curvature 0 , and $C$-regions have non-positive curvature. However, $(A * B)$-regions can have positive curvature. We overcome this by redistributing any such positive curvature to neighbouring negatively curved $C$-regions, as follows.

Let $R$ be the label of an interior region of $\Delta$ of $M$. If $R$ has index $n$, we transfer $\pi / 3$ of curvature across each of the edges of $\Delta$ joining a $c_{1}$-corner to $c_{2}$-corner of an adjacent $C$-region.


Figure 6.2: Diagram showing an $(A * B)$-region with label $\left(U^{2} V\right)^{2} U V$ of index 2. The head of the red arrows indicate the adjacent $C$-regions receiving $\pi / 3$ curvature.

Now any interior $(A * B)$-region whose label is of the form $\left(U_{2} U_{2} V\right)^{n}$ (up to inversion) has index $n$ and curvature at most $\pi / 2$. However, $n>2$ by Remark 6.2 .11 . Hence it
has transferred at least $\pi$ of curvature to neighbours, so becomes negatively curved. Similarly, it follows from Proposition 6.2.10 that any interior $(A * B)$-region whose label is of the form $\left(U_{2} U_{2} V\right)^{n}$ (up to inversion) has curvature at most $\pi$, and has become non-positively curved after transfer as well. It follows that interior $(A * B)$ regions non-positively curved after transfer.

A $C$-region $\Delta$ receives $\pi / 3$ of positive curvature across each edge separating a $c_{1}$ corner from a $c_{2}$-corner. Suppose that in $\Delta$ there are $p c_{1}$-corners, $q c_{2}$-corners, and $r$ edges separating a $c_{1}$-corner from a $c_{2}$-corner. The curvature of $\Delta$ after transfer is at most

$$
\begin{equation*}
2 \pi-(p+q) \pi+\frac{q \pi}{3}+\frac{r \pi}{3} \leq \frac{(6-2 p-q) \pi}{3} \tag{6.9}
\end{equation*}
$$

If $2 p+q \geq 6$, then $\Delta$ still has non-positive curvature after transfer. Suppose $\Delta$ is an interior $C$-region and $2 p+q \leq 5$. Then either $p=0$ or $q=0$ (since $p, q \neq 1$ ). Hence curvature after transfer is $(2-p) \pi$ or $(6-2 q) \pi / 3$, both of which are at most 0 since $p \geq 2$ and $q \geq 3$.

Since the curvature of the exceptional region is less than $4 \pi$, we get a contradiction that curvature of $M$ is $4 \pi$. Hence $G$ non-trivial.

Lemma 6.2.13. If $U=(\alpha \beta)^{ \pm 1}, V=\alpha_{1} \beta_{1} \alpha_{2} \beta_{2}$ and $\left\{U, \beta^{-1} \beta_{2}\right\}$ is Nielsen reduced, then $G$ is non-trivial.


Figure 6.3: Positively oriented vertices of $\Gamma$ when $n=2$. The figure on the left corresponds to a vertex of $\Gamma$ when $r=\left(t^{2} c_{1} t c_{2}\right)^{n}$ and the other is when $r=\left(t^{-2} c_{1} t c_{2}\right)^{n}$.

Proof. By assumption $\langle U, V\rangle=\langle U\rangle *\left\langle\beta^{-1} \beta_{2}\right\rangle$, and is isomorphic to $\mathbb{Z} * \mathbb{Z}_{n}$, where $n>1$ is the order of $\beta^{-1} \beta_{2}$. We can assume by Theorem 4.6.1 that $\left\langle c_{1}, c_{2}\right\rangle$ is not dihedral. Consider the relative presentation

$$
H=\left\langle C, t \mid r=\left(t^{ \pm 2} c_{1} t c_{2}\right)^{n}\right\rangle
$$

The aim is to show that $G$ is the free product of $H$ and $A * B$ amalgamated over the subgroups $\langle U, V\rangle$ and $\left\langle t, c_{1} t c_{2}\right\rangle$. To this end we must show that the latter is also isomorphic to $\mathbb{Z} * \mathbb{Z}_{n}$. In other words, any relation in $H$ which is a word in $\left\{t, c_{1} t c_{2}\right\}$ is a consequence of $\left(t^{ \pm 2} c_{1} t c_{2}\right)^{n}$.

If this is not so, we obtain a $\mathcal{W}$-minimal non-trivial picture $\Gamma$ over $H$ on $D^{2}$, where $\mathcal{W}$ is the set of non-trivial elements in the free product $\langle t\rangle *\left\langle c_{1} t c_{2}\right\rangle$. Figure 6.3 shows typical vertices with positive orientation in the case of $n=2$. Note that there are no 2 -zones with corners labelled by $1^{ \pm 1}$, for in such case, either the two vertices cancel, or we can combine the vertex with the boundary. In both cases we get a smaller picture, thereby contradicting minimality of $\Gamma$.

Make regions of $\Gamma$ flat by assigning angle $(d(\Delta)-2) \pi / d(\Delta)$ to each corner of a region $\Delta$ of $\Gamma$ of degree $d(\Delta)$. We claim that interior vertices $\Gamma$ are non-positively curved. The proof is in two stages depending on whether $r=\left(t^{2} c_{1} t c_{2}\right)^{n}$ or $r=\left(t^{-2} c_{1} t c_{2}\right)^{n}$.

Suppose that $r=\left(t^{2} c_{1} t c_{2}\right)^{n}$. Since $r$ is a positive word, $\Gamma$ is bipartite. More precisely, only vertices of opposite orientations are adjacent in $\Gamma$. In particular this implies that regions have even degrees. Every interior vertex $v$ bounds at least two regions with a corner labelled 1 . By minimality of $\Gamma$, every such region has degree at least 4. Also every 2 -zone gives the relation $c_{1}=c_{2}$, and so each of the two regions on both sides of the 2 -zone has a corner labelled 1 , hence is at least a 4 -gon. Hence $v$ bounds at least four regions of degree at least 4 and so is non-positively curved.

The case of $\left(t^{-2} c_{1} t c_{2}\right)^{n}$ is slightly different as regions can be odd. Note that any corner is either a source (the two arrows point outwards), sink (the two arrows point inwards), or saddle (one arrow points inwards and the other points outwards) depending on whether it is a $c_{1^{-}}, c_{2^{-}}$or 1-corner (see Figure 6.3). So in particular any 2-zone gives the relation $c_{1}^{2}=1$ or $c_{2}^{2}=1$. If an interior vertex $v$ does not bound a 2-zone, then $v$ satisfies $C(3 n)$. Suppose it does. As before any region adjacent to a 2 -zone has a 1 -corner. It follows that such a region has degree at least 4 . There are at least two regions with 1 -corner at $v$. If $v$ bounds only one 2 -zone, then it has degree at least 5 and bounds at least three regions of degree 4. Otherwise $v$ bounds at least four 4 -gons. In all cases $v$ has non-positive curvature.

It follows that there exists a boundary vertex of degree at most 3. This is clearly impossible if $n>2$ (since we will get a 2 -zone with corners labelled 1 ). So we assume that $n=2$. An argument similar to the ones given above shows that such a vertex must connect to $\partial D^{2}$ by an $\omega$-zone, with $\omega \geq 3$. It follows that either one of $c_{1}$ or $c_{2}$ is trivial or we can combine such a vertex with $\partial D^{2}$ to get a smaller picture. Both possibilities lead to a contradiction which completes the proof.

### 6.3 Main result

Let us recall that the statement of the theorem: if $A, B$ and $C$ are non-trivial groups, then the one-relator product $G=(A * B * C) / N(w)$ is non-trivial where $w \in A * B * C$ is a cyclically reduced word with $\ell(w)<9$.

Proof of Theorem 6.1.1. By the comments immediately after the statement of Theorem 6.1.1, can assume $6 \leq \ell(w)<9$ and $w$ has the form $w=c_{1} U c_{2} V$ (up to cyclic permutation) where $U, V \in A * B$ and $c_{1}, c_{2} \in C$ with $c_{1} c_{2} \neq 1$. It follows from Grushko's theorem that the subgroup of $A * B$ generated by $U$ and $V$ is isomorphic to one of the following:

1. Conjugate to subgroup of $A$ (or $B$ ).
2. Free group of rank one.
3. Free group of rank two.
4. Free product of two finite cyclic groups.
5. Free product of finite and infinite cyclic groups.

In the case of part 1 the result follows from Lemma 6.2.1. For parts 2 and 3, the result follows from Lemma 6.2.2. And finally the result follows from Lemmas 6.2.3, 6.2.12 and 6.2.13 in the case of parts 4 and 5 . This completes the proof.

## Chapter 7

## Conclusion and future work

In this work we proved a number of results about one-relator groups under some conditions. In particular we produced various lower bounds on the length of the relator of a one-relator product $G$ for which $G$ can be trivial (in the case of three factors) or fails to satisfy the Freiheitssatz (in the case of two factors). We now mention some future work.

### 7.0.1 Removing admissibility condition

In Chapter 3 we proved various results about one-relator products induced from generalised triangle groups. This was not without the requirement of admissibility (as in [62]) or that the relator had no element of order 2. Given also the conjecture of Freiheitssatz for any one-relator products in which the relator is a proper power, it seems possible that most, if not all these results are still true without these requirements. Hence we make the following conjecture.

Conjecture 7.0.1 (Conjecture). Let $G$ be a one-relator product induced from a generalised triangle group $H$ with factor groups $G_{1}$ and $G_{2}$. Let $\mathcal{H}$ be the quotient of $\langle a\rangle *\left\langle U b U^{-1}\right\rangle$ by $N\left(R^{n}\right)$. Then

1. The maps $G_{1} \rightarrow G, G_{2} \rightarrow G$ and $\mathcal{H} \rightarrow G$ are all injective.
2. If the word problems are soluble for $\mathcal{H}, G_{1}$ and $G_{2}$, then it is soluble for $G$.
3. If some cyclic permutation of $R^{n}$ has the form $W_{1} W_{2}$ with $\ell\left(W_{1}\right)>0$ and $\ell\left(W_{2}\right)>0$ as words in $G$, then $W_{1} \neq 1 \neq W_{2}$ as words in $G$. In particular $R$ has order $n$ in $G$.

A special case of Conjecture 7.0 .1 which surfaced in at least two places in this work is the case where the generalised triangle group $H$ has the form

$$
\begin{equation*}
H=\left\langle x, y \mid x^{2}, y^{p}, w(x, y)^{2}\right\rangle \tag{7.1}
\end{equation*}
$$

for some integer $p>2$. Perhaps one can try to deal with this special case.

### 7.0.2 Solution of equations over free product of groups

For some non-trivial groups $A$ and $B$, and the infinite cyclic group $\langle t\rangle$, consider the one-relator product of groups

$$
\begin{equation*}
G=\frac{(A * B)}{N(w)} \tag{7.2}
\end{equation*}
$$

for some word $w \in A * B$ with $\ell(w) \geq 2$.
For the rest of this chapter $w(t) \in A * B *\langle t\rangle$ is a word obtained from $w \in A * B$ by inserting powers of $t$ between the letters in $w$. For example suppose $w=a_{1} b_{1} \ldots a_{n} b_{n}$ with $a_{i} \in A$ and $b_{i} \in B$. Then $w(t)=a_{1} t^{\alpha_{1}} b_{1} t^{\alpha_{2}} \ldots a_{n} t^{\alpha_{2 n-1}} b_{n} t^{\alpha_{2 n}}$ for integers $\alpha_{i}$, $i=1, \ldots, 2 n$. We are interested in the relationship between Freiheitssatz for $G$ and solution of the equation $w(t)=1$ over $A * B$.

Theorem 7.0.2. Suppose $w(t)$ is as above such that $\left|\alpha_{i}\right|=1$ and $\alpha_{i}=-\alpha_{i+1}$. Then $G$ satisfies the Freiheitssatz if and only if $w(t)=1$ has a solution over $A * B$.

Proof. By assumption and without loss of generality, we can write $w(t)$ in the form

$$
w(t)=\prod_{i=1}^{k} a_{i} t b_{i} t^{-1}
$$

where $w=\prod_{i=1}^{k} a_{i} b_{i}$. Let $K$ be normal closure of $A * B$ in the universal solution group

$$
H=\frac{A * B *\langle t\rangle}{N(w(t))}
$$

Then

$$
K=\frac{*_{k \in \mathbb{Z}}\left(t^{k} A t^{-k} * t^{k} B t^{-k}\right)}{N\left(\left\{t^{k} w(t) t^{-k}\right\} ; k \in \mathbb{Z}\right)}
$$

However since $t^{k} w(t) t^{-k}$ is contained $t^{k} A t^{-k} * t^{(k+1)} B t^{-(k+1)}$ for each $k$, it follows that $K=*_{k \in \mathbb{Z}} G_{k}$, where

$$
G_{k}=\frac{\left(t^{k} A t^{-k} * t^{(k+1)} B t^{(k+1)}\right)}{N\left(t^{k} w(t) t^{-k}\right)}
$$

If $G$ satisfies the Freiheitssatz, then $A$ embeds in $G_{0}$ and $B$ embeds in $G_{-1}$. This implies that $A * B$ embeds in $H$ (via $K$ ). On the other hand suppose $w(t)=1$ has a solution over $A * B$. Then $\alpha \in \operatorname{Ker}\left(A \rightarrow G_{0}\right) \subseteq \operatorname{Ker}(A \rightarrow K) \subseteq \operatorname{Ker}(A * B \rightarrow H)$ implies $\alpha=1$. Similarly if we replace $A$ by $B$ and $G_{0}$ by $G_{-1}$. This implies that Freiheitssatz holds for $G$.

Perhaps one can ask the following more general question.
Question 7.0.3. Is it true that Freihetssatz holds for $G=(A * B) / N(w)$ where $w=a_{1} b_{1} \ldots a_{n} b_{n}, a_{i} \in A$ and $b_{i} \in B$, whenever the equation

$$
w(t)=a_{1} t^{\alpha_{1}} b_{1} t^{\alpha_{2}} \ldots a_{n} t^{\alpha_{2 n-1}} b_{n} t^{\alpha_{2 n}}=1
$$

has a solution over $A * B$ ?
As mentioned in Chapter 2, Question 7.0.3 has a positive answer when $A$ and $B$ are locally indicable groups, and is conjectured to be true in the more general setting where both are torsion-free. From Theorem 7.0.2 one might suspect that not only does Question 7.0.3 have a positive answer in general, but also the reverse direction also has a positive answer. In other words, Freihetssatz holds for $G$ if and only if $w(t)=1$ has a solution over $A * B$.

## Bibliography

[1] Abikoff, W., Birman, J., and Kuiken, K. The Mathematical Legacy of Wilhelm Magnus: Groups, Geometry, and Special Functions : Conference on the Legacy of Wilhelm Magnus, May 1-3, 1992, Polytechnic University, Brooklyn, New York. Contemporary mathematics - American Mathematical Society. American Mathematical Society, 1994.
[2] Baumslag, B. Free products of locally indicable groups with a single relator. Bull. Austral. Math. Soc. 29, 3 (1984), 401-404.
[3] Baumslag, G. Topics in combinatorial group theory. Lectures in Mathematics ETH Zürich. Birkhäuser Verlag, Basel, 1993.
[4] Baumslag, G., Morgan, J. W., and Shalen, P. B. Generalized triangle groups. Math. Proc. Cambridge Philos. Soc. 102, 1 (1987), 25-31.
[5] Blanc, C. Les réseaux Riemanniens. Comment. Math. Helv. 13 (1940), 54-67.
[6] Bogley, W. A., and Pride, S. J. Calculating generators of $\Pi_{2}$. In Two-dimensional homotopy and combinatorial group theory, vol. 197 of London Math. Soc. Lecture Note Ser. Cambridge Univ. Press, Cambridge, 1993, pp. 157-188.
[7] Boyer, S. On proper powers in free products and Dehn surgery. J. Pure Appl. Algebra 51, 3 (1988), 217-229.
[8] BrodskiĬ, S. D. Equations over groups and groups with one defining relation. Uspekhi Mat. Nauk 35, 4(214) (1980), 183.
[9] BrodskiĬ, S. D. Equations over groups, and groups with one defining relation. Sibirsk. Mat. Zh. 25, 2 (1984), 84-103.
[10] Brodskĭ̌, S. D., and Howie, J. One-relator products of torsion-free groups. Glasgow Math. J. 35, 1 (1993), 99-104.
[11] Cao, H.-D., and Zhu, X.-P. A complete proof of the Poincaré and geometrization conjectures - application of the Hamilton-Perelman theory of the Ricci flow. Asian J. Math. 10, 2 (2006), 165-492.
[12] Chinyere, I., and Howie, J. On One-relator products induced by generalised triangle groups. ArXiv e-prints (May 2015).
[13] Chiodo, M. Finitely annihilated groups. Bull. Aust. Math. Soc. 90, 3 (2014), 404-417.
[14] Collins, D. J., and Huebschmann, J. Spherical diagrams and identities among relations. Math. Ann. 261, 2 (1982), 155-183.
[15] Collins, D. J., and Perraud, J. Cohomology and finite subgroups of small cancellation quotients of free products. Math. Proc. Cambridge Philos. Soc. 97, 2 (1985), 243-259.
[16] Culler, M., and Shalen, P. B. Varieties of group representations and splittings of 3-manifolds. Ann. of Math. (2) 117, 1 (1983), 109-146.
[17] Dehn, M. Über die Topologie des dreidimensionalen Raumes. Math. Ann. 69, 1 (1910), 137-168.
[18] Duncan, A. J., and Howie, J. The genus problem for one-relator products of locally indicable groups. Math. Z. 208, 2 (1991), 225-237.
[19] Duncan, A. J., and Howie, J. The nonorientable genus problem for onerelator products. Comm. Algebra 19, 9 (1991), 2547-2556.
[20] Duncan, A. J., and Howie, J. Weinbaum's conjecture on unique subwords of nonperiodic words. Proc. Amer. Math. Soc. 115, 4 (1992), 947-954.
[21] Duncan, A. J., and Howie, J. One relator products with high-powered relators. In Geometric group theory, Vol. 1 (Sussex, 1991), vol. 181 of London Math. Soc. Lecture Note Ser. Cambridge Univ. Press, Cambridge, 1993, pp. 4874.
[22] Edjvet, M., and Howie, J. The solution of length four equations over groups. Trans. Amer. Math. Soc. 326, 1 (1991), 345-369.
[23] Edjvet, M., and Howie, J. On the abstract groups (3, n, p; 2). J. London Math. Soc. (2) 53, 2 (1996), 271-288.
[24] Epstein, D. B. A., Cannon, J. W., Holt, D. F., Levy, S. V. F., Paterson, M. S., and Thurston, W. P. Word processing in groups. Jones and Bartlett Publishers, Boston, MA, 1992.
[25] Eudave Muñoz, M. Band sums of links which yield composite links. The cabling conjecture for strongly invertible knots. Trans. Amer. Math. Soc. 330, 2 (1992), 463-501.
[26] Evangelidou, A. Equations of length five over groups. PhD thesis, University of Nottingham, 2002.
[27] Fenn, R. A. Techniques of geometric topology, vol. 57 of London Mathematical Society Lecture Note Series. Cambridge University Press, Cambridge, 1983.
[28] Fine, B., Howie, J., and Rosenberger, G. One-relator quotients and free products of cyclics. Proc. Amer. Math. Soc. 102, 2 (1988), 249-254.
[29] Fine, N. J., and Wilf, H. S. Uniqueness theorems for periodic functions. Proc. Amer. Math. Soc. 16 (1965), 109-114.
[30] Gabai, D. Foliations and surgery on knots. Bull. Amer. Math. Soc. (N.S.) 15, 1 (1986), 83-87.
[31] Gersten, S. M. Isoperimetric and isodiametric functions of finite presentations. In Geometric group theory, Vol. 1 (Sussex, 1991), vol. 181 of London Math. Soc. Lecture Note Ser. Cambridge Univ. Press, Cambridge, 1993, pp. 7996.
[32] Gerstenhaber, M., and Rothaus, O. S. The solution of sets of equations in groups. Proc. Nat. Acad. Sci. U.S.A. 48 (1962), 1531-1533.
[33] Goldman, W. M. An exposition of results of Fricke. ArXiv Mathematics $e$-prints (Feb. 2004).
[34] GonzÁlez-Acuña, F., and Short, H. Knot surgery and primeness. Math. Proc. Cambridge Philos. Soc. 99, 1 (1986), 89-102.
[35] Gordon, C. Dehn surgery and 3-manifolds. In Low dimensional topology, vol. 15 of IAS/Park City Math. Ser. Amer. Math. Soc., Providence, RI, 2009, pp. 21-71.
[36] Gordon, C. M. Dehn surgery and satellite knots. Trans. Amer. Math. Soc. 275, 2 (1983), 687-708.
[37] Gordon, C. M. Dehn surgery and satellite knots. Trans. Amer. Math. Soc. 275, 2 (1983), 687-708.
[38] Gordon, C. M., and Luecke, J. Only integral Dehn surgeries can yield reducible manifolds. Math. Proc. Cambridge Philos. Soc. 102, 1 (1987), 97-101.
[39] Greendlinger, M. On Dehn's algorithms for the conjugacy and word problems, with applications. Comm. Pure Appl. Math. 13 (1960), 641-677.
[40] Greene, J. E. L-space surgeries, genus bounds, and the cabling conjecture. J. Differential Geom. 100, 3 (2015), 491-506.
[41] Gromov, M. Hyperbolic groups. In Essays in group theory, vol. 8 of Math. Sci. Res. Inst. Publ. Springer, New York, 1987, pp. 75-263.
[42] Grove, C. Cabling Conjecture for Small Bridge Number. ArXiv e-prints (July 2015).
[43] Gurevič, G. A. On the conjugacy problem for groups with a single defining relation. Trudy Mat. Inst. Steklov. 133 (1973), 109-120, 275. Mathematical logic, theory of algorithms and theory of sets (dedicated to P. S. Novikov on the occasion of his seventieth birthday).
[44] Hagelberg, M., Maclachlan, C., and Rosenberger, G. On discrete generalised triangle groups. Proc. Edinburgh Math. Soc. (2) 38, 3 (1995), 397412.
[45] Hatcher, A. Algebraic topology. Cambridge University Press, Cambridge, 2002.
[46] Hayashi, C., and Motegi, K. Dehn surgery on knots in solid tori creating essential annuli. Trans. Amer. Math. Soc. 349, 12 (1997), 4897-4930.
[47] Hayashi, C., and Shimokawa, K. Symmetric knots satisfy the cabling conjecture. Math. Proc. Cambridge Philos. Soc. 123, 3 (1998), 501-529.
[48] Hoffman, J. A. There are no strict great $x$-cycles after a reducing or $P^{2}$ surgery on a knot. J. Knot Theory Ramifications 7, 5 (1998), 549-569.
[49] Horowitz, R. D. Characters of free groups represented in the two-dimensional special linear group. Communications on Pure and Applied Mathematics 25, 6 (1972), 635-649.
[50] Howie, J. On pairs of 2-complexes and systems of equations over groups. J. Reine Angew. Math. 324 (1981), 165-174.
[51] Howie, J. On locally indicable groups. Math. Z. 180, 4 (1982), 445-461.
[52] Howie, J. The solution of length three equations over groups. Proc. Edinburgh Math. Soc. (2) 26, 1 (1983), 89-96.
[53] Howie, J. One-relator products of groups. In Proceedings of groups - St. Andrews 1985 (1986), vol. 121 of London Math. Soc. Lecture Note Ser., Cambridge Univ. Press, Cambridge, pp. 216-219.
[54] Howie, J. How to generalize one-relator group theory. In Combinatorial group theory and topology (Alta, Utah, 1984), vol. 111 of Ann. of Math. Stud. Princeton Univ. Press, Princeton, NJ, 1987, pp. 53-78.
[55] Howie, J. The quotient of a free product of groups by a single high-powered relator. I. Pictures. Fifth and higher powers. Proc. London Math. Soc. (3) 59, 3 (1989), 507-540.
[56] Howie, J. The quotient of a free product of groups by a single high-powered relator. II. Fourth powers. Proc. London Math. Soc. (3) 61, 1 (1990), 33-62.
[57] Howie, J. The quotient of a free product of groups by a single high-powered relator. III. The word problem. Proc. London Math. Soc. (3) 62, 3 (1991), 590-606.
[58] Howie, J. A proof of the Scott-Wiegold conjecture on free products of cyclic groups. J. Pure Appl. Algebra 173, 2 (2002), 167-176.
[59] Howie, J. Can Dehn surgery yield three connected summands? Groups Geom. Dyn. 4, 4 (2010), 785-797.
[60] Howie, J., and Kopteva, N. The Tits alternative for generalized tetrahedron groups. J. Group Theory 9, 2 (2006), 173-189.
[61] Howie, J., and Pride, S. J. A spelling theorem for staggered generalized 2-complexes, with applications. Invent. Math. 76, 1 (1984), 55-74.
[62] Howie, J., and Shwartz, R. One-relator products induced from generalized triangle groups. Comm. Algebra 32, 7 (2004), 2505-2526.
[63] Howie, J., and Thomas, R. M. The groups ( $2,3, p ; q$ ); asphericity and a conjecture of Coxeter. J. Algebra 154, 2 (1993), 289-309.
[64] Huebschmann, J. Aspherical 2-complexes and an unsettled problem of J. H. C. Whitehead. Math. Ann. 258, 1 (1981/82), 17-37.
[65] Johnson, D. L. Presentations of groups, vol. 15 of London Mathematical Society Student Texts. Cambridge University Press, Cambridge, 1990.
[66] Kampen, E. R. V. On Some Lemmas in the Theory of Groups. Amer. J. Math. 55, 1-4 (1933), 268-273.
[67] Levin, F. Solutions of equations over groups. Bull. Amer. Math. Soc. 68 (1962), 603-604.
[68] Lickorish, W. B. R. A representation of orientable combinatorial 3manifolds. Ann. of Math. (2) 76 (1962), 531-540.
[69] Lyndon, R. C. On Dehn's algorithm. Math. Ann. 166 (1966), 208-228.
[70] Lyndon, R. C., and Schupp, P. E. Combinatorial group theory. SpringerVerlag, Berlin-New York, 1977. Ergebnisse der Mathematik und ihrer Grenzgebiete, Band 89 .
[71] Magnus, W. Über diskontinuierliche Gruppen mit einer definierenden Relation. (Der Freiheitssatz). J. Reine Angew. Math. 163 (1930), 141-165.
[72] Magnus, W. Das Identitätsproblem für Gruppen mit einer definierenden Relation. Math. Ann. 106, 1 (1932), 295-307.
[73] Magnus, W., Karrass, A., and Solitar, D. Combinatorial group theory, revised ed. Dover Publications, Inc., New York, 1976. Presentations of groups in terms of generators and relations.
[74] Massey, W. S. A basic course in algebraic topology, vol. 127 of Graduate Texts in Mathematics. Springer-Verlag, New York, 1991.
[75] McCool, J., And Schupp, P. E. On one relator groups and HNN extensions. J. Austral. Math. Soc. 16 (1973), 249-256. Collection of articles dedicated to the memory of Hanna Neumann, II.
[76] Meier, J. A note on cabled slice knots and reducible surgeries. ArXiv e-prints (July 2015).
[77] Menasco, W. W., and Thistlethwaite, M. B. Surfaces with boundary in alternating knot exteriors. J. Reine Angew. Math. 426 (1992), 47-65.
[78] Moser, L. Elementary surgery along a torus knot. Pacific J. Math. 38 (1971), 737-745.
[79] Newman, B. B. Some results on one-relator groups. Bull. Amer. Math. Soc. 74 (1968), 568-571.
[80] Poincaré, H. Euvres. Tome VI. Les Grands Classiques Gauthier-Villars. [Gauthier-Villars Great Classics]. Éditions Jacques Gabay, Sceaux, 1996. Géométrie. Analysis situs (topologie). [Geometry. Analysis situs (topology)], Reprint of the 1953 edition.
[81] Pride, S. J. One-relator quotients of free products. Math. Proc. Cambridge Philos. Soc. 88, 2 (1980), 233-243.
[82] Pride, S. J. Identities among relations of group presentations. In Group theory from a geometrical viewpoint (Trieste, 1990). World Sci. Publ., River Edge, NJ, 1991, pp. 687-717.
[83] Ree, R., and Mendelsohn, N. S. Free subgroups of groups with a single defining relation. Arch. Math. (Basel) 19 (1968), 577-580 (1969).
[84] Rourke, C. P. Presentations and the trivial group. In Topology of lowdimensional manifolds (Proc. Second Sussex Conf., Chelwood Gate, 1977), vol. 722 of Lecture Notes in Math. Springer, Berlin, 1979, pp. 134-143.
[85] SAyARI, N. Reducible Dehn surgery and the bridge number of a knot. J. Knot Theory Ramifications 18, 4 (2009), 493-504.
[86] Scharlemann, M. Producing reducible 3-manifolds by surgery on a knot. Topology 29, 4 (1990), 481-500.
[87] Schupp, P. E. A strengthened Freiheitssatz. Math. Ann. 221, 1 (1976), 73-80.
[88] Serre, J.-P. Trees. Springer Monographs in Mathematics. Springer-Verlag, Berlin, 2003. Translated from the French original by John Stillwell, Corrected 2nd printing of the 1980 English translation.
[89] Short, H. Topological methods in group theory: The adjunction problem. PhD thesis, 1984.
[90] Shwartz, R. On the Freiheitssatz in certain one-relator free products. I. Internat. J. Algebra Comput. 11, 6 (2001), 673-706.
[91] Stallings, J. R. Non-positively curved triangles of groups. In Group theory from a geometrical viewpoint (Trieste, 1990). World Sci. Publ., River Edge, NJ, 1991, pp. 491-503.
[92] Tartakovskĭ, V. A. The sieve method in group theory. Mat. Sbornik N.S. 25(67) (1949), 3-50.
[93] Valdez SÁnchez, L. G. Dehn fillings of 3-manifolds and non-persistent tori. Topology Appl. 98, 1-3 (1999), 355-370. II Iberoamerican Conference on Topology and its Applications (Morelia, 1997).
[94] Wallace, A. H. Modifications and cobounding manifolds. Canad. J. Math. 12 (1960), 503-528.
[95] Weinbaum, C. M. On relators and diagrams for groups with one defining relation. Illinois J. Math. 16 (1972), 308-322.
[96] Wu, Y.-Q. Dehn surgery on arborescent knots. J. Differential Geom. 43, 1 (1996), 171-197.
[97] Zufelt, N. Divisibility of great webs and reducible Dehn surgery. ArXiv e-prints (Oct. 2014).

