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It is also a good rule not to put too much confidence in experimental results until

they have been confirmed by theory

– Sir Arthur Eddington
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Abstract

This thesis focuses on the photochemistry of heteroaromatic biomolecules.

These molecular systems have a rich photochemistry and take part in

photochemical reactions that have many very topical applications. Small

heteroaromatics constitute important biological building blocks and are

therefore a fundamental components of living organisms. Even though

these compounds absorb light very e�ciently, they also have ultrafast re-

laxation processes available to them. This means that they can remove

the absorbed energy very fast and avoid harmfull photoproducts forming,

which can lead to cell damage. Larger heteroaromatics have a similarly ef-

ficient absorption of electromagnetic light, and are present in compounds

that are responsible for the harvesting of energy in nature, for example

the chlorophyll molecule in green plants and bacteria. If large heteroaro-

matics are artificially presented to living cells however, the excess energy

absorbed by these systems may also cause cell damage. This destructive

force can however be utilised in therapy forms where there is a need to get

rid of unwanted cells, such as in anti-cancer therapy. A form of therapy

based on this principle is photodynamic therapy.

The use of computational chemistry in the investigations of photochemi-

cal phenomena has increased following the improvements in the e�ciency

of computers and algorithms. Modern techniques have now reached a

stage where ultrafast relaxation processes can be calculated for small het-

eroaromatics. As the experimental community has also reached a stage

where these compounds can be probed using ultrafast laser experiments,

there is a need for computational input to aid in the interpretation of the

data of these phenomena. This thesis will present computational results

concerning the relaxation dynamics of important small heteroaromatic



biomolecules, and discuss them in terms of experimental data collected

by collaborative groups.

For the development of molecules to be used in photodynamic therapy, a

lot of work is needed to ensure safety for use in human beings. With the

computational chemistry community now being able to carry out absorp-

tion studies for large heteroaromatics, computational structure-absorption

relationships can aid the development of this form of therapy. At the lim-

its of modern photochemistry, methods are also appearing that can be

used for studies of ultrafast relaxation in larger systems. These compu-

tations could contribute hugely to the understanding of the behaviour of

these types of systems and aid their development. In a large component

of this thesis, new structure-absorption relationships are presented for in-

teresting heteroaromatics with potential for use in photodynamic therapy.

One section is also devoted to exploratory work using methods that have

not before been used in systems that are larger in size, and presents some

promising results as well as current challenges in the field.
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Chapter 1

Introduction

Photochemistry is the study of the chemistry that results from a molecular system

absorbing light. This light absorption generally leads to the molecule existing in an

excited state, which can go on to form new products as well as having its energy

redistributed or emitted from the original system. The main goal of the photochemist

is to gain a structural and dynamical description of the absorption process as well as

an understanding of the pathways available to the excited molecule. In order to reach

this goal a thorough understanding of various fields, such as quantum mechanics,

spectroscopy, molecular structure and chemical dynamics, and their integration is

needed.

Recent improvements in the tools for the computational modelling of molecules in

their excited states have been under rapid development in the last couple of decades,

and accurate simulations of molecules of considerable size are now possible. Hardware

and software developments have also lead to supercomputers with extraordinary power

that can compute accurate descriptions of light- induced pathways at a molecular level.

In particular the modelling of the spectroscopy and photochemistry of relatively large

molecular systems are now routine and has an accuracy that was not possible only a

few years ago.

The aim of the work presented in this thesis is centred around the use of com-

putational techniques to aid the interpretation of photochemical observable events.

As well as direct collaboration with experimental photochemists carrying out ultrafast

spectroscopic experiments, this work has been centered on evaluating the contribution

of computational chemistry to the development of the field of photodynamic ther-
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apy (PDT) . Before introducing the theoretical background needed for a thorough

description of the computational aspects involved in this task, this chapter will serve

as an introduction to the molecular systems, as well as the general photochemical

processes, that are at the core of PDT.

1.1 Photochemistry of Heteroaromatics

This first section introduces the set of molecular systems that the following chapters

are focused on. In principle the ground state of any compound can give rise to a

large number of excited states when absorbing light. Each of these states can then

be characterised by their unique properties and electron distribution and each can

have chemistry just as varied as the ground state.[1] One set of molecules that has

an especially rich photochemistry in the ultraviolet (UV) and visible part of the light

spectrum is the family of organic heteroaromatics. These molecules are classed as

aromatic and have heteroatoms (e.g. O, N, S) as part of their cyclic conjugated

p-system.[2] Examples range from smaller ring systems such as imidazole and indole

to macrocyclic molecules such as porphyrin, as illustrated in Figure 1.1.

Figure 1.1: Molecular structures of example heteroaromatics: the five-membered ring
system, imidazole, a bicyclic heteroaromatic, indole, and a macrocycle, porphyrin.

The strive to gain a deeper understanding of the photochemical behaviour of

heteroaromatics has largely been motivated by the many interesting processes they

take part in. Examples range from practical ways of transforming sunlight into high

2



quality fuels to replace fossil fuels, [3] to the development of optical compounds that

e�ciently emit photons for use in biological imaging.[4]

Figure 1.2 is a common pictorial representation of photochemical events, called a

Jablonski diagram. A Jablonski diagram is a convenient way of describing the energy

flow of a molecular system after it has absorbed light and will be used extensively

in this thesis. The basis of the Jablonski diagram lies in the description of discrete

states that are available to the molecular system, a concept that will be introduced in

detail in the Theoretical Background section of this thesis. In the diagram the excited

states available to a system are illustrated by horizontal lines, labelled with their spin

multiplicity, and organised vertically with respect to their potential energy. Organic

heteroaromatics are commonly found in a singlet electronic ground state configuration

(S
0

) and absorption of UV or visible light, for example through a one- or two-photon

absorption process (OPA or TPA, respectively), can result in the molecule being in

some singlet excited state (SN). The non-linear process of TPA was first proposed by

Göppert-Mayer in 1931, but not observed until after the development of lasers with

high photon flux in 1961.[5] This process has numerous advantages with respect to the

applications discussed in this thesis, and will therefore be introduced in depth further

on in this chapter. If the excited state is created in the condensed phase, the energy

can often be transferred through various processes to nearby systems. The energy is

however often first re-distributed through very fast non-radiative processes, termed

internal conversion (IC), if within the same spin manifold, or intersystem crossing

(ISC), if between states of di↵erent spin multiplicity. Internal conversion can also

lead to new photoproducts being formed (not shown in Figure 1.2) or the emitting of

a photon, through fluoresence (FL), especially if the molecule is in the gas phase. If

the molecule has ISC pathways available, a triplet state can also be generated that,

if there are no energy transfer pathways available, can lead to an emitted photon

through a process termed phosphoresence (PH).

One important photochemical process with large impact on everyday life is the

absorption of UV light by heteroaromatic compounds found in the human body, such

as the nucleic acids of the DNA oligomer and amino acid residues. [6] The DNA

bases for example have large UV absorption cross sections and excitation is very

e↵ective.[7] There are however curiously low yields of any, potentially harmful, photo-

products (around 1%). This suggests that there are very e↵ective IC pathways back

3



Figure 1.2: A Jablonski diagram illustrating the photochemical pathways available to
common heteroaromatics. Light (A) that reaches a heteroaromatic compound (B)
can be absorbed through various processes (C). The energy can then be dissipated
through various non-radiative processes (D) within the molecule or transferred to a
nearby system. The energy can also be given o↵ through radiative pathways (E).

4



to the ground state available to these molecules.[8] These relaxations can take place

within the timescale of molecular motion (10

�12�10

�14 s), and are therefore termed

ultrafast relaxation processes. Due to the medicinal importance of photochemical

reactions of heteroaromatic biomolecules, such as the building blocks of DNA, it is of

great interest to be able to determine both the reactive and non-reactive pathways

which these chromophores have available to them.

Practical photochemistry experiments have had interesting recent developments

in the ever-increasing speed at which chemical processes can be investigated. Spec-

troscopy laboratories with lasers that can produce pulses of a few femtoseconds (10

�15

s) are now routine, and phenomena such as formation and breakage of chemical bonds

can be monitored in real time. However, when excited state dynamics are concerned,

such as those of the DNA building blocks, experimental data can only infer the

presence of certain mechanisms, and a thorough investigation of the excited states

themselves are needed in order to confirm the precise character of such photochemical

pathways. Laser excitation by femtosecond pulses also results in a coherent excitation

that potentially could lead to control over chemical reactions by steering them to-

wards specific reaction pathways. This is however a very challenging task which also

requires an intimate knowledge of the character of the states of the excited species,

specifically with regards to the modes of any internal vibrational distribution. Despite

the many developments in practical experimental techniques a computational input

is therefore crucial in order to gain a thorough understanding of all the aspects of a

photochemical reaction pathway. The use of computational photchemistry as a tool

for the understanding of experimental data obtained from ultrafast photochemistry

experiments is one of the key concepts of this thesis.

1.2 Photodynamic Therapy

Apart from an understanding of the dynamics of photoproducts that can be harmful

to organisms, there is also scope for the utilisation of photochemical processes in the

treatment of various diseases through PDT.[9] This form of therapy is a branch of

phototherapy that requires UV or visible light as well as the presence of a chemi-

cal compound, a so-called photosensitiser, and molecular oxygen. In the Jablonski

diagram in Figure 1.3 the photochemical pathways of PDT are outlined. The ideal

5



photosensitiser (as will be introduced in the next section) has large OPA and/or TPA

transition strengths and very e�cient IC and ISC relaxation processes to a triplet

excited state manifold (T
1

). An energy transfer process can then take place to a

nearby molecule of oxygen in its triplet ground state, which leads to the generation

of singlet oxygen species. Singlet oxygen is extremely reactive and has been linked to

numerous reactions which, if taking place within a cell, cause significant damage that

can ultimately lead to apoptotic cell death. This destructive force can be utilised as

an anti-tumour or anti-bacterial strategy, and an in-depth knowledge of the reactivity

of the excited states of the photosensitisers will play a crucial role in making this

relatively side-e↵ect free treatment more routinely used.

Figure 1.3: Heteroaromatics that are used as photosensitisers in PDT (B) have ef-
ficient absorption (C) and relaxation processes (D) to reach a triplet excited state
manifold (T

1

). Energy transfer can then take place (F) to nearby oxygen molecules,
creating extremely reactive, and potentially destructive, singlet oxygen species (G).

The knowledge of the benefits of sunlight on general health has been traced back

over 5000 years with references to, for example, Egypt and India. Ancient Greek

texts also mention both Herodetus and Hippocrates recommending “heliotherapy”

to their fellow Greeks and documenting the benefits of sunlight on bone growth.

6



[9] The development of PDT as we know it today has been in progress on and o↵

since the early 1900s, with an example being the 1903 Nobel Prize in Physiology or

Medicine awarded to the Danish scientist Niels Rydberg Finsen for his work in the

use of light as a form of therapy for Lupus vulgaris. Finsens work was the first to

use light actively and directly as a treatment of disease.[10] The first descriptions of

the use of a chemical photosensitiser in light therapy are also from the early 1900s

through the observations of Raab as well as Jasionek and Von Trappen. [11] Raab’s

work involved the investigation of bacterial cultures and their reaction to an added

porphyrin dye. He was surprised to observe unexpected cell death in the experiments,

but only if they were carried out in the daytime. Experiments carried out in the

evening (or possibly during Scottish autumn) showed no such e↵ects. He concluded

that the light activated his dye molecules and changed their therapeutic behaviour.

[12] One of the more notable examples of photosensitisation from this period is the

1913 experiment by the German scientist Meyer-Betz. In the true spirit of discovery

he decided to inject himself with 200 milligrams of haematoporphyrin, a carbonyl

functionalised porphyrin derivative (Figure 1.4). Meyer-Betz felt absolutely no e↵ect

until he went out for a walk, exposing himself to radiation in the form of sunlight.

After instantly su↵ering extreme swelling he experienced photosensitivity for several

months after the experiment. [13]

Figure 1.4: The porphyrin derivative haematoporphyrin is functionalised with carbonyl
units. PhotofrinTMcontains oligomers of haematoporphyrin of varying size.

The field lay largely dormant after this point until the 1950s and 60s, when

Tom Dougherty essentially re-discovered PDT and contributed to the realisation that

7



the heamatoporphyrin derivative in fact has tumour localising properties as well as

being photo-toxic.[14] This discovery prompted a spur of photosensitiser development

between 1960s and 1980s, which ultimately led to the first clinically approved PDT

drug: Photofrin TM, based on the haematoporphyrin derivative. This discovery is

also considered the starting point for the development of PDT as a promising tool

in cancer treatment, and Tom Dougherty is often referred to as the father of PDT.

[15–17]

The attractiveness of PDT as clinical therapy is due to several aspects that could,

at least in principle, place it above current treatment methods. First of all it is

a non-invasive therapy that has little toxicity in the absence of a light source, and

compared to surgery it has excellent outcome with respect to scarring and other

cosmetic considerations. Secondly, as the technique generally requires light in the

ultraviolet to infrared region the radiation damage is minimal compared to other

forms of radiotherapy. It has in fact also been suggested that PDT can trigger and

help mobilise the immune system against the tumour. [18] One major advantage

of PDT in comparison to other forms of chemotherapy is the inability of the body

to develop resistance to the treatment, as there is not necessarily a specific target

biomolecule involved in the mechanism of its cytotoxicity. Despite these attractive

attributes, the current use of PDT in cancer treatment is typically only for palliative

and very advanced stages of skin, bladder, lung and oesophageal cancers. It has been

a success in the treatment of age-related macular degeneration, which is a leading

cause of blindness in the western world, but this unfortunately still represents the only

area where PDT is the first treatment of choice. [19]

Clearly PDT is a very attractive therapy in theory, and it has many advantages

that are too major to ignore. The improvement and development of ever better

photosensitiser molecules therefore remains an attractive research goal. Apart from

the synthetic and pharmaceutical considerations in photosensitiser development, a

deeper insight into the photochemical pathways available for these systems has the

potential to accelerate PDT development. This also requires intimate knowledge of

the character of the excited states and hence the photochemical pathways available

to the photosensitiser, a task that computation could be of great help to complete.

The bulk of this thesis will be concerned with the various photochemical pathways

involved in PDT, and the role computational chemistry has in their understanding,

8



and possible improvement.

1.3 Photosensitisers for PDT

All modern photosensitisers used in clinical practice today are based on the porphyrin

macrocyclic structure, and PDT with porphyrin derivatives have been under active

development since the 1960s. [12, 20] Possibly the most recognisable porphyrin

derivative is found in the human body coordinated to Fe in haem, responsible for

the function of the haemoglobin protein. The unchelated porphyrin structure in

haem is protoporphyrin IX (PpIX) and this molecule has been shown to be a very

e↵ective photosensitiser. [21] When treating with PpIX the strategy is to administer

a synthetic version of b -Aminolaevulic acid, the biosynthetic precursor to PpIX, which

leads to a build-up of PpIX. In Europe, PpIX is approved for use in topical PDT of for

example basal cell carcinoma. [22] The most common photosensitiser in use today,

however, is still the heamatoporphyrin derivative (Figure 1.4) used in PhotofrinTMin

a mixture of oligomeric porphyrin chains. [23] Photofrin is approved in Europe, the

USA, Canada and Japan and is used mainly for cervical, bladder and gastric cancers.

Although heamatoporphyrin and other porphyrin derivatives show excellent singlet

oxygen quantum yields, the longest wavelength at which they are excited is at 630

nm.[24] This is pertinent in that it indicates the level of access the light has to the

tumour. Even though the specifics of the interaction of light with human tissue is not

completely unraveled, it is well known that an optical window of tissue penetration

exists at 600 nm to about 1000 nm, as illustrated in Figure 1.5.[25]

It is expected that, at the porphyrin maximum wavelength of 630 nm, the tissue

penetration level is in the order of 0.5 cm.[26] Clearly this is a very limiting factor, and

indeed the cancers that can currently be treated with modern PDT are all situated

so that the light source can be positioned physically close to the tumour. If the

treatment could take place using light of a longer wavelength however, the clinical

use of the photosensitiser would be expanded as cancers that were located deeper

in the tissue could be treated as well. With this in mind, extended research has

been carried out into ways of manipulating the wavelength of maximum absorption

in porphyrin related molecules. [20]
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Figure 1.5: The optical window of tissue penetration shows the region where the
tissue is most transparent and the absorption due to common tissue absorbers (such
as the melanin pigment, haemoglobin Hb and HbO2 and water) is at a minimum.
Figure adapted from [25].

1.4 Two-Photon Absorption

One research avenue that has the potential of being especially promising is the util-

isation of higher order absorption events in existing photosensitiser molecules. The

non-linear absorption response is normally small in most systems unless the light

source can administer a large number of photons, i.e. has a high photon flux. The

advent of lasers in the 1960’s however has lead to a lot of research involving non-linear

optical events for use in many attractive applications, for example dye-sensitized so-

lar cells for use in artificial photosynthesis, molecular semiconductors in photovoltaic

cells, photo catalysts and biological imaging dyes. [27–34]

The use of a non-linear optical excitation technique such as TPA in PDT does

not necessarily have an impact on the subsequent photochemical pathways. If the

state reached after the simultaneous absorption of two photons relaxes into the same

singlet state reached during a conventional one-photon absorption (OPA) transition,

the subsequent pathway could indeed remain identical. Nevertheless, even if it does

not have an impact on subsequent ISC or singlet oxygen generation by the molecule,
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TPA can still provide numerous advantages in this field. [35–38]

First, as will be introduced further in the Theoretical Background section of this

thesis, a molecule with a particular symmetry might have states available for TPA

that diverges from those available for conventional OPA, resulting from a change in

the selection rules for the transition. This leads to potential access to states that

are dark with respect to OPA, meaning that TPA e�ciency can be improved as OPA

pathways does no longer compete. A further advantage with a non-linear excitation

process is the fact that the probability of TPA falls o↵ quadratically with respect to

the focus of the excitation source, e.g. a focused laser beam. The singlet oxygen

production can therefore be restricted to a very small volume, and extremely high

spatial resolution for PDT treatment can be achieved. However, with the previous

discussion in mind, the main advantage of using TPA is arguably the fact that the

non-linear absorption process takes place using two photons to achieve an excitation

that normally requires one higher energy/ shorter wavelength photon. This highlights

an avenue that can be used to develop photosensitisers that are designed towards

absorption in the optimum position in the optical window of tissue penetration.

There are numerous investigations into porphyrin type systems and their OPA

and TPA spectra.[37, 39–47] The probability of TPA in any molecular system is de-

fined through its TPA transition strength, d T PA, which is controlled by the molecular

electronic structure. The reason for the organic aromatic chromophores large non-

linear optical responses, lies in the inherently large polarisability of their delocalised

p-electron cloud. A general strategy to enhance these properties in porphyrin-type

compounds have so far been focused on the chelation of the macrocyclic unit to a

metal centre, a modification of the heteroatoms in the macrocyclic core and, mainly,

the addition of electron donating (pushing) and electron withdrawing (pulling) groups.

As these “push-pull” systems have large charge-transfer absorption transitions they

also exhibit large molecular hyperpolarisabilities, which are directly related to macro-

scopic non-linear optical properties. [40, 41, 48–57]

Clearly there are a large number of research avenues to adress in this area of pho-

tosensitiser development. Considering the many issues involved before any promising

photosensitiser reaches the clinic, PDT development could benefit hugely from au-

tomation in the form of a computational chemistry input into the process. The

accurate modelling of a non-linear absorption process has great potential in the de-
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velopment of ideal photosensitiser molecules, and has been a key aspect of the inves-

tigations carried out in the work of this thesis.

The main focus of the synthetic developments of more e↵ective photosensitiser

system has been dominated by porphyrin related systems (commonly referred to as

First and Second generation photosensitisers), and this is also the avenue that recent

computational e↵orts have gone down. Therefore the computational studies in the

following chapters of this thesis have been designed with systems like these in mind.

It is however important to keep in mind that non-porphyrin photosensitisers also

are being investigated, including various dye molecules and systems on the nano-

scale such as semiconductor quantum dots and fullerenes.[58, 59] The calculation

of properties of molecules of the size of porphyrins is a challenging task and with

computational chemistry having reached a stage where important contributions can be

made, systematic studies of molecular structure-properties relationships can hopefully

aid in the design of drug molecules for future applications.[60–65]

As the field of theoretical chemistry develops, with improvements in algorithms

as well as advances in computational hardware, the input into PDT research has the

potential to become very important in the future.

In this thesis the theoretical background needed for a computational description

of the photochemical pathways of heteroaromatics will be introduced. The Jablonski

diagram in Figure 1.3 will then be used as a guide, following the vertical one- and

two-photon absorption processes and leading to the excited state relaxation pathways.

Chapter 2 introduces the quantum mechanical tools needed for a thorough under-

standing of photochemical pathways, and the computational strategies used in this

thesis to predict these. It will focus on the advances and challenges in the field of

computational photochemistry.

In Chapter 3 the absorption and relaxation pathways of small heteroaromatics of

the imidazole and indole families presented in Figure 1.1 will be introduced. The work

underlining this chapter was carried out in collaboration with experimental groups

carrying out ultrafast spectroscopy measurements and serves as an illustration of the

importance of practical and computational photochemists working together to gain a
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deeper understanding of the excited state dynamics of these important biomolecules.

Chaper 4 introduces the computation of one- and two-photon absorption processes

in a substituted macrocycle related to the porphyrin system. It focuses on the use

of two-photon absorption as a tool for achieving optimum absorption wavelengths for

the improvement of photodynamic therapy.

In Chapter 5 the e↵ect of various substitution patterns on the one- and two-

photon absorption of porphyrin and a related macrocycle is investigated. The focus

is on non-linear optical properties for use in PDT as well as techniques involved in

biological imaging.

Following on from the investigation into substituted macrocycles, Chapter 6 fo-

cuses on the electronic structure of the macrocyclic core molecule, and how its ma-

nipulation a↵ects non-linear optical properties.

Chapter 7 will take the step towards the modelling of photochemistry not only

isolated in the gas phase, but with interacting neighbouring molecules. The formation

of macrocyclic aggregates, and their absorption characteristics, will be investigated.

In chapter 8, the computational description of the reactive chemistry and excited

relaxation, including non-radiative processes, of macrocycles is introduced. This is a

challenging field, and the results achieved so far will be introduced together with a

discussion of the abilities and limitations of current computational techniques.

The concluding Chapter 9 summarises the work of this thesis, and describes the

future challenges involved in gaining a deeper understanding of the photochemistry

of heteroaromatic biomolecules from a computational perspective.
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Chapter 2

Theoretical Background

The foundation of a computational description of photochemistry, from first princi-

ples, lies in the understanding of quantum mechanics. We can see the need for a

quantum mechanical description when we look at various photochemical phenomena,

as illustrated in the the Jablonski diagram presented in the Introduction to this thesis

(Figure 1.2). The obvious example from this diagram is the fact that we can describe

the system as having discrete allowed energy values, i.e. quantised states, available

for the energy to be distributed into after absorption of light. Further examples are the

wave-particle duality of matter and light, which are fundamental quantum mechanical

e↵ects that needs to be accounted for when analysing and developing a computational

description of photochemical phenomena.

Quantum mechanics is a tool used to describe all chemical phenomena that can

be observed, and it was formulated around a set of fundamental postulates in the

early parts of the twentieth century.[66] Despite the fact that these postulates have

not been rigorously derived from more basic principles they have stood the test of

time, and quantum mechanics is used routinely as an accurate tool in the description

of chemistry.
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2.1 Molecular systems

2.1.1 The Schrödinger Equation

One important postulate of quantum mechanics describes how the mathematics varies

from that used to describe classical mechanics. The key di↵erence lies in the descrip-

tion of observable quantities. These could be any measurable quality, such as position

as a function of time or polarisability in the presence of a field (such as the electro-

magnetic field of light). Whilst classical mechanics deals with observables in terms

of functions, quantum mechanics represents observables by operators. The most im-

portant example of such an operator, when dealing with the quantum mechanical

description of chemistry and photochemistry, is the Hamiltonian operator, ˆH. This is

the operator related to the absolute energy of a molecular system of N electrons and

M nuclei:

ˆH =� Â
i=1,N

h̄2

2me
—2

i � Â
i=1,M

h̄2

2mnuc
—2

i � Â
i=1,M

Â
j=1,N

Zie2

4pe
0

|r j�Ri|

+ Â
i< j=1,M

ZiZ je2

4pe
0

|R j�Ri|
+ Â

i< j=1,N

e2

4pe
0

ri, j

(2.1)

where m is a mass, h̄ is the reduced Plancks constant, e is the elementary charge,

r and R are electronic and nuclear positions, and Z the nuclear charge. The first

and second term describe the kinetic energy of the electrons and nuclei respectively,

whilst the third term describe nuclear and electron attraction. The final two terms

are repulsive in nature and describe the nuclear-nuclear repulsion and the electron-

electron repulsion. Further terms can be added on if the system is perturbed, for

example by an electromagnetic field.

The Hamiltonian operator is used in the non-relativistic time-independent Schrödinger

Equation:

ˆHYi = EiYi (2.2)

where Ei is the energy of the stationary state i that we are investigating and the

wavefunction, Yi, accounts for the wavenature of the system at hand. One of the

quantum mechanical postulates states that a wavefunction for a molecule exists that
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contains all the information that can be known about the molecular system that is

being investigated. It therefore depends on various variables that describe the system,

such as its wavenature through a wavelength and frequency. In order to represent a

system that is physically observable, the form of the wavefunction is also constrained

to certain behaviours and boundary conditions. An important postulate that greatly

aids the selection of a suitable wavefunction is that it must be square integrable,

single valued, and finite everywhere:

Z
Y⇤Ydt = hY|Yi= 1 (2.3)

where Dirac bracket notation has been used to simplify the notation of integrals.

The wavefunction does however not in itself contain information that relates to a

measurable quantity. Instead its square is interpreted as the probability of finding a

particle in a particular volume element - a probability density, r :

r(r) = |Y(r)|2 (2.4)

In the Schrödinger equation the wavefunction is constructed such that it is an eigen-

function of ˆH. In fact, it is postulated that for every observable quantity there is

a quantum mechanical operator that can be applied to the wavefunction to yield a

corresponding observable eigenvalue. The mean of the measured quantity will be

equal to the expectation value of the operator:

hOi= hY| ˆO|Yi (2.5)

where ˆO is an arbitrary operator related to the quantity we are interested in measuring,

O, and the wavefunction is normalised.

After introducing the components of the Schrödinger equation, we seem to have

reached a point where all the information of the various states of the system we

desire could in principle be solved exactly. However, as seen from the components

contained in the Hamiltonian (Equation 2.1), a second-order di↵erential equation in

3N + 3M coordinates needs to be evaluated. We also need to identify the form of

the wavefunction itself. Neither of these are trivial, if at all possible, tasks for systems

that have more than one electron and nucleus, and we therefore need to introduce
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some approximations at this stage in order to be able to describe systems of chemical

interest.

2.1.2 The Adiabatic and Born-Oppenheimer Approximations

As chemists, the very first simplification to the Shrödinger equation that we can iden-

tify becomes apparent when considering the separation of the terms in the Hamilto-

nian according to the timescales at which they operate. A vibration and rotation of

a chemical bond in a molecular system are of the order of 10

14 s�1. As an average

chemical bond is in the order of 1 Å, and an electron travels on average 10

16 Ås�1, the

electron has plenty of time to readjust its position in the timescale of the molecular

motion. This suggests that the second term in the Hamiltonian operator in equation

2.1, the kinetic energy of the nucleus, which is only needed to characterised nuclear

dynamics, can be left out when investigating the majority of chemical problems of in-

terest. Simplifying in such a manner leads to a so-called clamped nuclei or electronic

version of the Hamiltonian, ˆHel:

ˆHel =� Â
i=1,N

h̄2

2me
—2

i � Â
i=1,M

Â
j=1,N

Zie2

|r j�Ri|
+ Â

i< j=1,M

ZiZ je2

|R j�Ri|
+ Â

i< j=1,N

e2

ri, j
(2.6)

The resulting electronic Shrödinger equation using this Hamiltonian is:

ˆHelY(r;R) = Eel(R)Y(r;R) (2.7)

The components still depend parametrically on the position of the nuclei through

the denominators of the potential terms, but the problem has been reduced to a

second-order di↵erential equation in 3N coordinates. The next approximation step

is to make an assumption that the total wavefunction can be described in terms

of an electronic and nuclear wavefunction separately, through what is known as the

Born-Oppenheimer ansatz:

Y(r,R) = Â
k

ck(R)yk(r,R) (2.8)
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where the total wavefunction is described as a product of an electronic wavefunction,

y , and a nuclear wavefunction, c . This is a basic simplification at first glance, but

it has recently been suggested that the exact total wavefunction can be written as

such a product. [67] This factorised wavefunction can then be inserted into the full

Schrödinger equation, and rearranged to yield:

( ˆHel� Â
i=1,M

h̄2

2mNuc
—2�E)Â

k
ck(R)yk(r,R) = 0 (2.9)

If the electronic wavefunction is truly decoupled from the nuclear motion, as assumed

at the start of this section, we can now integrate out the electronic contribution from

the above expression, and evaluate the (expectation) value of ˆH, i.e. the total energy

of the molecular system we are interested in. To evaluate the energy of an arbitrary

state, yL, perhaps some photochemically relevant excited state, we multiply the above

expression with yL⇤ on the left, and integrate over the position of all electrons, as

per Equation 2.5. The resulting expression has three terms:

0 = (EL(R)� Â
i=1,M

h̄2

2mi
—2�E)cL(R) (2.10)

+Â
K
hyL(r,R)| Â

i=1,M

h̄2

2mi
—2|yKick(R) (2.11)

+Â
k
hyL(r,R)| Â

i=1,M

h̄2

mi
—|yK(r,R)i—cK(R) (2.12)

The final two terms are non-orthonormal terms that couple states L and K, (2.11)

and (2.12), the non-adiabatic coupling terms. When investigating chemical problems

we can assume that the states will be well separated on the energy scale in many

situations. This is especially true in the ground state manifold. We can therefore

set the non-adiabatic coupling terms to zero for all K 6= L. The full approximated

treatment introduced so far is called the adiabatic approximation, and results in a

Schrödinger equation of the form:

0 = (EL(R)� Â
i=1,M

h̄2

2mi
—2�E + hyL(r,R)|

h̄2

2mi
—2|yLi)cL(R) (2.13)
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where only the diagonal correction term remains from the coupling terms.[68]

When looking at this remaining diagonal term, we see that the operator depends

inversely on the mass of the nucleus, mNuc. As a nucleus is at least 1867 times larger

than any electron, we realise that the contribution from the coupling elements are

likely to be very small in most instances and could be neglected. Neglecting this

contribution results in what is known as the Born-Oppenheimer (BO) approximation

leading to:

0 = (EL(R)� Â
i=1,M

h̄2

2mNuc
—2�E)cL(R) (2.14)

The Adiabatic and BO approximations are fundamental in the understanding of any

chemical property or reaction, as they result in expression for the total electronic

energy of state L, EL(R), as a function nuclear motion, R. This means that the nuclei

move in a potential provided by the electronic energy, which can be used to rationalise

the appearance of quantised states in photochemical spectra. Each state can in fact

be described fully by a function, commonly known as a potential energy surface (PES),

which also provides a crucial tool for evaluating conformations of a molecular system.

Through the evaluation of critical points on the surface conformations for transition

states as well as ground and excited state minima can be located. A common two-

dimensional cut out of a PES, describing a discrete state of a chemical molecule

is shown in Figure 2.1, and describes the energy of the system as a function of a

molecular motion, for example a vibration. The nuclear Schrödinger equation, using

the nuclear wavefunction component cL(R), can then be used to evaluate vibration,

as well as rotation, of the system at hand.

Despite research constantly striving for improvements in the description of a total

wavefunction, the adiabatic and BO approximations hold their ground and is used

as a standard reference that is widely applied and extremely useful in a variety of

descriptions of chemistry.

2.2 Computational Strategies

So far in this chapter a quantum mechanical representation of electronic states

has been introduced, through the adiabatic and BO approximations to the time-
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Figure 2.1: Illustration of a typical potential energy curve

independent Schrödinger equation. The appearance of discrete, quantised, states

rationalises the appearance of spectra as well as the use of a Jablonski diagram, such

as in Figure 1.3, to explain photochemical phenomena.

What still remains is an introduction to the computational strategies that are

currently in place for the evaluation of the concepts introduced so far with respect

to heteroaromatic biomolecules, which will ultimately lead to a description of the

photochemical pathways available to them.

2.2.0.1 Variation Principle

One fundamental principle that greatly aids the computation of general eigenvalue

problems, such as the Schrödinger equation, is the variation principle.[68] Given a

wavefunction that is constructed both to be normalised and follows some appropriate

boundary conditions, then

hY| ˆH|Yi � E
0

. (2.15)

where ˆH is any Hamiltonian (or indeed any operator) that has a complete set of

functions, |Yi, and E
0

is the exact energy (or property associated with the operator)

of the state.

The variation principle is extremely powerful, as it provides a measurement of
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how appropriate an approximate wavefunction can be. Any improvement to the

approximated wavefunction will mean a lowering of the energy, until it reaches a

minimum. This minimum will then be used as the variational estimate of the exact

energy of the state.

2.2.0.2 Orbitals

So far we have illustrated that the Schrödinger equation can potentially be greatly

simplified through the Adiabatic and Born-Oppenheimer approximations, introducing

an electronic Hamiltonian. The fact remains that it is a many-body problem, through

the electron-electron interaction term in Equation 2.1:

+ Â
i< j=1,N

e2

ri, j
(2.16)

The variables in this term can not be separated, as they describe the instantaneous

interactions between all electrons in the system. One strategy to overcome this

many-body situation is to approximate the electron-electron interaction term to be

additive for every particle, through a so-called mean-field approach.[69] However, if

the Hamiltonian is to contain terms for single particles only, the wavefunction also

needs to be adjusted to suit single particles. This leads to a crucial concept in

chemistry, namely the association of electrons in discrete spin-orbitals, f(r):

y(r
1

,r
2

. . .rN) = fi(r1

)f j(r2

) . . .fk(rn) (2.17)

A spin-orbital is a wavefunction for one particle that describes both its spin and its

spatial distribution. The spin functions correspond to spin up, a , and spin down b .
The description above is termed a Hartree product, and it is a fairly severe approxima-

tion to the total wavefunction as it does not take into account any specific couplings

between electrons in specific orbitals. At this stage it is also crucial to remember

that the statistics in the quantum chemistry world di↵ers from classical situations.

Not only will identical particles, such as electrons, be considered indistinguishable,

they will also behave di↵erently according to the value of their spin. Electrons will

follow Fermi-Dirac type statistics, due to their non-integer spin, (they are therefore

commonly referred to as fermions) which essentially boils down to the fact that the
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wavefunction will have to be antisymmetric with respect to permutations of electrons.

A better description than the Hartree product can therefore be a Slater -determinant:

y(r
1

,r
2

. . .rN) = (N!)�1/2

����������

fi(r1

) f j(r1

) . . . fk(r1

)

fi(r2

) f j(r2

) . . . fk(r2

)
...

...
...

fi(rN) f j(rN) . . . fk(rN)

����������

(2.18)

where (N!)�1/2 is a normalisation factor. One convenient outcome of the antisym-

metrization of the wavefunction in this way is that it captures the e↵ect of the Pauli

exclusion principle automatically - If two electrons occupy identical states, the de-

terminant will be equal to zero. One convenient way of expressing a normalised

Slater determinant, which includes the normalisation constant, is to only write out

the diagonal element:

y(r
1

,r
2

. . .rN) = |fi,f j . . .fki (2.19)

where the order of the electrons are assumed to be numerical from 1 to N.

Having approximated the wavefunction as above we can now attempt to solve

the Schrödinger equation, using the tools introduced so far; the Born-Oppenheimer

approximation and the variational principle.

2.2.1 Hartree Fock Theory

A variational treatment, using the electronic Hamiltonian, leads to the Hartree-Fock

Equations, which can be conveniently expressed in atomic units:[69]

ˆhfi = eifi = ˆhi(ri)fi(ri)+ ˆJfi(ri)� ˆKfi(ri) (2.20)

The switch to atomic units to describe the Hamiltonian essentially means that the

constants in front of the kinetic and potential energy operators in Equation 2.1 have

been set to 1, providing an expectation value for the energy with the unit Hartree.
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The first term in the Hartree-Fock (HF) equation contains the one electron terms:

ˆhi(ri)fi(ri) = (�1

2

—2

i � Â
al pha

Za
|Ra � ri|

)fi(ri) (2.21)

The second term contains the Coloumb Operator, ˆJ, which describes how electron i
gets repelled by the mean-field charge distribution of all other electrons:

[Â
j
hf j(r j)|

1

r j� ri
|f j(r j)i]fi(ri) = ˆJfi(ri) (2.22)

where µ is used to indicate that the sum is running over all possible electrons. As

the sum runs over ALL electrons, an error gets introduced as the term also describes

the electron interacting with itself. The self-interaction problem gets counteracted in

the final term, which involves the Exchange Operator, ˆK :

[Â
j
hf j(r j)|

1

r j� ri
|fi(r j)i]f j(ri) = ˆKfi(ri) (2.23)

This term is a by-product of the antisymmetrisation of the wavefunction. The concept

of exchange is completely mathematical in nature, and not easily described, but can

be thought of as the specific repulsion between two electrons of the same spin. Due

to the Pauli principle, which is accounted for by the Slater determinant, electrons with

the same spin should not occupy the same space and are therefore kept apart. This

does however mean that the Coloumbic repulsion between them is weaker. Hence the

Coloumb and exchange operators together assures that the electrons are behaving

correctly in response to the mean-field, spread out charge of all other electrons.

The main issue with the Coloumb and exchange operators is that they contain the

correct orbitals for all electrons in the system. This essentially means that, in order

to solve the HF equation and reach a good eigenvalue (ei), we already need to know

the correct eigenfunctions (fi). In order to deal with this situation a guess is made

as to the orbitals shape, and the eigenvalue problem is solved using these. The new

orbitals generated are then fed back in, creating an iterative process that proceeds

until the orbital shape stops changing. This is termed the self-consistent field (SCF)

approach.
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2.2.1.1 Linear Combination of Atomic Orbitals (LCAO)

One issue that needs to be dealt with is the description of the one-electron orbitals

of the molecular system. A function that behaves well in three dimensions is needed,

which also describes all parts of the molecule well. Such a function can quickly become

very di�cult to compute. One solution to this issue is to expand the molecular orbitals

into a set of atomic orbital basis functions, using a linear combination of atomic

orbitals (LCAO):

fi = Â
µ

ci,µ cµ (2.24)

Apart from giving the chemist in charge of the calculation more flexibility to describe

the electron movement, the introduction of a set of basis functions also reduces the

HF di↵erential equation, 2.20, to a matrix eigenvalue equation, after multiplication

on the left by cn⇤ and integrating:

Â
µ
hcn |ˆh|cµicµ = e Â

µ
cµhcn |cµi (2.25)

These equations are called the Roothaan-equations and define two matrices, the Fock

matrix and the overlap matrix. [70] The Fock matrix,

F= hcn |ˆh|cµi (2.26)

contains the one-electron integrals (for the kinetic energy and the nuclear attraction),

which are fixed for a given basis set, as well as the two-electron Coloumb and exchange

integrals. The manipulations of the two-electron integrals are the most di�cult and

computationally expensive step in Hartree-Fock calculations, as well as any post-

HF method. If the basis functions were orthonormal, we could now retrieve the

eigenvectors (the expansion coe�cients, C) and the eigenfunctions (the energies, e)
by diagonalisation of the Fock matrix. However, even though the basis functions are

normalised, they are not necessarily orthogonal to each other. This gives rise to the

overlap matrix, S,

S= hcn |cµi (2.27)
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This means that the basis set need to be orthonormalised, before the Roothaan equa-

tions can be solved as a usual matrix eigenvalue problem. The Roothaan equations

are normally written in the compact form:

FC= SCe (2.28)

As the Fock matrix is dependent on the matrix of expansion coe�cients, C, the

Roothaan equations are actually pseudo-eigenvalue equations that need to be solved

by an SCF procedure.

2.2.1.2 Basis sets

It is clearly a benefit to select a good set of atomic orbital basis functions in order to

achieve a flexible description of the movement of the electrons in the LCAO molecular

orbitals. In the 1930s John Slater introduced a function for the electron of the form

e�z r that behaves well at short distances from the nucleus (it has a cusp at small

r) as well as having an exponential decay at long range.[71] These two conditions

corresponds well to the eigenfunctions of the Schrödinger equation for one-electron

systems, and would therefore be ideal to use as atomic orbitals in the LCAO for

molecular orbitals of atoms and molecules. However, the evaluation of integrals over

Slater-type orbitals are very di�cult to compute. Gaussian-type primitive functions

however, with the form e�a(r�R)2

, where R and a are the centre and exponent of the

Gaussian function, are routinely coded for. The general strategy that is used in com-

putational chemistry calculations is to create the type of functions that are desired,

such as Slater-type functions for atoms and molecules, using a linear combination of

contracted Gaussians. Instead of using one Gaussian function per occupied orbital

centred on each atom in the system, more flexibility is introduced when the basis

space is increased. This leads to more variational flexibility. The terminology used in

the description of a set of basis functions uses the term zeta (as it is commonly used

for the Slater-type orbital exponent) as follows:

double-zeta

A double-zeta basis set has twice as many contracted Gaussian functions as

there are core and valence orbitals.
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triple-zeta

A triple-zeta basis set has three times as many contracted Gaussian functions

as there are core and valence orbitals.

Another strategy to increase the basis space is to include so called polarisation func-

tions. These describe orbitals of higher angular momentum than the atoms orbital

space. This leads to more angular space becoming available for the electrons to min-

imise in to, and hence a more flexible description. Conversely to the angular space,

the radial space available for the electrons can also be increased using so called dif-

fuse functions. These functions are of the same angular momentum, but belonging

to a higher shell, giving the electrons more radial freedom. The latter can be crucial

for the description of photochemical events as these require a good description of

excited states, which are often di↵use in nature. One specialist case for small organic

molecules that require the use of di↵use functions is for Rydberg molecules. These

systems have low lying states of Rydberg character, i.e. states resulting from an ex-

cited electron interacting with the rest of the system in a similar way to a proton in a

Rydberg atom. This leads to di↵use states of atomic character requiring di↵use basis

functions, or possible even specialist Rydberg-functions [72], for a correct description.

As valence orbitals normally are crucial in the description of chemical phenomena,

such as bonding, a good strategy is to use more functions to describe them as ac-

curately as possible. Families of basis sets from various research groups, such as the

Pople and Ahlrichs groups, have created so called split valence basis sets with this in

mind, where the orbitals are further divided into core and valence.[73–75] Examples

of split valence basis sets are:

6-31+G*

A Pople-type double-zeta basis set with added di↵use functions (+) and po-

larised functions (*) on heavy (non-hydrogen) atoms. It has 6 primitive Gaus-

sians for each core atomic orbital, 3 Gaussians for the inner valence and 1 for

the outer valence.

(Def-2) TZVP

An Ahlrichs-type triple-zeta basis set with polarised valence. Def-2 specifies a

newer formulation. [75]
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In order to improve further on the form of the basis functions the Dunning group have

developed a series of functions that have been fitted to behave well when comparing

to experimental data.[76, 77] These are termed correlation-consistent basis sets and

are abbreviated as below:

aug-cc-pVDZ

A Dunning-type double-zeta (DZ) basis set with polarised functions (p), correlation-

consistent (cc) fitting and di↵use augmented functions (aug)

The Dunning-type basis have the advantage that they can be rigorously increased by

adding contractions, leading to the ability to extrapolate the value of the energy given

with these functions towards the basis-set limit. The fitting does however mean that

these sets are not always suitable for all methods.

For atoms further down than the first row of the periodic table, it is common to

use an e↵ective core potential (ECP). An ECP method replaces the core electrons of

a heavier element with a pseudopotential in order to approximate them. The version

of pseudopotential used in this thesis, is of the Stuttgart/Dresden type (SDD).

The more basis functions (of a suitable shape and size for the problem at hand)

that is used the better the description of the chemical structure or behaviour will be.

However, for large molecular systems the limit is very quickly reached when calculating

two-electron integrals, such as in the Hartree-Fock matrix eigenvalue equation.

2.2.2 Electron Correlation

The Hartree-Fock method, used with a suitable set of basis functions, has been shown

to be remarkably successful for singlet ground state energies and in most cases it

recovers up to 99.9% of the ground state energy.[69] However, treating the motion of

electrons in a mean-field approach means that any description of events that involve

the specific interaction of one electron with the other will not be described at all.

As most interesting chemical events involves such specific electron interactions, a

description of the correlated electron motion is highly desired. The definition of

the electron correlation energy is the energy that is missing from the HF treatment

compared to the true energy from the Schrödinger equation, E:

Ecorr = E�EHF (2.29)
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Since the development of the HF method, the e↵orts of the computational chemistry

community has been mainly focused on the development of methods that captures

this electron correlation energy. The way this problem has been approached has

divided the computational methods available into two broad categories, depending on

the strategies used to describe the specific electron correlation energy:

Wavefunction Methods

Methods that use the Hamiltonian from HF as a base, and tailor the description

of the wavefunction to recover Ecorr

Density Functional Methods

Methods that uses the electron charge density to describe electrons, and then

tailor the description of the Hamiltonian to recover Ecorr

These two strategies, and the most common methods resulting from them, are intro-

duced in the following sections.

2.2.3 Wavefunction Methods

Hartree-Fock theory has many very powerful advantages. It is very well behaved

for atomic properties and is also self-interaction free, from the cancellation of self-

interaction terms in the Coloumb term by the exchange term. Crucialy it is also very

well defined as a variational method. This means that any improvements made to the

wavefunction, making it more flexible, will be systematic. The HF wavefunction is

therefore an excellent starting point for systematic improvements in the endeavour to

retrieve electron correlation e↵ects. Before moving on in the description of some of

the wavefunction methods used in this thesis, it is first important to make a distinction

between the two general types of correlation; dynamic and static correlation. Whilst

the former deals with the instantaneous correlation between electrons, the latter

is a more permanent, static, type that comes into play when one can use more

than one determinant to describe the same state. When dealing with photochemical

events, which often involves areas where states are very close, or even cross, the static

correlation becomes a very important e↵ect.
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2.2.3.1 The Second Quantisation formalism

The language of second quantisation, first introduced by Dirac in the 1920s, is an

extremely useful approach to the discussion of many methodologies and will therefore

be introduced briefly before moving on.[78]

In second quantisation all operators as well as wavefunctions are described by

the same elementary operators that changes the number of electrons in the system.

Elementary operators are creation operators, a†

i , and annihilation operators, ai, for

each spin-orbital i and they are each others adjoint. For a Slater determinant of N
orthonormal spin-orbitals, the operation of the elementary operators are:

a†

i |f j, . . . ,fki= |fi,f j, . . . ,fki (2.30)

ai|fi,f j, . . . ,fki= |f j, . . . ,fki (2.31)

The order of the elementary operators are crucial, as can be seen by their anti-

commutation relationships:

a†

i a†

j +a†

ja
†

i = 0 = [a†

i ,a
†

j ]+ (2.32)

aia j +a jai = 0 = [ai,a j]+ (2.33)

We can now define standard operators from first quantisation using these elementary

operators. The excitation operator for example, ˆXa
i , anihilates the ground state and

creates the excited state by essentially exciting (or substituting) an electron from an

occupied spin-orbital, i, to an un-occupied one, a.

ˆXa
i = a†

aai (2.34)

2.2.3.2 Configuration Interaction

One solution to the problem of electron correlation is to generate more determinants to

describe the trial wavefunction by promoting electrons in occupied orbitals to virtual,

unoccupied, orbitals. This means that the system is described by a linear combination

29



of all substituted configurations, which is termed the Configuration Interaction (CI)

method.[79, 80] This method generates an exact solution to the non-relativistic BO

Schrödinger equation, i.e. capture all correlation e↵ects, within the particular basis

set.

Using the second quantisation formalism the full CI wavefunction is:

YCI = (1+Â
a

Â
i

ca
i a†

aai + Â
a>b

Â
i> j

cab
i j a†

ba ja†

aai + . . .)y
0

(2.35)

YCI = (1+ ˆCS + ˆCD + . . .)y
0

(2.36)

where y
0

is a reference wavefunction, S and D stands for single and double excitations

and c are the expansion coe�cients. The reference wavefunction can be constructed

using Slater determinants as in HF theory, or using so-called Configuration State

Functions (CSFs). The latter is a linear combination of Slater determinant, where

the expansion coe�cients have been evaluated so that the CSF are eigenfunctions

both the spin operator and its z-projection; ˆS2 and ˆSz. Therefore CSFs are referred

to as being symmetry adapted. The use of CSFs or Slater determinants as a basis

depends on the problem at hand (and the size of the system).

If an optimisation of the expansion coe�cients were to be carried out over all pos-

sible configurations the CI wavefunction would be equal to the exact wavefunction,

within that basis set. This is termed the full CI wavefunction and is used, when it

can be obtained, as a standard reference in quantum chemistry. A full CI treatment

is however a di�cult task as the number of possible configurations will grow very

fast when the basis functions used to describe the orbitals are increased. The full CI

wavefunction therefore normally needs to be truncated for it to be used on most sys-

tems of chemical interest. There is however a problem associated with a truncated CI

wavefunction. This becomes apparent when considering that the total wavefunction

of any molecular system is an asymmetric product of individual wavefunctions;

YA,B... = ˆAYAYB . . . (2.37)

where ˆA is an anti-symmetrizer. If we for example look at a situation where we would

want to include only double excitations in the HF wavefunction for two systems, A
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and B, the resulting CID wavefunction should have the form:

YAYB = (1+ ˆCD,A + ˆCD,B + ˆCD,A ˆCD,B)yHF (2.38)

However, the wavefunction truncated at CID will actually be:

YCID
A,B = (1+ ˆCD,A + ˆCD,B)yHF (2.39)

which are missing contributions from quadruple excitations that are there in an ideal

multiplicative treatment. Because of this missing component the result will no longer

be size extensive. Crucially, the energy will no longer scale linearly with the number

of particles, or molecules, of the system. A size extensive treatment requires full CI.

2.2.3.3 CASSCF

There is one method that includes a full CI to some extent; the Complete Active Space

Self Consistent Field method (CASSCF).[81, 82] This method utilises the fact that

some parts of the CI expansion contributes more to the total wavefunction, depending

on the problem at hand. By biasing the system, depending on what part of the PES is

investigated, the power of a full CI can be utilised for the most important components

of the determinant. Molecular orbitals, for example Hartree-Fock orbitals, are selected

according to their importance in the description of the system, or the chemical event,

at hand and divided into three categories depending on their expected importance

based on electron occupation. Orbitals that are expected to stay either fully occupied

or un-occupied in all determinants, for example the orbitals of the inner shell or

the high-energy un-occupied orbitals of the molecule, will be kept unchanged. The

remaining orbitals will be considered to be active, and a full CI will be carried out on

this subset.

As all determinants in the active space are treated equally, all static correlation

e↵ects will be accounted for. Any dynamical e↵ects from the electrons in orbitals

outside of the active space will not be included however. This means that the main

advantage of the CASSCF method is the construction of qualitatively correct wave-

functions, rather than minimum energy wavefunctions. Additionally to optimising

the coe�cients of the determinant the CASSCF procedure also optimises the MOs

that are used to make the determinants. The specific MOs used are the so-called
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Figure 2.2: In CASSCF occupied and unoccupied orbitals are considered to be inactive,
whilst the active space gets a full CI treatment.

natural orbitals(NOs) . The NOs are orbitals that are unique to a wavefunction,

i.e. the resulting orbitals of the orbital optimisation step, and can be defined as the

eigenorbitals of the first order reduced density operator r of the wavefunction.

r = Â
i, j

pi j|yiihy| j (2.40)

The diagonal elements, pii, are referred to as the orbital occupation numbers. In a

multi-determinant wavefunction 0  pii  2, and the occupation number can there-

fore provide a convenient measure of the importance of the particular orbital in the

wavefunction for each state. CASSCF is therefore exceptionally flexible and can be

used to compute a qualitative picture of essentially any part of the PES of excited as

well as ground states and, as the active orbitals get a full CI treatment, the results

will also be size extensive.

These facts makes CASSCF a very important tool for computational investigations

in photochemistry, and has been used in the work that constitutes this thesis. The

common nomenclature, CAS(n,m), where n and m are the number of electrons and

orbitals respectively selected for the active space, has been used throughout.
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2.2.3.4 RASSCF

When looking at the construction of a CASSCF wavefunction we realise that the

larger the molecule the larger the active space we are likely to want. As with full

CI, the computational e↵ort will increase very fast with an increase in orbitals and

electrons. For a system as large as some heteroaromatics, especially of the type

commonly used as photosensitisers in photodynamic therapy, we therefore need to

bias the system further. One variation of CASSCF that achieves this is the Restricted

Active Space Self-Consistent Field method (RASSCF).[83] Here the orbitals in the

active space are divided into three sections, termed RAS1, RAS2 and RAS3. Whilst

the RAS2 space gets full CI treatment the remaining spaces have a restricted number

of excitations, as illustrated in Figure 2.3. This method has been applied for the use of

calculations of the relaxation pathways of porphyrins, and the standard nomenclature

CAS(n,m,RAS(a,b,c,d)) has been used where a and b are the number of holes and

orbitals incorporated in RAS1 and c and d are the number of electrons and orbitals

in RAS3.

Figure 2.3: In RASSCF occupied and unoccupied orbitals are considered to be inactive,
just as in the CASSCF treatment. The active space however gets divided into sections
that get a full CI treatment, RAS2, or have a restricted number of excitations allowed,
RAS1 and RAS3.

The drawback of CASSCF and RASSCF, apart from neither including dynamical
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correlation to a large extent, is the orbital selections themselves. As there are a

limited number of orbitals to chose from, before the active space/RAS2 becomes

too computationally expensive to evaluate, good knowledge of the chemistry that

underlies the problem is needed. Unlike many other methods, especially density-

based methods, the set-up and result analysis of CAS and RASSCF calculations are

far from straight forward.

2.2.3.5 Coupled Cluster Method

One alternative to biasing the CI wavefunction, so as to avoid having to truncate it,

and still achieve size extensive results is to use a di↵erent approach all together in

order to mimic the multiplicative behaviour of the wavefunction that was illustrated

in Equation 2.38. This can be achieved through an exponential ansatz, commonly

known as the coupled cluster (CC) method.[84, 85]

Analogous to the CI wavefunction we write the CC wavefunction, in second quan-

tisation formalism, as:

YCC = (1+Â
a

Â
i

ta
i a†

aai + Â
a>b

Â
i> j

tab
i j a†

ba ja†

aai + . . .)y
0

(2.41)

YCC = (1+ ˆTS + ˆTD + . . .)y
0

(2.42)

where y
0

is a reference wavefunction, analogous to the CI case it is normally a Hartree-

Fock wavefunction, S and D stands for single and double excitations and t are the

expansion coe�cients. The reason a di↵erent label is introduced is that the cluster

operator, ˆT , is now treated using an exponential, rather than a linear treatment:

YEXP = exp( ˆT )y
0

(2.43)

Expanding the exponential function as a Taylor series results in:

exp( ˆT ) = 1+( ˆT +
ˆT 2

2!

+
ˆT 3

3!

+ · · ·+
ˆT n

n!

+ . . .) (2.44)

and we are therefore automatically including all the higher order terms needed for

a proper expression of the wavefunction, even when it is truncated, as illustrated in

Table 2.1
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Table 2.1: Comparison of CC and CI wavefunctions at various levels of truncations
YCC = exp( ˆT )y

0

YCI = ˆCy
0

ˆT
1

y
0

singly excited ˆC
1

y
0

( ˆT
2

+
ˆT 2

1

2!

)y
0

doubly excited ˆC
2

y
0

( ˆT
3

+ ˆT
2

ˆT
1

+
ˆT 3

1

3!

)y
0

triply excited ˆC
3

y
0

The coupled cluster method truncated at the double excitation level and with

added triplet components through a perturbative treatment, CCSD(T), is commonly

referred to as the gold standard in ground state computational chemistry.

2.2.4 Density Functional Methods

One very popular alternative to using the wavefunction to try to capture the electron

correlation is to use the electron density as a starting point. The first attempt was

introduced by Fermi as early as in the 1920s, and it was a very attractive approach as

both electron-nuclear energies and electron-electron repulsion energies can be written

exactly in terms of the electron density, r(r).[86] The kinetic energy on the other

hand has a very complex relationship to the density and, at the time, it was not yet

known if such a relationship even existed. Without a rigorous theoretical development,

DFT would have limited applicability for electronic structure calculations of atoms and

molecules.

2.2.4.1 Hohenberg-Kohn Theorems

When looking at the electronic Hamiltonian in atomic units at a specific nuclear-

nuclear distance,

ˆHel =� Â
i=1,N

1

2

—2

i � Â
i=1,M

Â
j=1,N

Zi

|r j�Ri|
+ Â

i< j=1,N

1

ri, j
(2.45)

we realise that the Schrödinger equation depends fundamentaly only on two variables;

the number of electrons, N, and the external potential, Vext , i.e. the electron-nuclear
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attraction term:

Vext =� Â
i=1,M

Â
j=1,N

Zi

|r j�Ri|
(2.46)

As the Schrödinger equation uniquely defines a wavefunction for each problem, which

can then be used to determine the energy as well as any other property, the energy

(or property) is a functional of both N and Vext .

The first step that was taken towards the development of a rigorous theory for

the use of DFT in computational chemistry calculations was the formulation of the

first Hohenbergh-Kohn Theorem:[87]

First Hohenberg-Kohn Theorem

A unique external potential directly determines a unique electronic charge den-

sity , r(r).

As the electron density also determines the number of electrons, N, through:

Z
r(r)dr = N (2.47)

it is clear the the electron density in fact must be a variable as fundamental to the

energy of a system as N and Vext .

The next step in the rigorous theoretical description of DFT is the introduction

of a variational approach in the second Hohenberg-Kohn Theorem:

Second Hohenberg-Kohn Theorem

For any given external potential, Vext , and charge density, r , an energy func-

tional exists that is minimised variationally by the ideal electron density, r
0

:

E[r(r)] = F [r(r)]+
Z

Vext(r)r(r)dr � E[r
0

(r)] = E
0

(2.48)

where E
0

is the exact energy, and F [r(r)] is the so-called universal density

functional

All the components in the second theorem are well defined and proven to be ex-

act. However, we do not know the form of the universal functional, F [r(r)], so an

approximation strategy has to be used.
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2.2.4.2 Kohn-Sham Theory

The strategy developed by Kohn and Sham for an approximate form of the universal

functional has been called genius in quantum chemistry textbooks.[68] Its foundation

lies in the realisation that a system of non-interacting electrons has exactly the same

density as a real system.[88] Essentially the non-interacting electrons in the fictitious

Kohn-Sham (KS) system are described by an e↵ective external potential that is defined

so that the electron density is the same as in the real, interacting, system. This

realisation means that a description of the kinetic energy of these electrons becomes

a well defined trivial term. For the KS system a Slater determinant is not only a good

approximation but the exact wavefunction, meaning that the exact kinetic energy for

the KS system can be defined as:

T KS = Â
i=1,N
hf KS

i |�—2

1

2

|f KS
i i (2.49)

The KS orbitals, f KS
i are defined as the orbitals which corresponds to the ground

state density ri that would gives us the exact ground state energy, if the universal

density functional was known:

r(r) = Â
i=1,N

(f KS
i )2(r) (2.50)

The electrostatic interactions is also straight forward, and can be written down as a

Hartree term (essentially a Coloumbic repulsion term):

EH [r(r)] =
1

2

ZZ r(r
1

)r(r
2

)

|r
1

� r
2

| dr
1

dr
2

(2.51)

With these defenitions in mind, Kohn and Sham defined the universal functional:

F [r(r)] = T KS[r(r)]+EH [r(r)]+EXC[r(r)] (2.52)

where an exchange-correlation energy term has been introduced. This term essen-

tially collects all the components that we can not calculate exactly, i.e. the missing

contribution to the kinetic energy term from the kinetic energy of the real system as

well as the missing components in the Hartree term from the real electron-electron

potential.
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In order to evaluate what the charge density must look like in order to be vari-

ational, the KS energy expression is minimised with respect to the electron density,

with the number of electrons as the constraint. Incorporating the KS orbitals (from

Equation 2.50) and evaluating the energy, this yields the Kohn-Sham equations, which

are the fundamental equations in DFT:

[�1

2

—2 +VH(r)+Vext(r)+VXC(r)]f KS
i (r) = eif KS

i (2.53)

where VH(r) is the Hartree potential:

VH(r) =
dEH(r)
dr(r)

(2.54)

and VXC(r) is the Exchange-Correlation Potential:

VXC(r) =
dEXC(r)

dr(r)
(2.55)

The KS equations strongly resembles the Hartree-Fock equations (Equation 2.20)

apart from the crucial issue that the HF exchange operator, ˆK, has been replaced by

an exchange-correlation potential. As the latter is multiplicative in nature this means

that we have an in principle simpler term to solve. The only remaining issue is that

we still do not know the form of the exchange-correlation energy.

The KS equations are solved analogously to the HF equations. After LCAO MOs

are introduced to form a matrix eigenvalue problem, an SCF procedure is carried out

until the DFT energy is minimised.

2.2.4.3 The DFT Exchange-Correlation Energy

The way in which the exchange-correlation energy functional is approximated in DFT

is what di↵ers the various methods available to the computational chemist today, and

development has been focused on finding a good “guess” for the term. The first

port of call in the functional development was to use an approximation of electrons

in a system in the form of a homogenous electron gas, introduced in the early days

of DFT. This is the foundation of a family of so called Local Density Approximated

(LDA) functionals. These all assume that, in a local small volume of the molecular

system, the electron density is homogenous and can therefore be solved as a sum of
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small contributions, as if it was a homogenous electron gas problem. A number of

LDA exchange and correlation functionals has been developed,[89] but most generally

overbind molecular systems and have limited applicability in chemical calculations

outside the solid state community.

Improvements to the LDA include accounting for the fact that EXC not only

depends on the local r(r). To this end so-called Generalised Gradient Approximated

(GGA) functionals were developed to improve the LDA by including more long-range

behaviour of the density, through the addition of the first derivative (gradient) of the

density functions. The famous Becke 88 exchange functional (B88 or B)[90] is of

GGA type and is commonly used in combination with various correlation functionals,

such as LYP[91] and P86[92] just to mention a few.

One improvement that can be realised straight from the form of the KS equa-

tions, is that the Hartree term will carry with it an inherent self-interaction error.

In Hartree-Fock treatments this self-interaction is directly cancelled by the exchange

term. Could the addition of some HF exchange lead to a better results compared to

experiment? One extremely popular functional that seems to prove this point is the

B3LYP functional, which uses amongst others, both the Becke exchange and LYP

correlation in an interesting mixture:[93]

EB3LY P
XC = ELDSA

XC +0.20(EHF
X �ELSDA

X )+0.72EB88

X +0.81ELY P
C +0.19EVWN

C (2.56)

Functionals of the type that includes exact exchange from HF (evaluated with KS

orbitals) are called hybrid functionals and have been shown to have plenty of ad-

vantages for many applications, including photochemical properties. However, even

though the temptation would be to add 100% HF exchange, and cancel the self-

interaction problem completely, this has been shown to be incompatible with general

correlation functionals. The 20% exact exchange incorporated in the B3LYP func-

tional seems to symbolise the most balanced amount for reaction energies, at least in

the ground state.

A further improvement in functional development is to incorporate spin kinetic

energy density for occupied KS orbitals, as well as higher order derivatives of the

density, into the functional expression in order to capture more non-local e↵ects .[94]
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Fitting to empirical data from large datasets in combination with various additions,

such as exact exchange from HF, has lead to a series of meta-GGA functionals, for

example the M06 series by Truhlar et al..[95]

So-called double hybrids are a recent addition to the plethora of functionals, and

have been shown to be the most successfull approach currently available. Apart

from including exact exchange from HF, double hybrids also incorporate correlation

energies from a method known as MP2.[96] MP2 is the wavefunction-based Moller-

Plesset perturbative approach to retrieving the correlation energy, truncated at the

second order term. The main drawback from the point of view of the work carried

out for this thesis however, is the fact that the method scales as MP2 rather than

DFT, making it di�cult to apply to many larger heteroaromatic molecules, such as

porphyrins.

The DFT approximations introduced so far can not accurately describe dispersion

interactions, a crucial issue in systems with more than one molecule, which has lead

to a recent addition in the functional collection. The strategies to achieve this include

the successful approach of adding a correction term to the existing DFT mean-field

energy, which has been shown to describe the correct binding energy for a large

range of weakly bound complexes, including large systems with p-interactions, such as
heteroaromatics. [97–100]. Successful functionals include Grimme’s B97-D functional

series [101].

All of the improvements to the exchange correlation functional that has been

described so far are commonly referred to as being rungs of a Jacob’s ladder to a

quantum chemical “heaven” (in computational accuracy terms).[102] The order of

the rungs of the ladder are LDA, GGA, meta-GGA, hybrid and, recently added to the

last rung, double-hybrids. This description is however only true in terms of ground

state chemistry of single molecules.

2.3 Non-Adiabatic Events

The methods introduced so far are all based on the initial approximations made.

The BO approximation is valid, and indeed essential, for an accurate theoretical

description of most areas of chemistry but there are certain cases where it does break

down. The breakdown is caused by the assumptions used in the derivation of these
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approximations, such as the states at hand being well separated, no longer being

valid and is a common result of e�cient coupling between the electronic and nuclear

motions. This means that the non-adiabatic coupling terms in Equations 2.11 and

2.12 no longer can be ignored. To account for the breakdown of these approximations

is especially important in situations where polyatomic molecules are in their excited

state manifold, with many electronic eigenstates that are close to each other in energy

as well as many nuclear degrees of freedom, where electronic state PESs often come

close to each other or even cross. The crossing of a system from one PES to another

was introduced in the introductory session as internal conversions (IC) and inter-

system crossings (ISC) (depending on their spin manifold, as illustrated in Figure 1.2)

and are fundamental concepts that are needed in the description of photochemical

pathways.

Two N-dimensional PESs, where N is the number of degrees of freedom in the

molecule, intersects on a N-2-dimensional surface in an intersection space where

the non-adiabatic coupling terms are infinitely large. In Figure 2.4 a more accurate

representation of IC after OPA is illustrated, where the energies are plotted against

the two remaining coordinates, x
1

and x
2

, in what is known as the branching space.

In the branching space the two PESs form a double cone, and meet in a point as

shown. Due to the shape of the surfaces when plotted in this space, these types of

crossing points are termed Conical Intersections (CIns).[103–105]

Figure 2.4: The conical intersection coupling S surfaces, as described in the space of
the gradient di↵erence (x

1

) and derivative coupling (x
2

) vectors

Conical intersections are mathematical objects that have been known since the
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1930s, and many excellent reviews exist on the topic.[103–106] They were well known

early on to exist in high symmetry species, and manifest through phenomena like the

Jahn-Teller e↵ect, showing that molecules in orbitally degenerate states undergo non-

totally symmetric distortions to remove the degeneracy.[107] However, advances in

electronic structure theory in the last 20 years or so have highlighted that accidental

conical intersections, not requiring high symmetry, are also exceptionally common in

polyatomic systems, and especially in heteroaromatic molecules, which is of interest

from a photosensitiser point of view.

The two coordinates x
1

and x
2

, which lift the degeneracy of the states and thereby

define the branching space, are termed the energy gradient di↵erence (GD) vector

and the derivative coupling (DC) vector, respectively and have the form:

x
1

=
d (EL�EK)

dR
(2.57)

x
2

= hyL|
d ˆHel

dR
|yKi (2.58)

where R describes the nuclear motion, ˆHel is the electronic Hamiltonian and EL and

yL denotes the energy and the adiabatic wavefunction for the electronic state L

respectively.

A comparison of the gradients of the two vectors in the branching space will give

information of the exact topology of the CIn, which can lead to conclusions as to

the outcome of the photochemical reaction. A peaked CIn (as the example shown

in Figure 2.4) between an excited state and the ground state for example, have

non-parallel vectors that are of opposite sign and therefore suggest that the IC will

lead to formation of photoproducts as well as regeneration of the reactants. A sloped

CIn, however has near parallel vectors and is considered to be a feature of photostable

compounds as it will mainly lead to the regeneration of the reactants. Any movement

in the branching space will lift the degeneracy. However, a more accurate description

of the CIn is achieved by considering movement along any of the other remaining

internal coordinates in the intersection space. Then the degeneracy is not lifted and

it is realised that the intersection is in fact a hyperline, or a seam, consisting of an

infinite number of conical intersection points. A deeper knowledge of the form of

the seam has been shown to lead to many important realisations with respect to the
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outcome of photochemical reactions.[108]

If the two PESs that cross belong to di↵erent spin manifolds, the crossing is

an ISC, and is illustrated as in Figure 2.5 for an ISC between the first singlet and

triplet states. The DC term will then become zero, as electronic states of di↵erent

spin-symmetries do not couple through the electronic hamiltonian, and only the GD

coordinate represent a break in degeneracy. The PES crossing therefore appears as

a seam in the ISC crossing space when the GD is plotted against another arbitrary

nuclear coordinate. As the crossing-point involves a change in spin of one electron

in the system, it is mainly seen in molecular systems that have e�cient spin-orbit

coupling (SOC), such as those containing large atoms.[109] When it comes to the

family of heteroaromatics SOC is generally weak and involvement of a triplet state is

mainly seen in large systems such as porphyrins or systems with large heteroatoms.

Figure 2.5: Intersystem crossing between two states di↵ering in spin multiplicity.
Plotted in the branching space, the crossing takes place along a seam.

2.4 Time-Independent Molecular Properties

The methods introduced so far have been concerned with the correct estimation of

the energy of a molecular system through the solution of the Schrödinger equation.

The BO approximation means we have a way of describing the molecular energy of

a system as a function of the position of the nuclei. The resulting PES can then

be used as we turn to the calculation of the properties of the molecules of interest.
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Property calculations are centred around the change in energy under some form of

perturbation. For the molecular geometry, the energy can be expanded in a Taylor

series about the coordinates of the initial molecular structure we are interested, X :

E(x) = E0 +E1Dx+
1

2

E2Dx2 + . . . (2.59)

As the perturbation is static, it can can be estimated by di↵erentiating, so that:

E1 =
dE
dx

(2.60)

is the molecular gradient, and:

E2 =
d2E
dx2

(2.61)

is the molecular Hessian (the matrix of second derivatives). These derivatives are

used for the location and characterisation of minima and saddle points points on the

BO surface as well as localisation of CIns and minimum energy reaction paths.

2.5 Time-Dependent Molecular Properties

In the classical view of photochemistry and the absorption of light by molecular

systems, the electric field, E(t), of the light causes an oscillation of the charges in the

molecule, which gives rise to an induced polarisation, µ(t) in the system. [110] How

well the field manages to set these charges in motion is related to the polarisability

of the molecule itself. The rich colours of molecules such as porphyrins, with highly

polarisable electrons in large p-systems, is evidence of e↵ective absorption of visible

light. General molecular properties in the presence of the field can be derived through

an expansion of the polarisation in orders of the electric field:

µ(t) = µ
0

+aE(t)+
1

2

bE2(t)+
1

6

gE3(t)+ . . . (2.62)

where a is the polarisability and b and g are the first- and second order hyperpolar-

isabilities respectively. Whilst a will give an indication of OPA cross sections, g is

related to the molecule’s ability to undergo TPA.

From a quantum mechanical point of view, however, the probability that a molecule

44



will transition from one state to another after absorption of the oscillating field is pro-

portional to the square of the transition moment integral, M:

M = hy
0

| ˆµ|yki (2.63)

for a transition between state 0 and k, where ˆµ is the transition dipole moment

operator. By dividing ˆµ into two components, one for the electronic, including spin

( ˆµes) and one for the nuclear coordinates ( ˆµn), M can be written as:

M = hyn
0

|ynkihye
0

| ˆµe|yekihys
0

|yski (2.64)

The first integral is referred to as the Franck-Condon factor and describes overlap

between two vibrational wavefunctions in the two electronic states. The second and

third integral are the orbital and spin integrals respectively, and highlight a crucial

point in photochemistry: the importance of symmetry in the observation of photo-

chemical transitions. If the transition takes place between states of di↵ering spin,

or between orbitals whose symmetry operations do not include the totally symmetric

irreducible representation of the group, the total transition moment integral will be

zero. The calculation of transition moment integrals is far from trivial when we realise

that, as the electric field is not static, we need to find an alternative to a straight

forward gradient calculation, as in the case of geometry optimisations.

2.5.1 Response Theory

If the molecular perturbation is not time-dependent, the wavefunction as well as the

energy can be expanded in terms of the operators describing the perturbation, as

discussed for geometry optimisations using a gradient approach. In a time-dependent

case there is however no well-defined function describing the energy, and instead we

have to turn to the special case of response theory. In response theory it is assumed

that the TD change is small. This means that the solution can be written in terms

of the eigenstates of the unperturbed system, and express how the system responds

to the perturbation.

The time-dependent perturbation is expressed by an interaction operator, ˆV (t)
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which is added on to the unperturbed Hamiltonian ˆH
0

:

ˆH(t) = ˆH
0

+ ˆV (t) (2.65)

As the exact solutions to ˆH
0

, yn, form a complete set, we can use those to express

the perturbed state y(t):

y(t) = Â
n

cnyn (2.66)

Interaction with light means that the TD perturbation is of the form of an oscillating

electric field, and the interaction operator is described as:

ˆV (t) = Âe�iwt
ˆQF (2.67)

where w and F denotes the frequency and strength of the field, respectively, and ˆQ
is the perturbation operator, which describes the nature of the perturbation.

The expectation value of any operator ˆP can be expanded in order of the pertur-

bations ˆQ and ˆR as:

h ˆPi(t) = h ˆPi+Â
k

e�iwkthh ˆP;

ˆQiiwkFk +Â
k,l

e�i(wk+wl)thh ˆP;

ˆQ, ˆRiiwk,wl FkFl (2.68)

The first term is then the static expectation value whilst the following are the linear

and quadratic responses.[111] As the operators ˆP, ˆQ and ˆR can be any operators, a

large selection of properties can be calculated. In terms of photochemistry however,

we deal with the electric dipole moment operator, ˆµ . When ˆP = ˆQ = ˆR = ˆµ the linear

response term, hhµ; µiiw , term is the frequency dependent polarisability, aw , which

gives information on OPA transitions. In the energy representation it has the form:

hhµa; µbiiw =� ˆPab Â
k 6=0

hyk| ˆµa|y0

ihy
0

| ˆµb|yki
w�wk

(2.69)

where ˆPab fab = fab + fba. The poles correspond to excitation energies and the

residues gives OPA transition moments (and hence subsequently oscillator strengths)

between the reference state y
0

and excited states yk.
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Analogously the quadratic response term, hhµ; µ,µiiw , corresponds to two dipole

perturbations, one of frequency w
1

and one of frequency w
2

:

hhµa; µb,µciiw
1

,w
2

=�Â ˆPabc Â
k,l 6=0

hy
0

| ˆµa|ykihyk| ˆµb|ylihyl| ˆµc|y0

i
(wk�w

1

+w
2

)(wk�w
2

)
(2.70)

The latter describes properties related to the first hyperpolarisability, b . It can involve

several di↵erent frequencies, depending on the property of interest, such as b�2w;w,w ,

which determines the response due to the second harmonic generation (SHG) of a

photon.

It is expected that even higher order response terms have to be evaluated in

order to estimate the TPA response. However, if there is a resonant absorption of

two photons of equal frequency, the residues of 2.70 is in fact identical to the TPA

transition moment tensor, Mab between states y
0

and yl through an intermediate

state, represented by yk,

Mab = Â
k

hy
0

| ˆµa |ykihyk| ˆµb |yli
wk�w

+
hy

0

| ˆµb |ykihyk| ˆµa |yli
wk�w

(2.71)

where a and b refers to the cartesian coordinates of the TPA tensor. As the inter-

mediate state, yk, is a linear combination of all real eigenstates of the system, this

expression for the TPA transition moment might look like a tedious summation to

carry out computationally. It will become apparent however, that the machinery of

modern response theory evaluates this quantity without the need to carry out the

summation.

2.5.2 Photochemistry of Heteroaromatics

The photochemistry of heteroaromatics in the UV-visible region is generally domi-

nated by electronic transitions between occupied and un-occupied molecular orbitals

of p-character of the aromatic system; so-called p � p⇤ transitions. As the het-

eroatoms involved also commonly have lone pair electrons that are not part of the

aromatic system, these can also take part in electronic transitions, which are then

referred to as n�p⇤ character transitions.[1] Modern photochemical studies normally
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refer to this terminology when describing the photochemistry of these systems. How-

ever, molecular systems that have been known for a long time sometimes uses older

terminology. This is especially true for systems where the older nomenclature can

shed light on the specific nature of the absorption, which is the case for molecules

in the porphyrin family. Porphyrin-type molecules, with a tetra-pyrrole moiety as its

core, has been known for its rich photochemistry for decades. In the 1960s Martin

Goutermann used the frontier molecular orbitals to draw conclusions on the appear-

ance of the absorption spectra in his Gouterman Four Orbital (GFO) model.[64, 112]

In general absorption spectra of porphyrin-type molecules with D
2h symmetry two

dominant regions of absorption are commonly observed, one in the 200-350 nm re-

gion and one at 470-570 nm regions. The shorter wavelength transitions are in the so

called Soret-region whilst the transitions into the longer wavelength region are termed

Q-region transitions. Any absorption at shorter wavelengths than these are normally

weak so-called N-type transitions that are not caused by transitions amongst the fron-

tier orbitals. According to the GFO model the two dominant regions of absorption are

caused by transitions that arise through mixing of a limited number of configurations

consisting of the HOMO-1, HOMO, LUMO and LUMO+1 orbitals. In the porphyrin

molecule the transition moments between the orbitals involved, which are of equal

and opposite direction due to degeneracy of the LUMO and LUMO+1 orbitals, lead

to a cancellation in the two transitions (to the 1

1B
2u and 1

1B
3u states) of the Q-band

in the visible region and a strengthening in the two transitions of the Soret-band (to

the 2

1B
2u and 2

1B
3u states) in the visible region. This is not necessarily the case in

all related systems however. An example output from a frontier orbital calculation

of the orbitals involved in the Gouterman model are presented in Figure 2.6, where

the expansion coe�cients indicate orbital importance in the first (Q-type) transi-

tions for the porphyrin and its reduced isomer porphycene at the Time-Dependent

wB97XD//TZVP level of theory.

The GFO model was developed with the porphyrin core in mind and there are

plenty of theoretical results that support the use of the GFO model for the assignment

of the transitions into these regions in porphyrins. [46] It might however not apply

for all related isomers of the family. In the case of the porphycene macrocycle for

example, the degeneracy of the LUMO and LUMO+1 is lifted as the symmetry of

the aromatic system is lowered to C
2h, as illustrated in Figure 2.6. This leads to a
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Figure 2.6: Frontier wB97XD//TZVP orbitals of porphyrin (left) and porphycene
(right) involved in the first two transitions into the Q-band. The calculated orbitals
illustrate the Gouterman-model well, and can be used to characterise low energy states
of porphyrin-type macrocycles.

significant increase in the oscillator strength of transitions to the Q-type states, as

there is no longer a cancellation of transition moments. In experimental data the

Soret-band of the porphycene monomer is generally comparable to that of porphyrin.

[113, 114]. However, there is some debate whether the Gouterman model is in fact

useful with regards to the analysis of the porphycene system in more detail. It has

been suggested that the model needs to be expanded and involve further orbitals in

order to describe higher lying states in the porphycene macrocycle. The presence of

so called N-type transitions, involving lower lying molecular orbitals as well as the

Gouterman set, has been shown in theoretical studies to be incorporated to a large

degree into the Soret-band.[115, 116]

Just like for the porphyrin macrocycle, the transitions in indole-type systems have

also been investigated for a long time, and already back in the 1940s Platt introduced

a nomenclature for describing the character of this set of systems[117]. His work was

based on what was known as the free-electron orbital model, and essentially boils

down to a description of the p�p⇤ states with respect to the frontier orbitals. The

two lowest lying p�p⇤ states of indole are characterised depending on whether the

state originates from excitation from the HOMO, the so called 1La-state, or from the

HOMO-1, the 1Lb-state.
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2.6 Computational Photochemistry

In this section, the computational methods introduced earlier will be evaluated with

respect to their photochemical applications. Earlier on in this chapter the concept

of response theory was introduced as a tool for evaluating transition moments be-

tween photochemical states of a molecular system. The linear and quadratic response

functions, hhµ; µiiw and hhµ; µ,µiiw , were introduced as they provide information

on the OPA and TPA transition moments, respectively. These response functions

are sometimes referred to as polarisation propagators (if the operator, in this case

µ , is number conserving). So far the properties provided by these propagator func-

tions are in principle exact, meaning that they will deal with all possible excitation

and de-excitation amplitudes. This essentially means a “full-CI”-type treatment of

the photochemical transition. As in the case of CI calculations, this is a task that

very quickly becomes expensive, from a computational point of view, and the method

needs to be approximated. The simplest method of approximation is to truncate the

propagator to only include single excitations and de-excitations. This approximation

and is commonly referred to the Random Phase Approximation (RPA) for HF or

DFT references, or the Equation of Motion (EOM) approximation, if a CC reference

wavefunction is used.[118, 119] Splitting the excitations from de-excitations allows

the poles of the linear response function to be written in matrix form: [120]

"
A B
B A

# 
X
Y

!
= w

"
1 0

0 �1

# 
X
Y

!
(2.72)

where the A matrix consists of energy di↵erences between the orbitals as well as an

exchange-type matrix that couples occupied and un-occupied molecular orbitals, the

B matrix is a coupling matrix and the vector (X ,Y ) contains the MO coe�cients. By

writing the new excited state in terms of new configurations obtained by substituting

an electron in an occupied orbital for an electron in a virtual one, each state is

then written as a linear combination of all these configurations with the expansion

coe�cients being the unknowns. This means that the method is very e�cient as there

is no need to construct all the excited states explicitly, such as in the sum-over-state

expressions for the response functions in Equation 2.69.

The RPA can be used with a number of references, including HF (in TD-HF),
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DFT (in TD-DFT) and CC wavefunctions (EOM-CC).[121–124] If the RPA is to be

improved however, one strategy is to look at the expansion of the propagator as a

function of the fluctuation potential. This potential is the di↵erence between the exact

potential for electron-electron repulsion and the HF potential. It is then realised that

the RPA is equivalent to truncating this expansion at first order, incorporating only

single excitations and de-excitations. By including higher order terms the accuracy of

the properties may improve as higher order excitations and de-excitations contribute

to the expression. For CCSD reference wavefunctions for example, the propagator

expansion is truncated at second order. The expansion in terms of the fluctuation

potential is also a useful tool when dealing with coupled cluster excitations as it

provides a way of systematically improving excitation energies using a coupled cluster

wave function. [125] This approach introduces a hierarchal ladder that extends the

improvements to include not only ground state energies but also excitation energies

and transition moments. The rungs of the ladder, within a specific set of basis

functions, in order of improvement is: CCSD - CCDR(3)/CCSD(T) - CCSDT. Note

here that CCSD(T) is for use on ground state wavefunctions only, as it already

contains perturbative CC poles as well as HF poles, and therefore is unsuitable as

a response reference. This approach introduces a systematic convergence in not

only ground state energies but also excitation energies and transition moments as a

function of both basis and electron space of the correlated wavefunction.

For molecules the size of large heteroaromatics, such as porphyrins, the use of

TD-DFT is crucial in studies such as those in this thesis. With regards to which

exchange-correlation functionals that are suitable, there is unfortunately no corre-

sponding Jabos-ladder type argument in the evaluation of excited states using TD-

DFT. Being a variational method based on ground state density, information on the

excited state is very much dependent on the specific state investigated and its rela-

tion to the ground state. Even the very popular B3LYP functional has been shown to

behave better than more recent methods including the CC2 level, for localised states

without charge transfer character, in nucleic acid bases.[126]

The central issue that DFT is struggling with when calculating photochemistry is

the presence of charge transfer characters in some excited states. A correct description

of transitions to these states requires the use of long-range corrected (LC) functionals

that can deal with small orbital overlap .[127–129] The CAM-B3LYP functional of
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Yanai et al. adds LC through a Coloumb attenuated method.[130] This functional

is comparable to B3LYP in many properties, without any additional computational

cost, but crucially out-performs with respect to polarisabilities and charge transfer

excitation energies.[131] The long-range behaviour of the CAM-B3LYP has also been

shown to a↵ect the description of non-linear optical e↵ects, such as TPA, and bench-

mark studies have shown it to behave as well as CC methods for small molecules.

This opens up for accurate TPA calculations of molecules of considerable size. [132]

Double-hybrids, such as Grimme’s B2-PLYP functional also behave very well for

excited states as well as ground states, and produce excellent excitation energies and

state orderings for the first few states of organic chromophores. They do however

fail to describe transition energies for CT states, where LC functionals such as CAM-

B3LYP still preforms the best. The performance of double hybrids in non-linear

absorption studies is not yet known.[133]

The development of analytical derivatives also means that critical points of PESs

of the excited states can be evaluated using DFT response theory. As the response

is dependent on a good description of the ground state, i.e. a state written as a

single Kohn-Sham determinant, it is important to point out that TD-DFT will not be

able to describe more than a semi-qualitative picture of points of degeneracy between

states with the same spin, such as IC relaxation pathways between PESs. Double-

Hybrid functionals have been shown to be marginally better than other functionals

when used with response theory to evaluate crossings between states with same spin.

This is thought to be due to the fact that the MP2 correlation adds a portion of

double excitation correlation.[134] As DFT has the ability to find critical points on

triplet ground state surfaces, it can however localise minimum energy ISC crossing

points. Hybrid crossing point methods, which combine various levels of theory to

make the calculations more e↵ective for large systems, has been developed to locate

the geometry of ISC points using DFT. [135]

2.6.1 Excited State Relaxation Pathways

In order to describe such relaxation pathways in general, and evaluate ICs, it is clear

that we need to be able to describe situations where more than one determinant

can be used to describe the state. Hence methods that incorporate full-CI, such as
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CASSCF or RASSCF (for large molecules) are ideal for these situations. Setting the

evaluation of critical points to be carried out within the branching space (i.e. applying

the constraint that the energy di↵erence between the two surfaces go to zero) means

that information on the geometries, and therefore also access to information as to

what vibrational modes makes the crossing, can be realised.

Modern computational codes can straightforwardly locate stationary points on a

surface, but in the case of two surfaces crossing, the actual crossing point is not a

stationary point of either of the surfaces. The intersection seams are of dimension

3N-8 for an N-atom molecule (every point on the seam being a conical intersection

geometry). Modern optimisation algorithms optimise to points of zero gradient in this

so-called intersection space, generating minimum energy crossing points.[136, 137]

These act as photochemical funnels for the reaction in the upper electronic state. It

is important to note however that this minimum energy crossing point might not be

the only one of importance when it comes to the generalisation of various reaction

paths, but a good characterisation of the full seem is crucial. [108] The procedure

that is needed to find the minimum energy crossing point is actually fairly straight

forward, at least in principle, and involves computing both the energy and its gradient

on both surfaces, as well as the non-adiabatic coupling, which essentially describes the

extent to which the electronic states are coupled by nuclear motion (i.e., a break-down

of the BO approximation discussed earlier).

Multiconfigurational methods are the most common, and appropriate, for the

calculations of the IC pathways, as they can handle the multi state character needed

near a crossing point. However, as the ubiquitous nature of conical intersections, and

their importance in the description of photochemistry, in molecules with biological

importance, such as photosensitiser molecules, becomes more evident there is a need

to develop methods that can handle systems of a larger size. The use of TD-DFT,

which is successful for excited states in the vertical region, in the characterisation

of crossing points have been investigated, and has been shown to be of some use

for the location of minimum energy crossing points between excited levels (i.e., not

with the ground electronic state) They can not yet describe excited state surfaces

accurately in general, so care must be taken in their application to problems in reactive

photochemistry as opposed to spectroscopy. [138]
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2.7 The Presentation of Computational Photochem-

ical Data

In order to compare computational absorption stick-spectra with experimental spectra

one can obtain the true vibronic absorption peaks through the calculation of the

nuclear wavefunction overlaps. This is a laborious task for large molecules, and a

common strategy is to homogeneously add artificial broadening, for example using a

Gaussian function. This strategy can greatly aid comparison with experimental data,

and has been used when needed for the presentation of results in this thesis.

Results from a linear response calculation, apart from excitation energies, are a

set of excitation amplitudes that describes the contribution of a particle-hole pair to

the specific transition. In order to analyse the nature of the electronic transitions in

detail Natural Transition Orbitals, NTOs, were calculated for each transition. A NTO

is a calculated orbital representation of the electronic transition where that transi-

tion amplitudes have been reduced to a set of particle-hole amplitudes, in terms of

eigenvectors of the transition density matrix, which gives a more intuitive picture of

the nature of the transition[139]. The NTO representation of the nature of the exci-

tation is complementary to the response eigenvectors using the Kohn-Sham orbitals

but generally gives a more compact representation of the state.

Armed with the knowledge of the underlying theory of photochemical events, as

well as the computational methods used to estimate them, we can now move on

to the evaluation of their use with respect to heteroaromatics. The starting point

is the smaller compounds introduced here, and their absorption as well as ultrafast

relaxation pathways.
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Chapter 3

Absorption and Relaxation

Pathways in Small Heteroaromatics

3.1 Introduction

This thesis is focused around the Jablonski diagram introduced in the Introduction,

which is used as a tool describing the flow of energy from irradiation of the molecule

to the creation of singlet oxygen through sensitisation. The natural starting point is to

focus first on the absorption of light (C in Figure 3.1) and evaluate how computational

techniques can aid the understanding of these processes. The chapters that follow

this one will concentrate mainly on larger macrocyclic heteroaromatics, such as of

porphyrin-family introduced in the introduction. This is due to the fact that all

molecules that are in clinical use as photosensitisers in photodynamic therapy today

are macrocycles of this type. [9, 15, 140, 141] A lot can however be learned from

studying smaller heteroaromatics, such as indole or pyrrole (Figure 1.1). In fact,

as will become clear in this chapter, these compounds have a rich and interesting

photochemistry and take part in processes of high importance in their own right.

As mentioned in the introduction heteroaromatic compounds are well know strong

absorbers of UV and visible light, and they are also very common building blocks in

biology in general. Natures preferred form of storing the genetic code of living beings,

nucleic acid bases (Figure 3.2), are important examples but heteroaromatics are also

found in amino acid side chains as well as enzyme co-factors. [142, 143] Crucially they
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Figure 3.1: The Jablonski diagram for the photosensitisation pathway of PDT that
this thesis is centre red on, with the relevant section and processes highlighted. Het-
eroaromatics have interesting absorption (C) and relaxation processes (D), which will
be the topic of this chapter.

56



are also present in pigments designed to protect living organisms from the damaging

e↵ects of UV light, such as eumelenine (Figure 3.2).[144, 145] The reason for their

presence in pigments lies in the fact that, despite their strong absorption in the UV-

visible region, these heteroaromatics have very low fluorescence quantum yields in

general. This means that the absorbing molecular system spends very little time in

its excited state manifold.[6, 8] When the system is in a biological environment a low

quantum yield is good news as an excited state is likely to take part in destructive

chemical reactions. Photo-stability is clearly a very valuable characteristic and a short-

lived excited state rationalises the use of heteroaromatics in UV-protecting pigments

as well as the chosen building block for the precious genetic code. In order to provide

insight into the photochemistry of these types of compounds excited state relaxation

processes (D in Figure 3.1) clearly needs to be investigated in addition to absorption

characteristics. As the relaxation is happening on such a fast time scale, making

experimental analysis very challenging, an input from computational chemists can be

crucial.

Figure 3.2: Nucleic acid bases Adenine (A), Thymine (T), Guanine (G), Cytosine (C)
and Uracil (U). The three main components of the polymer eumelanine (the most
common form of melanin in the human body) are 5,6-dihydroxyindole-2carboxylic acid
(DHICA), 5,6-dihydroxyindole (DHI) and indolequinone (IQ)
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The work presented in this chapter is all driven by the need for a deeper un-

derstanding of the excited states available to these small heteroaromatic molecular

structures as well as insights into the dynamics that control their very fast relax-

ation pathways back to the ground state. Recent advances in the development of

very fast laser pulses means that there is an experimental set up available to in-

vestigate processes that are as fast as the ultrafast relaxation of excited heteroaro-

matic chromophores. One procedure that has had a rapid rise in popularity, due

to its ability to follow the evolution of an excited state, is a so-called pump-probe

experiment.[65, 146–148] This technique has been been designed so that the molecule

is pumped (i.e. excited) with a laser of a set wavelength and then probed using a

number of di↵erent wavelengths, after a varying time delay (Dt is typically in the

order of 10s of f s).[149] This generates a time-resolved photoelectron (TRPE) spec-

trum that can map the decay of specific states. In combination with computational

calculations, these experiments can contribute to the understanding of the behaviour

of biologically relevant heteroaromatic chromophores.

Powerful computational methods, using response theory as well as multi reference

electronic structure techniques, such as CASSCF, introduced in the Theory section of

this thesis, can now be used to investigate both absorption and relaxation character-

istics of molecules the size of the systems introduced in Figure 3.2. Especially useful

in this regard is the capability of modern computational algorithms to locate mini-

mum energy crossing points along conical intersection seams, and investigating the

local topology of the potential energy surface.[104, 107, 150, 151] Even though such

calculations are challenging,[152] the output is crucial in helping the interpretation of

the TRPE output.

The work discussed in this chapter involves detailed collaboration with experimen-

tal groups specialising in time-resolved photoelectron spectra. Experimental studies

were carried out by the groups of Dr David Townsend at Heriot Watt University (in-

dole and 5-hydroxyindole) and Dr Vasilios Stavros at Warwick University (imidazole

and its methylated derivatives). The relevant experimental data collected by these

groups is referenced below as appropriate.
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3.2 The excited states of indole and 5-hydroxyindole

When the components of the eumelanine polymer presented in Figure 3.2, which is

the main form of melanin pigment in the human body, is looked at more closely, it

becomes clear that they share a common motif; the indole structure (Figure 3.3).

Indole could clearly provide a good first approximation for a study into the absorption

and relaxation processes of eumelanine. As both DHICA and DHI (Figure 3.2) also

have a hydroxyl group in the 5-position, an investigation of indole compared with

5-hydroxyindole could shed light into the role of this hydroxyl group in the melanin

system.

Figure 3.3: Indole and 5-hydroxyindole are good starting motives when investigating
the excited state dynamics of the components of eumelanine

The excited states of indole are already well characterised and experiment made in

the region of 220 - 285 nm have identified two pp⇤ states of A0 symmetry, These are

traditionally described as being of either 1La or 1Lb-character.[117], as introduced in

the Theoretical Background section. Both the 1La and 1Lb states are short lived, as

can be seen from the lack of vibrational structure in absorption spectra from previous

experiments.[153, 154] The short lifetime of the 1La state has been suggested to be

due to the fact that the minimum possible being close to a barrier-less path to a

conical intersection to the 1Lb state. There is also evidence of a vibronic band lying

very close to the 1Lb minimum with a curiously short life time, caused by coupling

to an additional dissociative electronic state. Put together, these facts all indicate

that the presence of an optically dark ps⇤ state. A ps⇤ state is dissociative along

the coordinate aligned with the anti-bonding s⇤ orbital between the H atom and the

heteroatom, here N.

Dissociative states of ps⇤ character in heteroaromatic molecular systems have

been under a lot of investigations, theoretical as well as experimental, in recent years
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and are now recognised as a very common feature controlling excited state relaxation

dynamics of heteroaromatics.[155–157] In indole the ps⇤ state is of A00 symmetry with

significant Rydberg character. Sobolewski and Domcke have carried out extensive

calculations on indole, and suggest that the pp⇤ states couple with the ps⇤ along the
N-H stretching coordinate.[158] They also found a conical intersection connecting the

ps⇤ state with the ground state at longer N-H bond extensions. The latter provides

a fast and e�cient route to remove excess UV energy non-radiatively.

This collaborative section evaluates the role of the ps⇤ state in the relaxation

dynamics of the 1La state of indole and 5-hydroxyindole, estimating whether this state

plays a role in its very fast decay path, and the e↵ect of 5-hydroxylation on these

dynamics. The tools used were TRPE spectroscopy in conjunction with high level CC

response theory and multi-reference computational calculations.

3.2.1 Optimised Geometries

In order to evaluate accurate excited states, and their properties, of indole and 5-

hydroxyindole the molecules were first optimised on their ground state potential energy

surface using DFT. For organic molecules that have a well defined ground state

determinant (i.e. no apparent static correlation issues) DFT is an advantageous

method for optimisation of molecules of this size.[159] This is especially true when

using the B3LYP hybrid functional, as introduced in the Theory section of this thesis,

which has become the go-to functional for ground state potentials of organic systems.

At each B3LYP/aug-cc-pVDZ ground state stationary point found analytical hessians

were computed to evaluate each point as a minimum. Structures are presented in

Figure 3.4

Both indole and 5-hydroxyindole are planar aromatic systems, with the N-H bond

pointing orthogonally out from the p-system, of which the nitrogen lone pair takes

part. The 5-hydroxyl substituent have minima where the O-H bond is in the plane

of the p system. All aromatic bonds are kept within 0.01 Å upon hydroxylation,

indicating that the functionality has little e↵ect on the aromaticity of the p-system
in the ground state.
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Figure 3.4: Optimised ground state minimum geometries of the indole and 5-
hydroxyindole molecular structures, with bond lengths reported in Ångström.

3.2.2 Vertical UV absorption spectra

Coupled Cluster and DFT with its linear response (LR) was used to calculate both

excitation energies and oscillator strengths. In this work the CC expansion was trun-

cated at the CCSD level, meaning the e↵ect of both single and double excitations on

the ground state were included. The CCDR(3) method was also used to investigate

the e↵ect of triple excitations by adding a non-iterative correction in order to make

excitation energies correct to 3rd order in the fluctuation potential.

The vertical states and their oscillator strengths for indole and 5-hydroxyindole

were calculated at the TD-DFT, LR-CCSD and CCDR(3) levels of theory, using

the Gaussian[160] and Dalton[161] suites. An aug-cc-pVDZ basis set was used as

considered necessary in order to capture states with large Rydberg-type character,

such as the ps⇤ state of indole. The CC and DFT response results were in good

agreement with each other, and the CC set of absorption energies and oscillator

strengths are presented in Table 3.1 Both state ordering and relative state ordering

are agreeing well with previous calculations [162, 163].

For each excited state calculated, the orbitals involved in the transitions were

plotted along with their response eigenvector coe�cients, Rci, in Figure 3.13. The

coe�cients indicate the importance of the pictured transition in the right hand eigen-

vector of the state.[124] These orbitals help to show the general character of each

state, and also aid the interpretation of the experimental output from the TRPE ex-

periment as discussed in the following section. Here it is for example clear that the
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Table 3.1: Resulting optical parameters for indole and 5-hydroxyindole at the linear
response CCSD and CC(3) levels of theory, using the aug-cc-pVDZ basis set

Indole 5-hydroxyindole

State CCSD CCR(3) f CCSD CCR(3) f
1A0(1Lb) 4.823 4.762 0.0280 4.539 4.458 0.0636
1A0(1La) 5.241 5.117 0.1018 5.204 5.087 0.1223
1A00(1ps⇤NH) 5.046 5.017 0.0022 4.945 4.930 0.0000
1A00(1ps⇤OH) . . . . . . . . . 5.063 5.045 0.0003

1ps⇤ valence states are highly mixed with a di↵use state of Rydberg-type.

Figure 3.5: Orbitals involved in the transition to the 1La, 1Lb and 1ps⇤ states of
indole and 5-hydroxyindole. Their their associated LR-CCSD amplitudes, Rci, and
oscillator strengths, f , are also indicated

In Figure 3.6 the experimental gas-phase UV absorption spectra for both indole

(dashed line) and 5-hydroxyindole (solid line) is presented. There is a clear agreement

between experiment and theory in the e↵ect of hydroxylation. Whilst the 1ps⇤NH and
1La state stay in a relatively similar position energetically upon hydroxylation, the
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1Lb state is shifted by more than 0.3 eV in the calculated spectrum. Looking at the

experimental data the broad peaks that correspond to the 1La state, between 220 nm

and 280 nm, are both in the same position despite hydroxylation. The 1Lb absorption

on the other hand is both red-shifted, as predicted in the calculations, as well as

broadened. It is worth to note here that the 1Lb state origin has been shown previously

to be at 283.8 nm for indole[164–166] and 303.9 nm for 5-hydroxyindole[163, 167].

The red shift is clearly much larger in the experiments presented here. The fact

that the absorption cell used in the experiment was at a high temperature, creating

hot-bands during the measurement, explains this e↵ect.

Figure 3.6: Experimental UV absorption spectrum for indole (dashed line) and 5-
hydroxyindole (solid line) in the gas phase. The two excitation wavelengths for the
pump-probe experiment (249 nm and 273 nm) are also indicated. This figure is
reproduced from [168].

3.2.3 Excited state relaxation dynamics

In order to probe the landscape of the excited states of indole and 5-hydroxyindole and

help in the interpretation of the experimental pump-probe outputs, rigid scans were

run along important bond dissociation coordinates. Scans such as these illustrate cut-

outs of the potential energy surfaces along coordinates that are of significance. Here
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both the N-H bonds and the O-H bond were probed, in order to estimate the position

of the 1ps⇤ states as well as any barriers separating the Franck-Condon region from

reaction channels along this coordinate. The ground state as well as the 1La, 1Lb

and 1ps⇤ states were all investigated along the N-H coordinate for indole and along

the N-H and O-H coordinate for 5-hydroxyindole using CCSD response theory. Figure

3.7 shows the resulting plots that will be used as a guide to help interpret the output

from the TRPE experiment

Figure 3.7: Potential energy plots along the N-H coordinate for indole and along the
N-H and O-H coordinates for 5-hydroxyindole

The pump-probe experiment was carried out by members the Townsend research

group at Heriot Watt University and involved two excitation wavelengths, 249 and

273 nm respectively for indole and 5-hydroxyindole. Indole was then probed at 300

nm whilst 5-hydroxyindole was probed at 320 nm. Combined, these values are larger

than the vertical ionisation energies for both molecules, which are 7.90 eV (157 nm)

for indole and 7.72 eV (160 nm) for 5-hydroxyindole. The pump-probe delay was

varied within a 50 ps experimental window.
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The output from the TRPE experiments result in the estimation of time delay

constants, t . These essentially indicate mean life-time associated with the di↵erent

processes that are taking place. In Figure 3.8 the time constants for indole and

5-hydroxyindole, excited at 249 nm ((a) and (c)) and 273 nm ((b) and (d)), are

presented. These constants, and their spectra, were determined using a standard

fitting procedure as described in Ref [169]. The fitted relative amplitudes of the time

constants are presented as a function of the electron kinetic energy, which results in

a set of decay associated spectra, DAS. Even though the time constants themselves

have a numerical uncertainty of ±20%, the advantage of using TRPE lies in the

comparison of the relative amplitudes of the time constants in the DAS with each

other. This provides a way to resolve processes which occur on similar timescales

from each other, which is very useful as it means the states, and their dynamics, can

be evaluated individually. The three components of the decay process determined

from this data set were t
1

<100 fs and t
2

= 0.7 - 1.4 ps as well as t
3

, which represent

an extremely long-lived signal.

Excitation of indole at 249 nm wavelength has been shown previously to populate

the 1La state exclusively.[170–172] In the region of 0.6 to 1.0 eV in the DAS of indole,

(excited at 249 nm (a) in Figure 3.8), there is a large positive amplitude for t
1

that

corresponds to the decay of the initial 1La state. Looking at the 0.1 - 0.6 eV region

for the same time constant there is an onset of a negative amplitude signal, indicating

population of a new state. Below 0.25 eV the signal has good overlap with the t
3

time constant which originates from the 1Lb state. The reason this time constant can

be associated with the 1Lb state is clear from earlier theoretical work[155, 158, 162]

as well as the potential energy profiles in Figure 3.7. As indicated in the indole plot,

the 1La is strongly bound along the N-H coordinate, meaning that decay is not likely

to occur through N-H bond fission as previously suggested.[173] In the 0.25 - 0.6 eV

energy region of t
1

the signal does not mach t
3

, but instead overlaps in both shape

and amplitude with the 0.7 - 1.4 ps time constant, t
2

. The signature is suggested

to correspond to the 1ps⇤ state, as it has been implicated in previous calculations

and experiments.[155, 174] It is also worth to note that this signature has no initial

population, but competes with t
3

as a relaxation pathway for the initially populated
1La state. At 0.7 ps the lifetime of the 1ps⇤ state is relatively long. But a look at

the energy profiles along the N-H coordinate in Figure 3.7 seems to indicate that the
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Figure 3.8: Decay associated spectra (DAS) for indole, (a) and (b), and 5-
hydroxyindole (c) and (d). The time constants are all fitted to each other, where
the maximum amplitude of t

3

is set to 1 and the other amplitudes are scaled relative
to this. Reproduced from [168].
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crossing takes place in the vicinity of the small barrier at 1.35 Å, which explains the

long-lived nature of the state.

The DAS of indole excited at 273 nm shows very similar profiles to the 249 nm

excited signatures, with initial population into the 1La state, followed by a competing

relaxation into either the 1Lb or the 1ps⇤ state, all at the same electron kinetic

energies. Curiously, the time constant for the 1ps⇤ state, t
2

, is significantly longer

than at the higher energy excitation (1.2 ps vs. 0.7 ps). As the excitation energy is

lower than before the 1ps⇤ state is unlikely to be able to cross the barrier in order

to access the decay channel to the S
0

ground state (at the elongated N-H bond). A

di↵erent vibrational mode must therefore be involved in this decay. We were however

unable to locate such a crossing and it remains an open question.

So, as a summary, the experiments at 249 nm and 273 nm excitation wavelength

suggests that the dynamics of indole, after excitation into the 1La state, is dominated

by rapid relaxation through non-adiabatic coupling to both the 1Lb state and the

optically dark 1ps⇤ state.
The location and nature of these crossing points were then investigated using

CASSCF calculations, as neither DFT nor CC response methods are suitable for the

construction of qualitatively correct wave functions in areas of non-adiabatic coupling

between ground and excited states (as in the case of the S
0

and 1ps⇤ state crossing).
The active space was constructed of 12 electrons in 11 orbitals, and included 6 p
orbitals as well as four p⇤ and one s⇤, to capture the character of the states of

interest. Two issues are important to point out before looking into the CASSCF

results. First; the ordering of the first 1pp⇤ states, corresponding to the 1La and
1Lb states, is highly sensitive to dynamical correlation. As CASSCF only incorporates

dynamical correlation between the electrons included in the active space care must

be taken when evaluating energetics of the states. Second; as soon as the geometries

start to distort, in areas of the excited state surfaces removed from the Franck-Condon

region, the labels 1La and 1Lb lose their actual meaning. Conical intersection searches

were carried out for crossings of the 1pp⇤ states, the 1pp⇤ / 1ps⇤ states and the 1ps⇤

/ ground (S
0

) state, using a 6-31+G(d) basis. Minimum energy conical intersections

were found along the seam of intersection between all three pairs of states, and their

branching space vectors, the gradient di↵erence (GD) and derivative coupling (DC)

vectors, are illustrated in Figure 3.9.
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Figure 3.9: Derivative coupling (DC) and gradient di↵erence (GD) vectors for each
crossing point in the indole CASSCF calculation.

The crossing between the two 1pp⇤ states does not occur along the N-H dis-

sociation coordinate, but involves out-of-plane puckering by the N atom as well as

N-C
2

bond stretching. This active space is similar to previous theoretical work.[154]

As expected from previous work on 1ps⇤ states the crossing between the 1ps⇤ and
the ground state is found at an elongated N-H bond, at 1.8 Å.[155, 158, 162] The
1pp⇤ / 1ps⇤ crossing is located at a 1.2 Å N-H bond distance and involves in-plane

movement in the N-C
2

bond as well as bond contraction between the N and the

ring-fused C atom.

With regards to the e↵ect of 5-hydroxylation on the relaxation dynamics of indole,

the DAS signatures in Figure 3.8 at 249 nm ((c)) and 273 nm ((c)) it is clear that

all time constant amplitudes are found at the same kinetic energies as in indole. The

relative amplitudes also show that there are no competing pathways involved that

could be due to coupling to any new states. The OH 1ps⇤ state does not interact

with the states that were initially populated. These results can be rationalised when

looking at the orbitals involved in the transitions (some of which are presented in

Figure 3.13), as it becomes evident that the O-H anti-bonding set is a spectator in
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the description of these states. The core indole moiety can therefore be postulated to

be the crucial component that controls the excited state dynamics of the eumelanine

complex.

3.3 The excited states of imidazole and its methy-

lated derivatives

The 1ps⇤ state, as introduced in the previous section on indole, has been the topic of

many studies, both theoretical and experimental, in recent years. The reason for this

interest is the realisation that this state might be the trigger for the ultrafast decay

that control the excited state dynamics of heteroaromatic compounds, and thereby

contributing to the photo stability of the bimolecular building blocks that incorporate

the heteroaromatic motif. [155–157, 175]

One interesting viewpoint on this state and its role in excited state dynamics is

the e�ciency by which it couples to the ground, S
0

, state and to nearby 1pp⇤ states.
An evaluation of the coupling e�ciency as a function of molecular structure could not

only contribute to the fundamental understanding of the dynamics of these states,

but also shed new light into how structure can control excited state dynamics of this

important set of bimolecular building blocks.

Using a pump-probe set-up in combination with a velocity map imaging (VMI)

device is one way of targeting the dynamics of the 1ps⇤ state.[176, 177] The incor-

poration of the VMI component stems from a set up that involves excitation of the

system to induce photo fragmentation along a dissociative coordinate such as that of

a 1ps⇤ state. The fragments produced by the photo fragmentation are accelerated

using electrostatic lenses towards a detector that will register not only a signal that

is dependent on time but also on kinetic energy. As a 1ps⇤ state is dissociative in

character along the X-H bond (where X is any heteroatom) a measurement of the

resulting H+ ions and their kinetic energy can give an indication on the relaxation

dynamics that were involved in the creation of the fragment. The general idea is

that e�cient coupling between the 1ps⇤ and the S
0

state leads to a molecule in a

vibrationally hot S
0

state. Any H-atom dissociation then happens through statistical

unimolecular decay, leading to H+ ions of comparatively LOW kinetic energy. On
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the other hand, if the coupling between the states is less e�cient, the H-atom will

dissociate directly from the 1ps⇤ state, generating H+ ions of HIGH kinetic energy.

Theoretical calculations as to the actual position of the states involved in the spe-

cific molecular system will contribute to the understanding of the pump-probe VMI

experiments.

This study set out to investigate the dynamics of the core building blocks of the

genetic material. Realising that both adenine and guanine ((A) and (G) in Figure

3.2) contain an imidazole component provides a starting point. This molecule is of

an ideal size to investigate structure/excited state dynamics relationships. Previous

calculations on imidazole by Barbatti et al. [178] has shown that the crossing between

the 21A0 (1pp⇤) and the 11A00 (1ps⇤) in imidazole is mediated by motion out of the

plane of the aromatic system. We therefore set out to investigate the e↵ect on the

excited state dynamics of imidazole as a function of methylation of the ring. The

systems are pictured in Figure 3.10. As more bulky groups are added the access to

the out-of-plane modes are expected to be impaired, and so the e�ciency of the
1pp⇤/1ps⇤ coupling can be evaluated at the same time as the 1ps⇤/S

0

dynamics.

Figure 3.10: The series of methylated imidazole structures investigated here; imi-
dazole, 2-methylimidazole (2-MI), 4-imidazole (4-MI) and 2,4-dimethylimidazole(2,4-
MI)

3.3.1 Optimised Geometries

The series of imidazole and its methylated derivatives were first optimised on their

ground state potential energy surface using DFT with the B3LYP functional and the

6-31G* set of basis functions. Analytical Hessians were estimated at each stationary

point found, in order to confirm minimum energy geometries. The optimised struc-
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Table 3.2: High kinetic energy time constants, tH , and low kinetic energy time
constants, tL, imidazole, 2-MI, 4-MI and 2,4-MI

Time constants / fs

Molecules tH tL
imidazole 78 ± 37 163 ± 50
2-methylimidazole 131 ± 16 305 ± 57
4-methylimidazole 185 ± 37 334 ± 59
2,4-methyl imidazole 139 ± 56 250 ± 105

tures are presented in Figure 3.11. The e↵ect of methylation on the ground state

geometry is minimal, and all aromatic p-bonds stay within 0.01 Å.

Figure 3.11: Optimised bond lengths (Å) of the ground state minimum geometries
of the imidazole series investigated here.

3.3.2 Time resolved H+ signals

The pump-probe experiment was used together with VMI techniques and carried out

by members of the Stavros research group at Warwick University. They result in

a spectra of H+ signal intensity as a function of the time delay, as illustrated for

unmethylated imidazole in Figure 3.12. The pump wavelength used was 200 nm

whilst the probe wavelength was 243.1 nm. The data in the figure is fitted using a

standard fitting procedure described in ref. [179]

For each energy component a time constant can be deduced: tH for high kinetic

energy H+ signals and tL for low kinetic energy signals. Time constants for imidazole,

2-MI, 4-MI and 2,4-MI are presented in Table 3.2.
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Figure 3.12: Results from the pump-probe experiment (excited at 200 and 243.1 nm
respectively). High energy components for the imidazole molecule are shown in (a)
and low energy H+ signals in (b), as a function of the pump/probe delay. These are
used to estimate separate time constants, t , for both components. Reproduced from
[175].
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Absorption at 200 nm of imidazole to the 21A0 state, followed by relaxation through
internal conversion to the 11A00 state and subsequent dissociation happens with a

time constant of 78 ± 37 fs. As this is the high kinetic energy time constant it is a

result of dissociation along the 1ps⇤ state. This suggests that build up in the 1ps⇤

is very rapid, meaning that the distortions of the ring to facilitate the 21A0 11A00

coupling is very e�cient. Even though this strongly suggest that the 1ps⇤ state

actively participate in this conversion, the fact is that only the H-dissociation mode

is investigated here. That means that the dominance of this or other modes, such as

ring-opening reported by theoretical work, can not be ruled out.[178]

Considering the low energy signal for imidazole, the time constant is 163 ± 50 fs.

It was postulated in the introductory section of this study that the slow H+ atoms

could result from unimolecular decay, caused by highly vibrationally excited modes,

on the S
0

surface. However, the general time frame for statistical decay is in the

order of ns.[180] Clearly these H-atoms originates from other processes. Multiphoton

processes, such as further absorptions of pump photons by the parent, has been seen

in previous work and could be a likely candidate.[181]

Methylation e↵ects on the imidazole transient signals is also summarised in Table

3.2. Both the high and low kinetic energy time constant components are longer in

2-MI, 4-MI and 2,4-MI compared to the imidazole parent system. As theory has

postulated ring distortions to be responsible for the coupling of the 21A0 and the

11A00 (1ps⇤) state the addition of bulky methyl groups could hinder this motion.

This would clearly explain the high kinetic energy component lengthening. For the

low energy component however, as the origin of this signal it not definitely known, it

is not straight forward to draw conclusions as to its time constant increasing.

One theory as to the increased time constants could be the increased densities

of vibrational states at the excitation frequency used in this experiment The more

vibrational modes that gets excited at 200 nm, the more the system can sample

the space orthogonal to the ones that facilitate coupling. This leads to increased

possibilities of sampling these modes, which do not couple the 21A0 and 11A00 surfaces,
meaning that the system spends more time on the 21A0 state, leading to longer time

constant for both high and low kinetic energy H-atom signals.

In order to investigate whether the increase in time constants upon methylation of

imidazole is caused by an increase in vibrational modes, computations of the vertical

73



Table 3.3: Vertical Excitation energies (DE) for imidazole and its methylated deriva-
tives for the 2

1A0  X1A0 transition. The experimental values are extracted from the
UV absorption spectrum in Figure 3.3

DE for the 2

1A0  X1A0 transition /eV

Molecules DFT CCSD CCSDR(3) Expt.
imidazole 6.16 6.55 6.44 ⇠5.55
2-methylimidazole 5.95 6.58 6.51 ⇠5.50
4-methylimidazole 5.87 6.30 6.20 ⇠5.45
2,4-methyl imidazole 5.69 6.23 6.19 ⇠5.35

electronic states available were carried out. The expectation would be that the energy

di↵erence between the (21A0) excited state relative to the ground state ( X1A0) would
be smaller for 2-MI, 4-MI and 2,4-MI when comparing to imidazole.

3.3.3 Vertical UV absorption spectra

Excitation energies were calculated using CC and DFT with their linear response for

the 21A0 (1pp⇤) state of all methylated imidazole derivatives. For the CC calculations,

the CCSD method was used in conjunction with the aug-cc-pVTZ basis set and also

CCSDR(3) with the aug-cc-pVDZ basis using the Dalton 2.0 code.[161] For the TD-

DFT calculations, the B3LYP functional was used with the aug-cc-pVTZ set of basis

functions, using the Gaussian software suite.[160] The energy di↵erences of the states

are presented in Table 3.3

These calculations for imidazole gives similar energies as previous theoretical

work.[182] The coupled cluster calculations are all in agreement with the DFT calcu-

lations with respect to the magnitude of the energies. The DFT results are however

more in agreement with the experimental spectra presented in Figure 3.3 when it

comes to the e↵ect of methylation trend, and are also essentially converged with

respect to basis set.

The DFT results indicate that methylation of the imidazole system lowers the

energy of the 21A0 state, increasing the density of states accessible at 200 nm. This

supports the observed increase in time constants for the H-atom transient signals for

both 2-MI and 4-MI in Table 3.2. The 2,4-MI signals are however curious in the fact
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Figure 3.13: UV absorption spectra of imidazole (black), 2-MI (red), 4-MI (blue and
2,4-DMI (green), in the vapour phase. Reproduced from [175]

that they are faster than the 2-MI and 4-MI signals at low kinetic energy, and faster

than 4-MI at high kinetic energy, despite being more substituted with bulky groups.

It does indicate that the 21A0 potential energy surface for 2,4-MI have a topology

that allows for even more e�cient coupling of the 21A0 and 11A00 states.

3.4 Conclusion

Time resolved pump-probe experiments were combined with high level response theory

and multi-reference calculations in order to investigate the excited states of the core

component of the eumelanine pigment, using indole and 5-hydroxyindole, and the

adenine nucleic acid, using the imidazole molecule.

The non-adiabatic dynamics of indole and 5-hydroxyindole are both dominated by

initial ultrafast (<100 fs) relaxation dynamics from the prepared 1La state. A 1ps⇤

state as well as the 1Lb state both provide relaxation channels for this decay. The

similarity of the dynamics with or without 5-hydroxylation suggests that the role of

the OH-group is negligible, and indicates that the indole moiety, and the N-H 1ps⇤

state, is very important in controlling the dynamics of the eumelanine pigment and

its photostability.

Imidazole can be used as an approximation of the adenine nucleic acid base,

and incorporating methylated derivatives show that the relaxation dynamics from the

21A0 state, via the 1ps⇤ state to subsequent dissociation, is a very complex problem.
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Whilst the relaxation and dissociation resulting in high kinetic energy H-atoms in

imidazole happens with a 78 ± 37 fs time delay the low kinetic energy H-atoms are

produced at 163 ± 50 fs. This is too fast to be attributed to unimolecular decay and

is more likely caused by multi photon absorption processes. Methylation increases the

time signals as a result of both hindering of ring distortions as well as the increase of

vibrational modes accessible to the systems.

In small heterocyclic aromatic molecules the excited state dynamics is clearly

dominated by the presence of so-called 1ps⇤ states in the examples looked at in

this chapter. Computational studies in combination with pump-probe experiments

means that these types of states can be investigated intimately, which can lead to

conclusions with regards to the participation of these types of states in the dynamics

of important bimolecular systems such as melanin pigments or nucleic acids.
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Chapter 4

Linear and Non-Linear Absorption

in Substituted Porphycenes

4.1 Introduction

A molecular structure related to the porphyrin core is the porphycene (Pc) com-

pound, a reduced porphyrin isomer introduced in the Theoretical Background sec-

tion. The Pc core structure has been shown to have a maximum absorption at

slightly longer wavelengths than porphyrins (around 633 nm) due to lower molecu-

lar symmetry and has potential as a promising candidate for PDT for a number of

reasons. Not only does in-vitro studies show a modest singlet oxygen quantum yield,

Pc and its derivatives also show selective uptake in membrane related organelles,

such as the mitochondria.[183, 184] As organelles of these types are crucial for cell

function, application of radiation lead to very e�cient apoptosis (cell suicide) of the

cells targeted by the photosensitiser. From a photocheimists point of view however,

the main advantage of porphycene over porphyrin however lies in the application of

TPA PDT.

The Pc macrocycle was the first porphyrin isomer to be synthesised, in the late

1960, and theoretical, as well as experimental, results show that the Pc system has a

very strong TPA compared to porphyrin analogues in the same spectral region.[185,

186] As such it is a promising molecular starting point for a study into the e↵ects of

systematic structural variations on its TPA spectra[114, 183, 187, 188].
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For the simultaneous absorption of two photons, the transition moment tensor

Mab for the TPA is determined from the quadratic response term, as introduced in

the Theoretical Background chapter. The actual TPA transition strength, dTPA, is

then estimated as a rotationally averaged quantity:

d = Fd F +Gd G +Hd H (4.1)

d F =
1

30

Â
a,b

Ma,aM⇤b ,b

d G =
1

30

Â
a,b

Ma,b M⇤a,b

d F =
1

30

Â
a,b

Ma,b M⇤b ,a

The values F , G and H depend on the polarisation of the incident photons and the

conditions applied in this work was linear polarisation, where F = G = H = 2.

In the study presented in this chapter we have chosen to investigate the TPA

qualities of the Pc macrocycle, and specifically how these vary with molecular struc-

ture. As electron acceptor- or donor-groups, attached with and without an extended

p-bridge, have been demonstrated previously to increase the TPA transition strength

the derivatives here were designed with 2,7,12,17–nitrophenyl substituents as strong

electron acceptors (PcPN) and 2,7,12,17–dimethylamine substituents as strong elec-

tron donors (PcDMA). A phenyl-bridge was chosen to extend the p-system and pro-

mote charge transfer through the structure. We also investigated the e↵ects of the

coordination of the macrocycle to a Zn and Pd metal centre. The addition of Zn has

shown to be beneficial in OPA PDT using the phthalocyanine photosensitiser, both

in improving its OPA absorption as well as the facilitation of greater cellular uptake.

Inclusion of Pd was chosen both due to its common usage in numerous experimental

assays for the study of O
2

phosphorescence, as well as a starting point for future

studies into its e↵ects on internal pathways such as ISC in the photosensitiser. The

Pc derivatives were designed as illustrated in Figure 4.1 and Table4.1, and selected to

highlight how a systematic change in molecular structure ultimately a↵ects the TPA

transition strength.

This work focuses on the dTPA as calculated using the quadratic response of
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Figure 4.1: This figure illustrates the substitution pattern used for the porphycene
derivatives investigated in this study. The full list of derivatives are found in Table
4.1

Table 4.1: Porphycene derivatives investigated in this study. “R”, “n” and “X”
refer to electron donor/acceptor groups, degree of conjugation and macrocyclic core
respectively, as illustrated in Figure 4.1.

Compound R n X
PcPN PN 0 2H
PcCPN PN 1 2H
ZnPcPN PN 0 Zn
ZnPcCPN PN 1 Zn
PdPcPN PN 0 Pd
PdPcCPN PN 1 Pd
PcDMN DMN 0 2H
PcCDMN DMN 1 2H
ZnPcDMN DMN 0 Zn
ZnPcCDMN DMN 1 Zn
PdPcDMN DMN 0 Pd
PdPcCDMN DMN 1 Pd
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a DFT reference. This method is also ideal for optimisation of the geometries of

Pc - type molecules as it scales favourably with the size of the system, making

accurate geometries possible for large structures. The basic Hartree-Fock method is

also well known to fail to accurately describe the aromaticity pattern of these systems,

unless coupled with computationally expensive correlation methods.[189, 190] These

advantages of DFT are combined with photochemical properties through the use of

time-dependent DFT, where the linear and quadratic response functions gives OPA

and TPA information respectively.[43, 44, 111, 121, 122] The applicability of the

chosen structures as photosensitiser agents for use in a biological environment was

further investigated by calculations of the OPA spectra with the systems immersed

in a polarisable continuum solvent, using the PCM method. This method has been

shown to be successful in combination with linear response DFT for reproducing

optical spectra of porphyrins in solution. [191, 192]

4.2 Computational Details

The ground state geometries of each molecular system were optimised using the hybrid

B3LYP exchange- correlation functional with the 6-31G* Pople-type basis set on all

light atoms. For the metal atoms a relativistic Stuttgart/Dresden (SDD) pseudo

potential was applied for the core electrons and the corresponding basis set for the

valence electrons[73, 193, 194]. Analytical Hessian calculations were performed to

confirm the nature of the stationary point.

At each confirmed ground state optimised geometry one- and two-photon ab-

sorption spectra were computed using linear response and quadratic response. All

geometry optimisations and OPA linear response calculations were computed using

Gaussian 09,[160] whilst TPA quadratic response theory calculations were performed

using a local version of the Dalton 2.0 program[161].

The linear response calculations were carried out with the Coulomb-Attenuated

version of the Becke three-parameter hybrid B3LYP functional, CAM-B3LYP[93]. The

CAM-B3LYP functional was also employed in the quadratic response calculations.

When considering calculations of molecular properties the nature of the pertur-

bation needs to be considered when choosing a basis set and, as the absorption of

radiation depends on the polarisability of the electron cloud, polarisation functions
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are considered important. However, the importance of di↵use functions is expected

to diminish as the number of basis functions are increased. In order to see how well

this statement applied in our case and to get a suitable reference for our calculations

we chose the relatively simple 6-31G* as the basis set on the light atoms for a linear

response calculation on the Pc core and compared with a basis that includes di↵use

functions. As can be seen from table 4.2 the 6-31G* basis reproduces state order-

ing, energies and oscillator strengths results from the di↵use function basis, up to

240nm, and hence describes well the important Soret- and Q-regions of porphyrins.

6-31G* functions were therefore used for all light atoms as it was expected to provide

a suitable balance between computational cost and accuracy.

In order to assist in the interpretation of the excited states data, a NTO represen-

tation was calculated for each excited state of interest from the linear calculations.

Solvent interactions were estimated using the PCM, in which the calculation is car-

ried out within a cavity surrounded by a reaction field from the solvent. The solvent

was specified as water using the standard dielectric constants of Gaussian09 and non-

equilibrium solvation was used in order to avoid the solvent adjusting to the excited

state geometry. The solvatochromic e↵ects determined leads to information regard-

ing shifts in the absorption bands, in both OPA and TPA, but the e↵ect on intensity

profiles is determined only for OPA. The calculation including solvent e↵ects on TPA

is not determined here, although the methods exist [195–197].

4.3 Results and Discussion

4.3.1 Geometry Optimisations

The compounds included in this study all have substituents with a limited number of

rotational degrees of freedom. In order to inspect the e↵ect of various rotomers an

investigation was carried out on one of the selected compounds. A model system,

PcPN, was manipulated by varying the starting dihedral angles between the plane of

the macrocyclic core and the plane of the substituents, as described in Figure 4.2 and

Table 4.3. The ground state energy di↵erences between the various rotomer confor-

mations were found to be very small. Each rotomer was subsequently investigated

for OPA and TPA and the di↵erences in the investigated spectra were also found to
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Table 4.2: Resulting OPA spectrum from a basis set comparison on the Pc core.
6-31G*

wavelength (nm) energy (eV) oscillator strength symmetry
575 2.195 0.1562 1Bu
541 2.319 0.2392 1Bu
359 3.54 0.0000 1Ag
354 3.574 0.0136 1Bu
312 3.998 0.7685 1Bu
306 4.075 0.7302 1Bu
299 4.179 0.0000 1Ag
297 4.208 0.0000 1Bg
290 4.331 0.0000 1Au
286 4.391 0.5506 1Bu
265 4.723 0.0000 1Ag
248 5.032 0.0000 1Ag
238 5.249 0.0000 1Ag

aug-cc-pVDZ
wavelength (nm) energy (eV) oscillator strength symmetry

583 2.125 0.1489 1Bu
553 2.238 0.2271 1Bu
358 3.456 0.0000 1Ag
356 3.474 0.0340 1Bu
320 3.865 0.7760 1Bu
314 3.946 0.9129 1Bu
301 4.116 0.0000 1Ag
296 4.181 0.0000 1Bg
289 4.284 0.0000 1Au
287 4.309 0.3634 1Bu
268 4.618 0.0000 1Ag
252 4.901 0.0000 1Ag
242 5.110 0.0000 1Ag
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Table 4.3: Geometrical rotational parameters illustrating the results of the rotamer
investigation. Angles are specified in Figure 4.2

Compound Starting Angles Optimised Angles dTPA E
a b c d a b c d

PcPN-1 90 90 90 90 137 42 45 136 0
PcPN-2 135 135 45 135 134 137 44 138 7⇥10

�5

PcPN-3 45 45 135 135 44 45 134 137 2⇥10

�4

PcPN-4 135 45 135 135 135 44 134 137 7⇥10

�5

be very small, and the molecules studied were a combination of all conformers.

Figure 4.2: Ground state rotomers of one Pc derivative were investigated. Full data
from the optimisation results are found in Table 4.3

Key parameters of the geometry optimisation of all molecules are presented in

Figure 4.3 as well as Table 4.4. The minimum energy geometry that was found for

the free porphycene macrocycle is completely flat and of C
2h symmetry. In the lowest

energy geometries of the further systems on the other hand, a twist can be seen in the

porphycene centre leaving it non-planar. The out of plane twist is not very profound in

the cases where the macrocycle is coordinated to a metal, although it is still evident.

The non-planarity does not e↵ect the symmetries of the systems, and they transform

according to the elements of their respective point groups (Figure 4.4).
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Figure 4.3: PcCPN and PcCDMN with angles indicated to demonstrate selected ge-
ometrical parameters of the chromophores in this study. Parameter data is presented
in Table 4.4

Table 4.4: Data for the geometrical parameters introduced in Figure 4.3
Compound Angles Point Group

a b c d a’ b’ c’ d’
Pc D

2h
PcPN 46 43 46 43 C

2

PcCPN 45 44 45 44 37 -36 37 -36 C
2

ZnPcPN 46 45 136 44 C
1

ZnPcCPN 46 44 46 44 36 37 -36 -36 C
3

PdPcPN 47 45 136 44 C
1

PdPcCPN 47 45 47 45 37 37 37 37 D
2

PcDMA C
1

PcCDMA 42 40 42 40 C
2

ZnPcDMA C
1

ZnPcCDMA 42 42 42 42 D
2

PdPcDMA C
1

PdPcCDMA 43 43 43 43 D
2
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Figure 4.4: Optimised geometries of Pc, PcPN and PdPcPN. Whilst the core
Pc free base is flat, the substituted derivatives all have a twist in the core
macrocyclic moiety.

85



Figure 4.5: One Photon Absorption results for Pc, as a free base or chelated to Zn
or Pd, and its various nitrophenyl (PN) and dimethylamine (DMA) derivatives
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4.3.2 One-Photon Absorption

The OPA transitions, from the linear response CAM-B3LYP/6-31G*,SDD computa-

tion, were calculated for the first 20 excited states of the optimised geometries on the

ground state potential energy surface for each system. The resulting spectra for the

free base Pc macrocycle and the various derivatives are displayed in Figure 4.5. It

is evident that nearly all the compounds display the two classic dominant regions of

absorption, the Soret- band at 300 - 400 nm and the Q-band at 550 - 650 nm. These

regions of absorptions are expected from the GFO model. As introduced earlier on

in this thesis, the relative intensity of these two bands in Pc, and the reason they

di↵er from porphyrin, is due to the non-degeneracies of the LUMO and LUMO+1

frontier orbitals. It can be seen here that the intensities of the Soret- and Q-bands

are relatively similar in Pc as well as the Pc derivatives. This indicates a deviation

from degeneracy of the LUMO orbitals, as expected, in the traditional, wavefunction-

based, orbital picture. In DFT however the evaluation of the Kohn-Sham orbitals are

not necessarily trivial and in order to further analyse the nature of the transitions the

NTOs of a selection of compounds were calculated and plotted (Figure 4.6).

Figure 4.6: NTO representation of the transitions of free base Pc.
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In the Pc core it is seen that the transitions in the Q- and Soret bands are

mainly a result of electron density redistribution within the core aromatic structure,

in accordance with the GFO model. However, a significant contribution can be seen

from a transition from an orbital that can mainly be described as the HOMO+2

frontier orbital in one of the transitions in the Soret-band (in the region of 300 nm

in Figure 4.6). Bands involving transitions like these are commonly known as N-Type

bands, in general porphyrin photochemistry. N-type states are due to absorptions

involving orbitals with significant density on the pyrrole moieties only, rather than

evenly distributed over the full p-system as in the Gouterman set. Transitions of

these types are commonly seen in wavefunction methods, such as Coupled Cluster

[61, 63, 198], as well as in TD-DFT calculations [43, 199] but normally in the higher

energy regions above the Soret-transitions. These findings correspond well to weak

absorptions that can be seen as a shoulder of the N-band in the experimental spectra

[112, 200]. Even though some TD-DFT functionals behave well in the position of the

N-states, they have also been seen to be incorrectly included in the Soret-region, and

been suggested to be responsible for TD-DFT results that reflect the experimental

shape and intensity of the Soret-band [199]. Considering the computational challenges

involved in describing a system the size of Pc correctly and the lack of experimental

resolution in the high energy region of the absorption spectra, the correct assignment

of the states involved is still a non-trivial task and the determination of the role of

N-type states in the qualitative description of the excited states of porphyrin-type

compounds in general is challenging. The introduction of long-range corrected DFT

functionals for use in TD-DFT further complicates matters. As these functionals

are designed to better describe charge transfer states, such as N-type states where

charge density is localised on the pyrrole moieties of the macrocycle instead of the

full p-system, they tend to lead to a stabilisation of these states meaning that they

are commonly found in between the Q- and the Soret-bands. The presence of N-type

transitions has lead to suggestions that the GFO model might not be entirely suitable

for the Pc core and its derivatives, and further investigations into the applicability of

this model is being carried out in our group as well as others[115].

The OPA transitions in the substituted Pc derivatives were also analysed using

their NTOs and examples of the plotted orbitals for an acceptor (PcPN) and donor

complex (PcCDMN) are shown in Figure 4.7. It is clear that the absorption in
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the Soret- and Q-regions are mainly caused by transitions within the core aromatic

structure with added N-type bands, as in Pc. There is however also evidence of charge

transfer through the conjugated phenyl moiety to and from the electron accepting

and donating substituents respectively, at short wavelengths and also in the mid-

wavelength region (at 280 nm and 380 nm respectively, for both for PcNP and

PcCDMN).

For the species that contain a metal centre, the same transition densities can be

seen as for the transitions of the previously investigated structures in the Q-region and

in the Soret-region. There is also contribution from absorption from two degenerate

d-orbitals on the metal as well as from the substituents at high energy transitions

into the Soret-region. This points to a further break down of the GFO model that

becomes evident from the relative weakening in the intensity of the Soret-band for

these derivatives. It is important to highlight at this stage that the nature of TD-

DFT using response theory (where the propagator is truncated at the level that it

only include single excitations) means that high energy transitions are likely to have

contributions of higher order excitations, and therefore not be well described.

4.3.3 Two-Photon Absorption

The TPA spectra from the quadratic response CAM-B3LYP/6-31G*,SDD calcula-

tions, were simulated for 10 excited states of each irreducible representation of the

point group that the optimised structures belongs to. It is important to note that the

wavelength of absorption presented is the total for the two-photon process, i.e. the

results presented is the resonant absorption of two photons of equal wavelength.

The spectra all show a clear main absorption into the Soret-region, at 200 -

400 nm, and very small absorption into the Q-band. The e↵ect of the substitution of

the macrocycle is seen as a red shift in the TPA maximum in all the structures inves-

tigated, compared to the free Pc macrocycle (Figure 4.8 and Figure 4.9). Addition

of an electron-withdrawing or donating substituent leads to an absorption maximum

in the region of 250 - 300 nm, which corresponds to a wavelength of incident light of

500 - 600 nm. This wavelength is approaching the optical window of tissue penetra-

tion, at 650 - 1300 nm, which is an encouraging result for applications in a biological

environment. The chelation of the base to a Zn metal leads to an even larger red-shift
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Figure 4.7: NTO representation of the transitions of PcNP and PcCDMN.
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Figure 4.8: Two Photon Absorption results for Pc, as a free base as well as chelated
to Zn and Pd with DMA derivatives

Figure 4.9: Two Photon Absorption results for Pc, as a free base as well as chelated
to Zn and Pd with PN derivatives

with an absorption maximum at 370 - 390 nm. As the corresponding operating wave-

length then would approach 740 - 780 nm these molecules absorbs well within the
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range of the optical window. With Pd coordinated to the centre of the ring the ab-

sorption maximum is further red-shifted, 350-450 nm, corresponding to an operating

wavelength of up to 900 nm. This wavelength is in an even more preferable position

in the tissue penetration window as the absorption due to various chromophores is ap-

proaching an absolute minimum at this point. For the application of the compounds

as photosensitisers for future use in PDT, the wavelength of maximum absorption is

indeed crucial, but an optimal photosensitiser must also have a high TPA transition

strength in the relevant region.

The TPA transition strength, dTPA, in the investigated compounds is improved by

addition of electron-withdrawing groups compared to the free Pc molecule. However,

the increase is only evident when substituents are separated from the macrocyclic

structure by a p-bridge that extends the conjugation of the system. The reason for

the e↵ect of the addition of substituents in this manner is the increased transition

dipole moment. The very large transition strength of the TPA of the Pc free base

macrocycle, as well as for PcCPN and PcCDMA, when comparing to the alternative

molecular structures, can be explained in terms of one-photon resonance enhancement

of the transition. The phenomenon of resonance enhancement is best illustrated by

consideration of the sum-over-states expression introduced in Equation 2.71 in the

Theoretical Background chapter introducing TPA for PDT. The magnitude of Mab

depends on the di↵erence of the k-th state and the frequency of the total excitation

through the denominator in the expression, (wk�w), which will approach zero if

the frequency of the incident light approaches the frequency di↵erence between the

intermediate and the ground state. Since the intermediate state is a linear combi-

nation of all real eigenstates of the system, a TPA transition that proceeds through

an intermediate state that can be described mainly in terms of a real state will be

significantly enhanced. An allowed OPA Q-transition accidentally degenerate at half

the Soret-transition energy will therefore greatly enhance the TPA transition into the

Soret-band. The e↵ect of resonance enhancement is clearly seen in the case of the

free Pc macrocycle as well as PcCPN and PcCDMA, but also, to a lesser extent,

in the Zn-chelated compounds, as displayed in Table6.3. The values of the dTPA at

wavelengths that are near or at resonance can not be determined explicitly, as evident

from Equation2.71, using the method described here but is useful in the interpreting

of general trends in the TPA spectra. The wavelengths of maximum TPA in the
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Soret-region for these systems are very nearly in resonance with an allowed OPA in

the Q-region, which leads to the conclusion that the dTPA in the Soret-region should

be very large. This is not the case for any of the other systems, which rationalises

the comparably low TPA transition strengths for these species. Resonance enhance-

ment also rationalises why there are only very weak TPA transitions to be seen in

the Q-region for any of the investigated photosensitisers, as there is no allowed one-

photon transition near half the wavelength value of this region. It is worth to note

that the values of the dTPA at wavelengths that are near or at resonance can not

be determined explicitly using the method described here, as they require the use of

damped response functions. [111, 201, 202] At resonance enhanced TPA transitions

it is also expected that vibronic contributions plays a non-neglible role, which leads to

so called intensity stealing by otherwise forbidden signals in the symmetric molecules

and also potentially accesses purely vibrational channels which distorts and shifts the

absorption peak.[203–205] Nevertheless, it is important to note that non-dampened

response theory is very useful in the interpreting general trends in the TPA spectra

upon varying the electronic structure. The e↵ect of large structural changes like these

on the TPA transition strength, especially as a cause of resonance enhancement, is

also supported by experimental studies. This highlights the fact that a theoretical

input could be crucial in studies such as these, where the photosensitisers are chal-

lenging synthetic targets, as well as studies where new structure-TPA relationships

are being investigated. Examples of the latter are the investigation into the e↵ect of

the substitution of core heteroatoms in a macrocycle on the TPA transition strength,

as well studies into the e↵ect of donor and acceptor substitution patterns, which are

the topics of the subsequent chapters in this thesis.

4.3.4 Solvation E↵ects

The e↵ect of a solvent on the OPA spectra was calculated using the PCM to simulate

water surroundings, on PCM optimised geometries using the Gaussian09 standard

static and optical dielectric constants of 78.36 and 1.78 respectively. In the resulting

absorption spectra, for the OPA transitions, two general trends can be seen in terms

of the oscillator strength of the transition. For the compounds with a phenyl moiety,

extending the conjugation of the chromophore, the main transition into the Soret-
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Table 4.5: Wavelengths (nm) of maximum TPA and OPA for the various species in
the Q and Soret-region. Marked in bold are the transition wavelengths that are in
near-resonance.

OPA Maxima TPA Maxima
Soret Q Soret

Pc 320 530 265
PcPN 345 575 300
PcCPN 360 580 300
ZnPcPN 340 595 365
ZnPcCPN 360 600 390
PdPcPN 355 585 465
PdPcCPN 370 585 470
PcDMA 330 570 282
PcCDMA 339 582 287
ZnPcDMA 331 592 290
ZnPcCDMA 340 612 313
PdPcDMA 330 571 456
PdPcCDMA 338 591 482

band is significantly enhanced, as demonstrated in 4.10. This is also the case in

compounds chelated to a Pd metal centre. Enhanced absorption points to the fact

that the solvent has a positive e↵ect on the di↵erence in dipole moment between

the ground and the Soret-state in going from the gas- to the solution-phase, and has

been demonstrated for porphyrins in previous PCM studies[206].

Figure 4.10: OPA results with and without water surroundings for PcPN and Pc-
CPN.

The analysis of the solvatochromic shifts show only a very slight change in the
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bands for all chromophores, which does not impact the OPA transitions to a very large

degree. However, it is important to keep in mind that these small solvatochromic shifts

in the states are also valid for the TPA transitions. This is pertinent in that only a

small shift in the position of the Q-band can have a very large impact on the TPA

into the Soret-band, through a resonance enhanced transition.

4.4 Conclusion

This chapter introduced the use of linear and quadratic density functional response

theory to display the e↵ects of structure on OPA and TPA characteristics in sub-

stituted Pc photosensitisers. From the linear response results the expected spectral

pattern could be seen in two clear Soret and Q-bands in the absorption spectra for all

the investigated Pc derivatives. These bands are well characterised for the free base

porphyrin, using the classic Gouterman model. Analysis of the NTO’s of these bands

for the Pc systems investigated here however, suggest that this classic four-orbital

model might not give a complete picture of the transitions in Pc. Specifically the

model does not fully account for the inclusion of N-type transitions in the Soret-band.

The trend seen in the structural e↵ect on OPA and TPA follow the expected trend

from previous experimental work on porphyrin. Both the OPA and TPA results also

demonstrate that the Pc macrocycle has a range of promising attributes for use as

an agent in photodynamic therapy as both one- and two-photon activated photosen-

sitiser. In particular, the use of TPA to tune the maximum wavelength of absorption

to within the optical window of tissue penetration is predicted to be very fruitful for

this series of Pc derivatives, especially upon coordination to a Zn or Pd metal centre.

A very large increase in TPA transition strength was displayed for derivatives bearing

electron withdrawing or donating substituents where the chromophore was extended

in order to facilitate large charge transfer during the transition. The phenomenon of

resonance enhancement plays a significant role in contributing to the very large TPA

transition strength values that could be seen. Future research into TPA PDT should

aim at the development of structures that exhibits strong resonance enhancement as

well as an absorption maximum within the optical window of tissue penetration. The

solvent e↵ects demonstrated using the PCM on the OPA transitions are small, but

needs to be taken into account, as very small e↵ects on the OPA spectra can still
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a↵ord very large changes in the TPA spectra.

The theoretical data presented here indicates that there is a large amount of infor-

mation to be gained on the photochemical behaviour of relatively large chromophores

from computations. These results can then be used as foundations for future ex-

perimental research and a theoretical input has the potential to greatly drive the

development of photosensitiser agents.
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Chapter 5

The e↵ect of Substitution Pattern

on Linear and Non-Linear

Absorption in Macrocycles

5.1 Introduction

As we have seen in this thesis, an investigation of the TPA wavelength in a macrocyclic

chromophore can lead to various benefits for a number of applications, most notably

PDT. However, non-linear optics are also of huge importance in biological imaging.[15,

207, 208] One example of non-linear optical imaging is SHG imaging, first observed

by Franken et al. in 1961.[209] Whilst TPA occurs via an intermediate state to an

available excited state, SHG does not rely on an excited state being formed and is

commonly viewed as a scattering process, as described in Figure 5.1. With regards to

the use of these techniques in biological imaging, such as multi-photon microscopy,

an SHG signal that is scattered instantaneously is preferred over a signal generated

by TPA followed by fluorescence. Apart from providing light that retains phase and

polarisation after interaction with the sample, SHG also avoids the creation of states

that could lead to possibly harmful photochemistry.

Overall SHG e�ciency is related to the molecular first hyperpolarisability, b ,
through the second order susceptibility, c(2), of the material along the Z-axis of
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Figure 5.1: The real singlet (S, solid) and intermediate (v,dashed) states for transi-
tions in typical systems that are TPA and/or SHG active

the laboratory frame;

c(2)
zzz = N f bzzzhcos3ai (5.1)

where the N is the number density of absorbers in the material, f is the local field

factor accounting for the orientation of the incoming laser light and h cos3 a i takes
into account the orientation of the absorbers with respect to the lab frame.[208] Even

though the susceptibility is in general reported as a rotationally averaged quantity,

the diagonal z-component is described to dominate in the expression above. This is

due to the fact that, as with TPA discussed in the previous section, the chromophores

with large non-linear optical e↵ects often have CT transitions. As SHG systems are

often chosen to have their CT direction along a specific coordinate of the system (z),
the bzzz component then dominates the e↵ect.

There are numerous approximations available for the calculation of hyperpolaris-

abilities. Apart from the response method, introduced in the Theoretical Background

of this thesis, a sum-over-state (SOS) approach is also common. Unlike the former,

which implicitly includes a summation over all states, the latter needs to be truncated

to include only a couple of excited states. In this chapter we applied the three-state

approximation (TSA) to the SOS method:

b T SA
ZZZ,0 =

3Dµ
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(DE
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)
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The first two terms in the sum are the diagonal contributions to the hyperpolar-

isability from the first and second excited states and the third term is the interaction

component from the interactions of these two states with the ground state. The

benefit of the TSA is that, if these three states are involved in increasing the b , then
the molecular structures involved can be investigated in more detail.

In 2013, the Anderson group at Oxford University published findings that indicated

that systems based on P with only an electron donating substituent, a “push-no-

pull” system, in fact exhibited as large SHG as conventional “push-pull” systems with

the same conjugating bridge length.[207] These findings suggests that an acceptor

group could in fact be unnecessary when maximising higher order hyperpolarisabilities,

meaning the design of SHG, as well as potentially TPA, active compounds could be

much simplified. The reason for this e↵ect was suggested to be the electron deficiency

of the macrocycle, leading to it taking on the role of an e�cient electron acceptor,

without the need for addition of a specific electron withdrawing group.

In this chapter we present the study of a set of “push-no-pull” systems using DFT

computations, in order to shed light on the optical behaviour of these systems as

a function of electron-push or -pull strength. A set of substituents were chosen for

P and Pc macrocycles that reflect a range of electron absorption and withdrawing

strengths, as indicated in Figure 5.2. These substituents were then systematically

attached to the core macrocycles in order to create a set of conventional “push-pull”

compounds, “push-no-pull” systems and also a set of “no-push-pull” chromophores.

The linear and quadratic response functions of the DFT electronic structures were

then used to evaluate the full UV-vis absorption spectra, the TPA spectra at the

same range and the SHG capabilities at wavelengths pertinent to biological imaging.

The results presented here give a qualitative picture of the evolution of the non-linear

optical properties as a function of the electron withdrawing/donating nature of the

substituents.

5.2 Computational Methods

In this chapter, the geometries and the optical properties were evaluated using DFT

and TD-DFT respectively. A CAM-B3LYP/6-31g(d,p) level of theory was used

throughout.[130, 131] Optimisations and linear response functions were calculated us-
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Figure 5.2: A figure describing the set of substituents investigated in this study for
P and Pc. The electron-pulling/-pushing strengths increases as we go from a to c,
and the trimethyl-silane substituent is representing neither electron-push nor -pull.
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ing Gaussian09[210] and the quadratic response functions were determined in Dalton2013.[211]

The excitation energies (DE
0n) and the di↵erences in the dipole moments (Dµ

0n be-

tween the ground and state n) were calculated using the linear response, whilst transi-

tion dipole moments (µnm, between states n and m) were determined from the second

residue of the quadratic response.

5.3 Results

5.3.1 Geometry Optimisations

All P and Pc derivatives were optimised to stationary points on their ground state

potential energy surfaces using the CAM-B3LYP functional[130] and the 6-31G(d,p)

basis set of the Pople family[73], without imposing any symmetry constraints.

5.3.2 Linear Response

The simulated UV-vis spectra for the first 20 excited states of one selected push-pull

(set 1, as introduced in Figure 5.2), push-no-pull (set 2, Figure 5.2) and no-push-pull

(set 3, Figure 5.2) of P and Pc are presented in Figure 5.3. For the P derivatives, this

specific set reflects the work of the Anderson group who introduced the concept of

push-no-pull chromophores for SHG applications. The experimental data is compared

to the results obtained here for the first low energy states in the Q-band in Table

5.1. Any alkyl chains present in the experimental structural motives were replaced

with methyl groups in order simplify the calculations without a↵ecting the absorption

charactersitics.

Reproducing the experimental results, the Q-band absorption maxima for the push-

no-pull and the no-push-pull chromophores are seen to be red-shifted compared to

the push-pull systems. The computations do not however reflect neither the degree of

shift nor the relative oscillator strengths observed. In the experiment the push-no-pull

absorptions in the Q-region was red-shifted further, and had larger oscillator strengths

than the no-push-pull system, but the computations predict the opposite e↵ect. The

Pc series in Figure 5.3 follow the same trend as the P series, but has stronger

absorption peaks in the Q-region. This is a common e↵ect seen when comparing to
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Figure 5.3: UV-Vis absorption spectra simulated using TD-CAM-B3LYP//6-31G(d,p)
for the first 20 excited states, for P and Pc. Push-pull (P1a and Pc1a, black), push-
no-pull (P2a and Pc2a, pink) and no-push-pull (P3a and Pc3a, red). Dashed lines
indicate gaussian broadening functions being used (s = 15nm).
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Table 5.1: Resulting optical parameters for P and Pc with electron pushing and
pulling substituents.

Molecule State l (nm) f lexp (nm) fexp
P1a S

1

656 1.84 707 0.25
S

2

610 0.25 627 0.31
P1a-DMF S

1

629 1.33
S

2

582 0.12
P2a S

1

606 0.19 689 0.12
S

2

563 0.25 609 0.33
P2a-DMF S

1

617 0.45
S

2

571 0.25
P3a S

1

625 0.10 671 0.05
S

2

587 1.05 590 0.18
P3a-DMF S

1

604 0.38
S

2

571 0.35
Pc1a S

1

656 1.84
S

2

610 0.25
Pc2a S

1

606 0.19
S

2

563 0.25
Pc3a S

1

625 0.10
S

2

587 1.05
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Table 5.2: Resulting absorptions and oscillator strengths for the first two excited
states of P1a, P2a and P3a using a range of functionals. Wavelenths are in nm.

CAM-B3LYP M06-2X B3LYP PBE0
P1a 656 1.84 668 1.98 826 1.26 787 1.43

610 0.25 606 0.13 702 1.26 673 0.03
P2a 606 1.33 588 0.22 613 0.41 600 0.42

563 0.12 545 0.30 588 0.27 573 0.26
P3a 624 0.10 617 0.10 725 0.04 691 0.04

587 1.11 583 1.14 633 1.04 616 1.09

P type chromophores and is due to the non-symmetric centre core macrocycle.

The most likely reasons for such a large disparity with respect to experiment are

unsuitable functional/basis set combination and/or absence of solvent e↵ects. A

functional test was therefore set up for the P1a to P3a series, using as alternative

long-range corrected functionals - M06-2X[95] - as well as two hybrid functionals

without a correction - PBE0[212] and B3LYP[93]. Table 5.2 show that all functionals

reproduce the same pattern, meaning that the reordering of the calculated states

compared to the experimental states is not a functional e↵ect. In the case of the

B3LYP functional the states are also very poorly described and the lack of long-range

correction to the behaviour of the exchange is clearly crucial for charge transfer states

such as the ones involved in push-pull-type chromophores.

In order to investigate the solvent e↵ect the same series (P1a to P3a) was also

computed using the PCM. This does not take into account any specific solvent in-

teractions but rather calculates the e↵ect of the system located in a cavity of solvent

specified by its dielectric constants. The Gaussian09 standard dielectric constants

for DMF was used with the non-eqiuilibrium solvent model in order to avoid the the

solvent cavity adjusting to the excited state geometry. As presented in Table 5.1,

the addition of a solvent environment continuum around the system leads to a linear

absorption spectra that reproduces the experimental trend in the shifts and relative

intensities of the Q-band well. For reproducing accurate experimental absorption

spectra using linear response DFT, solvent e↵ects are therefore recommended. The

solvatochromic e↵ects determined leads to information regarding shifts in the absorp-

tion bands, in both OPA and TPA, but the e↵ect on intensity profiles is determined

only for OPA. The calculation including solvent e↵ects on TPA is not determined
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here, although the methods exist [132, 196, 197].

Figure 5.4: Each series represent sets of push-pull (series 1), push-no-pull (series 2)
and no-pushpull (series 3) with substituent with varying electron withdrawing/pulling
and donating/pushing e↵ects. Dashed lines indicate gaussian broadening functions
being used (s = 15nm).

In Figure 5.4 the complete set of P and Pc derivatives are presented, plotted

with gaussian functions with 15 nm broadening, as well as in the form of the actual

calculated transitions in stick format. The e↵ect of increasing the push/pull strength

of the substituent is generally very small, with oscillator strengths and absorption

wavelengths in the Q-band staying within  0.1 a.u. and  5 nm respectively. This

is true across all three series, with the notable exception of the very strongly electron
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Table 5.3: Absorption wavelengths for the TPA of the P series with signals that
have a real state near half the wavelength of the transition, indicating resonance
enhancement

OPA (eV) TPA (eV) d T PA

P1a 1.89 3.75 4.7 ⇥10

6

P2a 2.04 4.15 4.8 ⇥10

8

P3a 1.98 3.79 1.0 ⇥10

4

pulling methylpyridinium substituent (P1a, Pc1a, P3a and Pc3a).

5.3.3 Quadratic Response

5.3.3.1 TPA

The TPA transition strength for P and Pc with substituents with varying electron

pushing and pulling ability (the 1-3a sets for P and Pc) is presented in Figure 5.5,

as a function the excitation energy. As expected from the consideration of OPA

resonance enhancement of the TPA signal (as discussed in the previous chapter for

substituted Pc), the strongest transitions is away from the Q-region of the spectra.

Only the Soret- region is therefore presented. Resonance enhancement also makes

it problematic to compare absolute TPA transition strength values, and therefore

it is common to only compare relative TPA transition strength when using non-

damped quadratic response theory. For the P series, the push-pull and push-no-pull

substitution patterns both yield large TPA signals, whilst the no-push-pull system

has little or no absorption in this region. This seems to reflect the hypothesis for

these compounds, in that an electron donating substituent is more important than an

electron withdrawing one for the non-linear optical e↵ects. Investigating the signals in

detail, with specific attention to the possibility of resonance enhancement, shows that

the position of the states needs to be considered, as a result of the donor type. In Table

5.3 the maximum TPA transitions are presented, next to the first excites state of the

P1-3a series. In the case where there is suspected OPA resonance enhancement of

the signal, the excitation energy is highlighted in bold. This indicates that resonance

enhancement is crucial for the observed increase.

Looking at the general e↵ect of the strength of the electron push/pull substituent,

it seems that the presence of the nitrophenyl withdrawing group shows a large TPA
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transition strength in P1b and P3b. Contrary to the OPA case, the transition strength

is more a↵ected by the nature of the substituent, and its e↵ect on the position of the

states, rather than its electron withdrawing capabilities per se.

Due to resonance enhancement Pc is expected to have a larger TPA over all due

to the favourable position of the Q-band in the OPA spectra. This is reflected here

for the whole series (apart from Pc1c, which does not have complete data at the

moment of writing). Unlike the P case, the TPA trend here seems to disagree with the

hypothesis that the electron push/pull substitution pattern does a↵ect the transition

strength. When investigating the e↵ect of push/pull strength on the TPA spectra

in Figure 5.6, it is also evident that the substitution type has a large e↵ect on the

strength of the signal. It is however inverted compared to expected, with increasing

d T PA for decreasing push/pull strength.

Figure 5.5: TPA transition strengths are displayed as a function of the energies of
the states for the Soret-band energy region. Push-pull is displayed in red, push-no-pull
in green and no-push-pull in blue.

5.3.3.2 SHG and static hyperpolarisabilities.

As the creation of a SHG photon, contrary to a TPA, is commonly considered to be a

scattering process, it is interesting to see the e↵ect of the substitution pattern in the

case of both the static and dynamical hyperpolarisabilities. First, the SHG response

was determined using response theory, both for the static, bzzz,0, and the dynamical,

bzzz, case, as illustrated in Table 5.4. For the dynamic situation, the evaluation was
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Table 5.4: Hyperpolarisabilities for the P series (a.u.)
Property P1a P1b P1c
bzzz,0 206892.11 37204.07 9557.05
bzzz,800

892081.45 1102190.00 146515.12
Property P2a P2b P2c
bzzz,0 26062.43 11130.94 1317.22
bzzz,800

1320180.00 190200.14 30247.25
Property P3a P3b P2c
bzzz,0 52902.65 16886.17 3156.42
bzzz,800

687495.80 294592.37 16443.33

carried out at 800 nm, as this is a common SHG imaging wavelength to use with

current instrumentation. To illustrate the point better, the results were also plotted

in Figure 5.7. In these results there is clear evidence of the e↵ect of the substitution

pattern on the dynamical b . Just as in the work by the Anderson group, the push-

no-pull systems show a striking increase in the bzzz. As this is the component that

normally dominates the SHG signal, these are promising results. The e↵ect of the

transition strength, introduced in Figure 5.8, is as predicted across the series, with a

decline in both bzzz,0 and bzzz as the strength increases, apart from in the case of the

nitrophenyl, where the e↵ect is more pronounced, just as in the TPA study.

In response theory methods the results are obtained without the need for evalu-

ating the sum-over-state expression explicitly. This implicit all-state approach does

have some drawbacks, such as the artificial strengthening of the signal to too large

a degree in resonance enhanced TPA. One further point is that the method does not

shed light on the specific components that are involved in the property. In order to

attempt to pinpoint a structure-b relationship, the static hyperpolarisability was also

determined using a TSA.

The static results from the TSA are presented in Table 5.5, and the data for

the specific components used are listed in Table 5.6. Both methods produce a bzzz,0

response that is largest in the case of a traditional push-pull set up. The TSA approach

seems to also reproduce the pattern that the push-no-pull system has the smallest

static component of the three. As the data is available for each of the components

that make up the b T SA
zzz,0 it is straight forward to conclude that the combination of a

large transition dipole moment to either of the states used in the description is crucial
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Table 5.5:
Property P1a P2a P3a
bzzz,0 206892.11 26079.20 52891.20
b T SA

zzz,0 563647.71 76305.12 286624.18

Table 5.6: The static and dynamic b s decrease with decreasing substituent push/pull
strength, apart from in the case of the nitrophenyl derivative (P1b)
TSA component P1a P2a P3a
d µ

01

-3.38393468 0.15900722 2.19557816
d µ

02

-1.4054418 0.49227833 0.28569911
µ

01

-6.2880701 1.9184143 0.93780315
µ

02

-2.029375 1.9723327 -4.4985528
µ

12

-0.16744863 0.11085215 -0.35791829
dE

01

6.95E-02 7.51E-02 7.29E-02
dE

02

7.46E-02 8.09E-02 7.76E-02

for a large response. The use of NTOs to visualise the transitions is also useful, and

the orbitals for the specific transitions are introduced in Figure 5.9, and highlight the

important CT transitions.

5.4 Conclusion

The OPA results that were calculated in this chapter indicates that it is important

to include solvents for response calculations, if the results are to be compared with

experimental data. As the solvent a↵ects the position of the states, it would also

be a good continuation of this work to run TPA calculations in solvent too. This is

due to the fact that TPA strength is very dependent on the positioning of the states,

relative to each other. The exciting case of properties that depend on scattering

processes, such as the dynamical bzzz, seems to be that they do not conform to

traditional argument when it comes to their enhancement. In the case of absorption

involving an existing state however, an increase in the transition moment as well as

the relative position of any intermediate states, plays a crucial role. But for the

scattering dynamics, there seems to be no e↵ect of the latter. Porphyrin, and its

reduced isomer porphycene, are both macrocycles that seem to be able to act as an

electron acceptor in their own right. This means that the addition of an electron
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pulling substituent might not be needed for the synthetic development of imaging

dyes for SHG, leading to a much simplified process.
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Figure 5.6: TPA transition strengths are displayed as a function of the energies
of the states for the Soret-band energy region. The electron push/pull strength is
decreasing in the order from red to green to blue. Note the arrow in the Porphycene
3 series, which indicates a very large TPA transition strength, out of range.
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Figure 5.7: Hyperpolarisabilities (dynamic in red and static in green) of both the P
and Pc set going from push-pull, push-no-pul to no-push-pull.

Figure 5.8:
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Figure 5.9: Natural transition orbitals for the first two states in the P1-3a series
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Chapter 6

The e↵ect of the electronic

structure on the linear and

non-linear absorptions in porphyrins

6.1 Introduction

Even though porphyrins have been investigated for decades, modern synthetic chemists

continue to expand and investigate the structural changes that can be made to a por-

phyrin - type system. From the viewpoint of the photochemist it is interesting to see

the changes to the absorption characteristics these modifications have, in order to

possibly pinpoint new photosensitiser agents for PDT.

The first constitutional isomer of the core porphyrin (P) system to be presented

was the Porphycene (Pc) macrocycle, already introduced in the previous two chap-

ters, and since then related varieties such as Hemiporphycene (HPc) and Corrphycene

(CPc) have also been developed (Figure 6.1).[185, 213] These structural isomers have

similar properties to the parent P in terms of structure and coordination, and have

been shown to have porphyrin-like OPA spectra with variations only in the intensity

profiles, caused by change in the symmetries of the species, rather than absorption

wavelength.[115] As early as the 1940’s it was realised that a structural isomer did not

need all its Nitrogen atoms pointing into the centre of the core macrocycle, but could

experience confusion of the pyrrole unit, and keep its stability.[214] It was not until
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1994 that the first of the confused porphyrin isomers were actually synthesised, with

N-confused porphyrin (NCP) being reported independently by two groups.[215, 216]

Due to the change in conjugation pathway in the molecule, confused porphyrins have

properties that varies from the parent P, in physical, structural and coordination

properties. Examples are their multivalent character as a metal ligand, fusion prop-

erties in aggregates, and a red-shift seen in OPA measurements.[217] Further work

also showed the doubly-confused (N
2

CP) to be relatively stable.[218] Research into

new and more e�cient synthetic routes continues to lead to the discoveries of novel

P isomers, the latest being the Neo-confused porphyrin (NeoCP). These have one

pyrrole unit oriented so that its N atom is fused to carbon in a position known as the

meso-position of the macrocycle (Figure 6.1).[219] The preliminary investigation into

the photochemical properties of this latest structural isomer show a porphyrin-like

linear absorption pattern.

One alternative approach for structural change in porphyrin-type systems is to

attempt to alter the electronic structure of the macrocyclic core though atom sub-

stitution. Changing one nitrogen atom in the porphyrin core to a heavier sulphur

or selenium atom has been shown facilitate larger spin-orbit coupling, which is ad-

vantageous for PDT, but have only a slight shift in the absorption maximum to

longer wavelengths (to 665 nm). Substitution of a further N atom with S or Se

moves the absorption maximum to longer wavelengths, but shows a negative e↵ect

in the generation of singlet oxygen. Even though the singlet oxygen generation is

decreased in the structures where two core heteroatoms have been substituted, they

have been proven to be more e↵ective than meso-substituted pure porphyrin cores in

in vivo studies.[140, 220] A change of the central atom to a group 16 atom has also

been shown to change the compound ability to chelate to a metal, which has been

suggested to improve the availabilty for bio-applications.[220]

The avenue for the use of core-substituted macrocycles for TPA PDT is still in

its early stages of investigation, but does show some promise. Small changes in the

electronic structure of extended, and bridging, porphyrins through the substitution

of nitrogen atoms for oxygen atoms in the pyrrole-units of the macrocycle had a

minor e↵ect the OPA signature, whilst it a↵orded a very large change in the TPA

spectra. [221, 222] As this can provide a powerful mechanism, where the TPA can be

improved without large structural additions, we set out to systematically investigate
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the P macrocycle and its reduced and isoelectronic isomers and their OPA and TPA

properties.

Figure 6.1: The structural electronic isomers investigated herein. The dihedral angles
referred to in geometry discussion is highlighted in P (spanning from C in the meso–
position to N on the subsequent pyrrole unit, as per the bold bonds in qa).

In this study, absorption calculations were carried out for P, Pc, HPc, CPc, NCP,

N
2

CP and NeoCP, to provide an overview of constitutional porphyrin isomers and
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their OPA and TPA properties. In order to get a deeper understanding of how dTPA is

e↵ected by the electronic structure of the core, we also a series of dioxa-porphycenes

together with a set of dioxa-porphycenes with a N atom in its confused position,

according to Figure 6.1.

Several experimental and theoretical investigations have been carried out on the

TPA qualities of P as well as Pc, and the latter shows exceptional promise as a TPA

PDT sensitiser due to its exceptionally large dTPA compared to the P core.[114–

116] The dTPA of NCP have also been investigated experimentally, and show similar

properties to the P core.[223] As far as we are aware neither HPc, CPc nor NeoCP

have been reviewed for their TPA properties.

6.2 Computational Methods

The ground state geometries of each molecular system were optimised and analytical

Hessian calculations were preformed to confirm the nature of each stationary point

on the potential energy surface.

At each confirmed ground state optimised geometry vertical one- and two-photon

absorption spectra were computed using linear response and quadratic response DFT

respectively. All geometry optimisations and OPA linear response calculations were

computed using Gaussian 09,[160] whilst TPA quadratic response theory calculations

were performed using a local version of the Dalton 2.0 program.[161] The robust

CAM-B3LYP functional, with the 6-31G** Pople-type basis set on all atoms, were

used throughout and, in order to analyse the nature of the electronic transitions in

detail NTOs were calculated for each transition.[139]

6.3 Results and Discussion

6.3.1 Reduced Porphyrin Isomers.

All four N-sites in the P parent are possible binding sites of the two inner hydrogen

atoms and even though the cis-isomers, with hydrogens on adjacent N-sites, in gen-

eral are less stable they are known to take part in the step-wise N-H tautomerism

observed in P.[224–226] It was therefore considered pertinent to include all possible
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cis-isomers of the reduced isomers investigated here, and analyse their optical re-

sponse. The optimisation results of the reduced porphyrin isomers, with their pyrrolic

hydrogen atoms in the cis as well as trans-position, all resulted in a planar series of

systems, apart from cis-Pc-2 (Figure 6.2 and Figure 6.3). Cis-Pc-2 did not suggest

itself to be stable as a free base, and theoretical and experimental work suggests

that there is in fact a crossing point between the cis and trans surfaces along the

tautomerisation path, rendering this isomer unacessable for the unsubstituted free

base [227]. No optical response was therefore calculated for this isomer. The overall

results confirm previous theoretical, as well as experimental, studies of these com-

pounds [190, 228, 229]. Table 6.1 describes the relative energies and symmetries,

which can be rationalised by the consideration of angle strain as well as hydrogen

bonding stabilising factors.

Figure 6.2: The optimised geometries of P and Pc, and their respective cis and
trans-isomers, from which the absorption qualities were calculated.

The smaller rectangular cavity of Pc contributes to favourable hydrogen bonding

interactions, making it the most stable isomer investigated. For the two isomers with

trapezoidal cavity hydrogen bonding stabilises HPc to a larger extent than CPc,

counteracting angle strain, rendering the latter the least stable of the reduced set of

isomers. These steric strains are not enough to take the (4n+ 2)p-electron struc-

118



Figure 6.3: CPc and HPc isomer optimised geometries. These were used to calculate
vertical OPA and TPA transitions.

tures out of planarity, and thereby break the aromaticity. The energies of the more

symmetrical of the cis-isomers of CPc suggest that they are stable, and indeed rapid

tautomerisation of the central hydrogen atoms has been shown experimentally[213].

The simulated spectra of the set of reduced porphyrin isomers show two dominant

regions of absorption for the series, one in the 200–350 nm region and one at 470–570

nm as seen in Figure 6.4 and Table 6.2. These two regions have been characterised

extensively for the prophyrin family over the years, and in fact no other compound

have probably been analysed in terms of its UV–visible spectrum more than the P

free base.
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Table 6.1: Optimised parameters of the series of reduced porphyrin isomers. The
relative energies (kJ/mol) of the trans-isomers are with respect to the P parent
macrocycle, whilst the relative energies of the cis-isomers are with respect to their
respective stable trans-conformer

Compound Point Group Energy (a.u.) D E (kJ/mol)
P D

2h -989.0240 0

cis-P D
2h -989.0105 34.11

Pc C
2h -989.0254 �3.54

cis-Pc-1 C
2v -989.0223 8.14

cis-Pc-2 Ci -988.9784 123.40

CPc Cs -989.0062 46.74

cis-CPc-1 C
2v -988.9977 21.47

cis-CPc-2 C
2v -988.9966 24.25

cis-CPc-3 Cs -988.9775 72.51

HPc Cs -989.0180 15.58

cis-HPc-1 Cs -989.0108 18.19

cis-HPc-2 Cs -989.0078 25.77

cis-HPc-3 Cs -988.9854 64.17

In the P macrocycle the GFO model predicts a cancellation of transition moments

into the Q-region and a complementary strengthening of transition moments into the

Soret-region, which is reproduced here. There are plenty of theoretical results which

support the use of the GFO model for the assignment of the transitions into these

regions in P.[44] When it comes to the reduced Pc and HPc derivatives however,

there is a clear strengthening of the Q- relative to the Soret-region. This is a well

known phenomenon and results from the two LUMO-orbitals no longer being near

degenerate. The relative location of the states in the Q-region will be important

when discussing the TPA absorption pattern (vide infra).

The optical responses of the cis-isomers of the reduced isomers follow the same

trends, with clear Soret– and Q–bands, as their trans-isomers, including the relative

strengthenings of the Q–bands in Pc and HPc (Table 6.2). cis-CPc-3 experiences

strengthening of the transition in the Q–region, contrary to what was found in the

parent trans-isomer, similar to the case of Pc.

In the Pc and HPc derivatives the NTOs that describe the transitions making

up the Q-band show absorption from the HOMO and HOMO-1 orbitals exclusively

into one of the LUMO pair, in accordance with the GFO model. In the Soret–region
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Table 6.2: Overview of the wavelengths (l ) and oscillator strengths ( f ) for key
transitions from the linear response of reduced P–isomers

Compound
Absorption

Q-region Soret-region

l (nm) f l (nm) f

P
559 0.0021 345 0.8416

507 0.0015 333 1.1671

cis-P
552 0.0002 346 0.7953

516 0.0061 339 0.8892

Pc
564 0.1578 310 0.7557

534 0.2343 304 0.7721

cis-Pc-1
557 0.1835 309 0.6951

533 0.1979 300 0.9271

CPc
497 0.0003 348 0.5164

463 0.0028 340 1.1576

cis-CPc-1
494 0.0035 338 0.5945

470 0.0683 336 1.0433

cis-CPc-2
496 0.0001 349 0.4497

476 0.0325 343 0.9356

cis-CPc-3
548 0.0121 356 0.3191

503 0.1318 342 0.8802

HPc
491 0.0899 337 0.4450

486 0.0380 336 0.6407

cis-HPc-1
521 0.1432 334 0.2599

478 0.0383 330 0.5922

cis-HPc-2
538 0.0229 344 0.5115

521 0.0647 333 0.6249

cis-HPc-3
514 0.1454 332 0.4894

477 0.0619 318 0.5610

304 0.7344
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Figure 6.4: Simulated OPA spectra for a selection of the reduced porphyrin isomers,
as well as the parent porphyrin (P), all showing main absorption into the 300–350
nm Soret-region. The absorption into the longer wavelength (470–570 nm) Q-region
is present for all but strongest for Pc and HPc.

however, HPc show more than the two transitions that are expected above 300 nm,

if the GFO model is used. Analysis of the NTOs confirms that the region consists

of transitions amongst N-type orbitals (see at 315 nm in Figure 6.5). For Pc, a

significant contribution can also be seen at higher energy than the Soret-region from

transitions from an orbital that mainly can be described as the HOMO-2 frontier

orbital.

The TPA spectra all show a clear main absorption into the Soret-region, at 200

- 300 nm, and very small absorption into the Q-region (Fig. 6.6 and Table 6.3).

The e↵ect on the absorption wavelength of the reduced isomers in comparison to the

parent P is a blue shift with the wavelength of maximum absorption going from 285

nm for P to 264 nm for Pc, 246 nm for HPc and 226 nm for CPc. It is worth to note

that these correspond to a wavelength of incoming light of twice that wavelength, in

the area of 450 - 528 nm.

The dTPA for all reduced isomers is also presented in Table 6.3 and Figure 6.6 and
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Table 6.3: Key transitions from the quadratic response calculations of the reduced
P–isomers.

Compound
Absorption

Q-region Soret-region

l (nm) dTPA
(a.u.) l (nm) dTPA

(a.u.)

P
419 1.11⇥10

3

321 4.47⇥10

3

285 4.51⇥10

6

cis-P
549 88.1 337 19.4

515 54.8 309 42.0

Pc
299 3.42⇥10

4

267 2.37⇥10

8

cis-Pc-1
554 3.11⇥10

2

279 3.55⇥10

6

530 1.51⇥10

2

260 1.28⇥10

7

CPc
494 6.12⇥10

2

338 5.75⇥10

1

461 2.03⇥10

3

261 1.43⇥10

2

cis-CPc-1
492 3.80⇥10

2

338 2.78⇥10

2

466 2.41⇥10

3

309 4.35⇥10

3

cis-CPc-2
547 3.82⇥10

2

276 1.14⇥10

5

502 1.45⇥10

3

255 3.55⇥10

5

cis-CPc-3
488 1.27⇥10

2

238 3.56⇥10

4

466 2.01⇥10

3

231 1.66⇥10

6

HPc
488 6.04⇥10

2

246 1.40⇥10

7

484 1.21⇥10

3

235 4.79⇥10

5

cis-HPc-1
519 6.40⇥10

2

260 3.49⇥10

7

575 5.68⇥10

2

239 3.15⇥10

7

cis-HPc-2
535 4.12⇥10

2

263 2.15⇥10

5

519 2.87⇥10

2

259 1.25⇥10

9

cis-HPc-3
513 1.27⇥10

3

259 4.34⇥10

6

475 4.79⇥10

2

237 2.68⇥10

8
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Figure 6.5: NTOs calculated for Pc and HPc show GFO transitions into the Q–
region, whilst the Soret–region displays non-GFO transitions, which highlights that
tis method needs to be expanded in order to fully describe relevant states for reduced
isomers.

the main feature is the exceptionally large value that can be seen for Pc, compared

to the parent P, an increase that is also evident in the cis-HPc-2 isomer, as well as

to some degree for cis-CPc-3. These three were the same set of compounds that

were shown to have strong, non-cancelling, transition strengths in the Q-region of

the OPA spectrum. The reason for the corresponding increases in dTPA is caused

by one photon resonance enhancement of the two photon signal.[48] The e↵ect of

resonance enhancement is clearly seen in the case of the free Pc macrocycle as well

as in cis-HPc-2 and cis-CPc-3. The large di↵erence in the TPA transition strength

in compounds di↵ering in only the position of the coordination of the core hydrogen

shows how exceptionally subtle the e↵ects can be, and how sensitive TPA properties

are to the position of the various states and the possibility of resonance enhances

transitions. Resonance enhancement also rationalises why there are only very weak

TPA transitions to be seen in the Q-region for any of the investigated chromophores,

as there is no allowed one-photon transition near half the wavelength value of this
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Figure 6.6: Simulated TPA spectra for reduced porphyrin isomers. Note the change
in scale between the two versions. All isomers show absorption into the 200-350 nm
Soret-region.

region.

6.3.2 Confused Porphyrin Isomers.

The resulting geometries of the confused porphyrin isomers are displayed in Figure

6.7 as well as 6.4.

The planar NCP structure optimised to a second order saddle point, with two

imaginary vibrational frequencies. Both of these vibrations were related to the relief

of steric crowding in the macrocyclic centre, by the out-of-plane movement of the

confused pyrrole ring, with the methylene H in the centre of the ring bending out of

the plane made by the remaining pyrrolic rings (qa in Table 6.4). Optimisation of

the planar trans-N
2

CP lead to a fourth order saddle point with the four vibrational

modes also describing relief of the steric crowding in the centre. Optimisation along

the four modes resulted in two minima, one belonging to the C
2

point group (trans-

N
2

CP(1) in Table 6.4) and one with 12.71 kJ/mol higher minimum energy and with
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Table 6.4: Optimised parameters of the series of confused porphyrin isomers. The
dihedral angle is described in Figure ??.
Compound Optimised dihedral angles Point Group D E (kJ/mol)

qa qb qc qd
NCP 10.04 -1.78 0.00 -3.61 C

1

trans-N
2

CP(1) -11.57 5.77 -11.57 5.77 C
2

0

trans-N
2

CP(2) 10.12 4.66 -10.12 -4.66 Ci 12.71

cis-N
2

CP(1) -8.34 14.88 1.91 0.62 C
1

0

cis-N
2

CP(2) 8.31 -14.87 -1.91 -0.62 C
1

2.31⇥10

�4

NeoCP 0.29 -2.64 0.14 0.52 C
1

Ci symmetry (trans-N
2

CP(2) in Table 6.4). The cis-N
2

CP optimisation also yielded

two geometries, both of C
1

symmetry (cis-N
2

CP(1) and (2) in Table 6.4). It is

evident from their relative energies and dihedral angle data in Table 6.4 that these

are each other’s inverts.

The OPA spectra for the N-confused isomers are displayed in Figure 6.8 and

Table 6.5. The classic GFO-related transitions can be seen for these compounds as

well as the reduced isomers, in a clear dominant region of absorption in the 200–370

nm Soret-region. The absorption into the Q-region is significantly weaker than in

the classic case however, with only two clear transitions at 505 nm and 560 nm

for NeoCP and cis-N
2

CP(2) respectively. An NTO analysis of these compounds

show the classic absorption amongst the Gouterman orbitals for all compounds, with

the expected transitions amongst the GFOs in the Soret and Q-region. These are

visualised in the NeoCP example in Figure 6.9 by transition 4 and 1. There are also,

however large contributions into the Soret-region by non-GFO transitions. Transition

8 show an orbital that can mainly be described as HOMO-2 to a GFO LUMO whilst

transition 3 show main electron density in a LUMO+2 – like porphyrin orbital after

the transition. This yet again highlights the fact that an orbital–based model must

be used with caution when analysing spectra of electronic isomers of porphyrins.

The TPA spectrum for the confused set of porphyrins are shown in Table 6.6 as

well as Figure 6.10, where the P signals have been added for comparison. As with

the reduced isomers, one photon resonance arguments rationalises the fact that all

compounds have little or no absorption into the Q-region, as there is no OPA signal

near half of the TPA. Contrary to the reduced isomers, there is a negative e↵ect on
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Table 6.5: Key transitions from the OPA calculations of the confused set of isomers,
in terms of their wavelengths (l ) and oscillator strengths ( f ).

Compound
Absorption

Q-region Soret-region

l (nm) f l (nm) f

NCP
597 0.0023 369 0.5473

518 0.0014 349 0.9191

trans-N
2

CP(1)
649 0.0176 372 0.6344

535 0.0015 358 0.8573

trans-N
2

CP(2)
658 0.0151 376 0.6236

546 0.0027 366 0.7776

cis-N
2

CP(1)
555 0.0583 353 0.6288

440 0.0088 332 0.2940

cis-N
2

CP(2)
555 0.0582 353 0.6920

440 0.0088 332 0.2938

NeoCP
505 0.0548 340 0.4742

456 0.0037 329 0.6805
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Figure 6.7: The optimised geometries of the confused series of porphyrin isomers

the dTPA in comparison with the parent P. Inspection of the OPA spectra would

suggest that NeoCP and cis-N
2

CP(2) have potential for resonance enhanced TPA

into the Soret-region, as they both exhibit relatively strong OPA into the Q-region.

This turns out to influence the TPA of those two species, which do have clear TPA

peaks. However, when comparing with P it becomes evident that confusion does not

benefit the over-all TPA qualities of the compound. It is worth noting here though,

that this does not exclude the use of a confused porphyrin derivative in a biological

solvent. The results presented here, suggests that the newly discovered NeoCP and

the cis-N
2

CP(2) are potential candidates. Indeed cis-N
2

CP, and especially its Cu

and Ag derivatives, have already been shown to be promising in the development of

photosensitzers for use in OPA PDT, and could therefore potentially be probed for
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Figure 6.8: One-photon absorption transitions for the set of confused porphyrins. All
show absorption into the Soret- and the Q-band

TPA PDT development.[217]

6.3.3 Dioxa-porphycene isomers.

Both the series of O
2

Pc and O
2

N7Pc optimised geometries are presented in Figure

6.11 and Figure 6.12, as well as in Table 6.7. The whole series optimised to planar

geometries, with the trans-isomers being most stable (Note that trans here refers to

the substitution site, as these do not have centre hydrogen atoms coordinated to the

core).

In Figure 6.13 the OPA spectra of the O
2

Pc derivatives are seen to display the

classic GFO transitions, as expected for Pc. The transitions overlap each other to a

large degree across the dioxa-substitution pattern. There is however a slight but clear

split of the main transitions into the Q-region with respect to the Pc macrocycle, as

indicated in Figure 6.13.

The OPA spectra for the O
2

N7Pc set of structures is presented in Figure 6.14,
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Table 6.6: A selection of key transitions from the TPA calculations of the confused
set of isomers. Wavelengths (l ) and dTPA.

Compound
Absorption

Q-region Soret-region

l (nm) dTPA
(a.u.) l (nm) dTPA

(a.u.)

NCP
594 1.47⇥10

1

268 4.02⇥10

3

517 3.61⇥10

1

253 1.27⇥10

2

trans-N
2

CP(1)
285 1.57⇥10

3

2.57 1.39⇥10

4

trans-N
2

CP(2)
284 4.03⇥10

3

256 1.41⇥10

4

cis-N
2

CP(1)
554 1.89⇥10

2

288 2.77⇥10

4

438 2.49⇥10

3

272 1.33⇥10

5

cis-N
2

CP(2)
554 1.89⇥10

2

288 2.75⇥10

4

438 2.49⇥10

3

272 1.38⇥10

5

NeoCP
500 2.32⇥10

2

249 3.51⇥10

6

451 1.32⇥10

3

245 7.49⇥10

6

Table 6.7: Optimised parameters of the series of dioxa-porphycene isomers.
Compound Point Group Energy (a.u.) D E (kJ/mol)
trans-O

2

Pc C
2h -1029.20223202 0

cis-O
2

Pc(1) C
2v -1029.19462111 19.98

cis-O
2

Pc(2) C
2v -1029.19689738 14.00

trans-O
2

N7Pc Cs -1045.24981542 0

cis-O
2

N7Pc(1) C
1

-1045.24028475 25.02

cis-O
2

N7Pc(2) C
1

-1045.24367034 16.13
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Figure 6.9: Key transitions in the absorption spectra of NeoCP, as visualised us-
ing NTOs. Transition number 8 clearly show a transition amongst non-Gouterman
frontier orbitals

and show a pattern analogous to the O
2

Pc derivatives. The absorption into both

the Soret- and Q-transitions are reproduced, and again the main di↵erence lies in the

splitting pattern amongst the Q-region transitions in comparison to the Pc absorption

signals.

The TPA spectra are presented in Figure 6.15 and Figure 6.16. Clearly the very

small di↵erence in the Q-region splitting seen in the OPA spectrum has an very large

impact on the TPA qualities of the molecules, as shown previously in the reduced

set of isomers. A small shift moves the OPA Q-transition to a region where a TPA

exists at twice the wavelength which means an e↵ective strengthening of the signal

through resonance enhancement. A similar TPA pattern can be seen for the O
2

N7Pc

compounds, with a large dTPA for O
2

N7Pc(2) in comparison to the other derivatives

(Figure 6.16). Interestingly, the resonance e↵ect is not nearly as pronounced for this

series of compounds as for the O
2

Pc(2) set. In Figure 6.17 the e↵ect of resonance

enhancement is presented in a purely state–based approach in which it can clearly be
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Table 6.8: Selected OPA calculation results for the core–substituted porphyrins, in
terms of their wavelengths (l ) and oscillator strengths ( f ).

Compound
Absorption

Q-region Soret-region

l (nm) f l (nm) f

trans-O
2

Pc
619 0.0900 317 0.9271

528 0.2414 303 1.3285

cis-O
2

Pc(1)
570 0.0972 317 0.9901

514 0.1488 311 1.0832

cis-O
2

Pc(2)
569 0.1006 321 1.0384

512 0.1525 605 1.1899

trans-O
2

N7Pc
624 0.1087 316 0.8603

529 0.2353 294 1.0586

cis-O
2

N7Pc(1)
558 0.1276 312 0.9819

500 0.1348 308 0.9810

cis-O
2

N7Pc(2)
580 0.1100 321 0.9903

512 0.1647 297 0.8788
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Figure 6.10: TPA spectra for the confused isomers, with P added as a reference.
Confusion have negative impact on the dTPA in comparison with the porphyrin parent

seen to be an e↵ect of the position of a Q-region transition at near half the wavelength

of the TPA transition.

6.4 Conclusion

In this chapter linear and quadratic density functional response theory was used to

systematically study the e↵ects of the core electronic structure of porphyrin isomers

on their OPA and TPA characteristics. The OPA spectra reproduced the well known

Gouterman pattern of absorption signals in the Soret- and Q-regions across the series

of compounds. However, the use of natural transition orbitals to investigate the

nature of the transition pointed to the fact that the Gouterman orbital picture might

not be su�cient to describe these transitions fully. The GFO model was developed

for the P macrocycle and was derived based on the degeneracy of the two LUMO

orbitals. This degeneracy is successively being broken in derivative compounds and
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Table 6.9: A selection of key transitions from the TPA calculations on the core–
substituted porphyrins. Wavelengths (l ) and transition strengths (dTPA).

Compound
Absorption

Q-region Soret-region

l (nm) f l (nm) f

trans-O
2

Pc
618 8.77⇥10

�7

269 4.34⇥10

7

526 6.60⇥10

�8

235 1.04⇥10

6

cis-O
2

Pc(1)
569 1.72⇥10

3

265 3.48⇥10

5

513 4.06⇥10

2

249 2.32⇥10

5

cis-O
2

Pc(2)
567 2.17⇥10

3

255 1.07⇥10

11

510 4.59⇥10

2

254 6.28⇥10

2

trans-O
2

N7Pc
621 3.19⇥10

0

268 1.50⇥10

8

528 3.26⇥10

1

246 1.25⇥10

5

cis-O
2

N7Pc(1)
556 2.44⇥10

3

247 3.66⇥10

7

498 4.00⇥10

2

238 9.17⇥10

5

cis-O
2

N7Pc(2)
577 2.07⇥10

3

297 2.27⇥10

6

510 5.73⇥10

2

252 5.81⇥10

8
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Figure 6.11: The optimised geometries of the dioxa-porphycene series

Figure 6.12: The optimised geometries of the dioxa-porphycene series, bearing a
Nitrogen atom in the confused 7-position of the Pc macrocycle

although the GFO model accurately describes some trends (such as the Q–transition

strengthening in Pc relative to P) it also fails to account for some key transitions (such

as the Soret–region contributions in NeoCP). There is therefore a need to also look

specifically into the location of the states if one wants to rationalise the full absorption

pattern in porphyrin isomers. Interestingly, it was shown that the TPA pattern was

very much more sensitive to the changes in the electronic structure than previously

expected. Confusion of the N-atoms in the porphyrin macrocycle did little to improve

the TPA qualities whilst substitution of the pyrrolic Nitrogen atoms by Oxygens, as

well as changing the Hydrogen coordination of the core, could lead to an incredible

increase in the TPA transition strength. These large changes in the TPA spectra were

not reproduced in the OPA spectra, where only small changes were seen. However,

these small changes were su�cient to move the OPA signal to a region where it could

contribute to one-photon resonance enhancement of the TPA signal, and thereby
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Figure 6.13: Simulated spectra for OPA in dioxa-porphycene derivatives

making the e↵ect on the TPA more significant. This subtlety in the non-linear TPA

means that a change in the core electronic structure of compounds is a potentially

very powerful avenue, by which the TPA qualities of porphyrinic compounds can be

fine tuned, without the need for large structural changes to the extremities of the

macrocycle. This also highlights the importance of computational techniques for use

in structure-reactivity relationship studies, as a large number of compounds can be

probed and unexpected absorption qualities such as the ones presented here can be

identified.
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Figure 6.14: The absorption spectrum for dioxa-porphycenes with added an added
nitrogen atom in the confused 7-position of the Pc core
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Figure 6.15: The two-photon absorption spectrum for dioxa-porphycenes as well as
the Pc core for comparison. The signal for theO

2

Pc(2) is several orders of magnitude
larger than the related derivatives.
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Figure 6.16: The two-photon absorption spectrum for dioxa-porphycenes with con-
fused Nitrogen as well as the Pc core for comparison.
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Figure 6.17: This absorption scheme illustrates the concept of resonance enhancement
in the series of O

2

Pc derivatives. Black horizontal lines are states available for OPA,
clearly forming the Soret- and the Q-regions. Green lines are the dominant TPA
transition, with the dashed line representing the virtual state. When the latter state
can be represented in terms of a real state, resonance is expected to a↵ect the TPA
signal by greatly enhancing it.
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Chapter 7

Absorption in Aggregated

Porphyrins

7.1 Introduction

After looking into the specific absorption characteristics of single molecules in the gas

phase, the next step is to concentrate on the situation when a number of chromophores

are non-covalently bound to each other, and forming aggregates. The theoretical

interpretation of non-covalently bound aggregates of molecular systems, and especially

their spectroscopy, has been a topic of interest for decades and includes seminal

contributions such as Frenkel’s molecular exciton concept for the analysis of band

spectral shapes in molecular crystals in the 1930s [230, 231], and Kasha’s exciton

coupling papers from the early 1960s [232]. The latter describe the splitting of excited

states, when going from one chromophore to a pair of interacting chromophores, in

terms of the coupling of simple transition dipoles. This theoretical framework has

since been used as a successful analysis tool for the spectroscopy of systems ranging

from crystals to simple dimers. As the field of quantum chemistry developed, with

considerable increases in e�ciency of computer algorithms as well as hardware, so did

the accuracy of the theoretical interpretation of the spectroscopic properties of non-

covalently bound molecular systems, using wavefunction based methods [233–238] as

well as density functional theory (DFT)[100, 239–241]. DFT is especially interesting

as its favourable scaling lends itself to the theoretical description of comparably large
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molecular systems. This opens up the topic to include systems that are of interest in

highly topical applications such agents for PDT.

The investigations into the spectroscopy of aggregates using computational meth-

ods introduce a whole new set of considerations, compared to ground state studies.

Some characteristics are better described than others, and the development of DFT

functionals capable of describing weak non-covalent interactions as well the develop-

ment of functionals that are suitable for excited states has only fairly recently begun

to appear [99, 241, 242].

There is great interest in reproducing aggregation in macrocycles such as P and

Pc and predicting changes in their photophysical characteristics upon complexation.

This is true not only from a point of view of topical applications such as photosynthe-

sis, where the e�ciency of light harvesting supramolecular structures depends on the

aggregation of the chromophores, but also in development of PDT, where aggregation

is common in solutions of the chromophores used as photosensitisers in vivo[140, 243].

Even though aggregation of chromophores tend to broaden the absorption spectrum,

making more wavelengths available for various applications use, it may also enhance

the excited state decay rate.[244] As the latter competes with the photosensitisation

pathway in PDT it is a very important loss process to understand. In nature on the

other hand, photosynthetic light-harvesting complexes, based on the porphyrin core

structure, depend heavily on this aggregation to broaden their absorption capabilities.

A computational investigation into the aggregation characteristics of porphyrin-type

macrocycles is therefore of large interest in the development of e�cient photosensi-

tisers, attempting to exploit the broadening of the absorption spectra whilst at the

same time avoid the excited state decay[243, 245, 246]. As the field of computational

chemistry matures to the task of investigating the spectroscopy of large aggregated

structures there are great potential insights to be gained.

This chapter will report on the results from a study set out to investigate the

e↵ect of aggregation on the spectroscopic properties of dimers of P and Pc Figure

7.1. The aggregates investigated are characterised as being of J- or H-type geometries,

as described in Figure 7.1. This terminology was first developed by Jelley and Sheibe

through their work on aggregation in cyanine dyes [247]. The inclusion of T-shaped

dimers in this study was motivated by previous porphyrin studies as well as work on

the benzene dimer. As the latter can be regarded as the benchmark when it comes
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to wavefunction studies on aggregated chromophores[238, 248, 249], it is of great

interest to evaluate the spectroscopic properties of this conformer, as well as the

traditional H- and J-type aggregates.

Figure 7.1: The aggregation in porpyrin (P) and porphycene (Pc) dimers, separated
by r, can be classified as being of J-type (head-to-tail orientation, 0

� < q < 54.7�)
or H-type (face-to-face orientation, 54.7� < q < 90

�) The nomenclature of the ag-
gregation designations are from the early studies on aggregation in cyanine dyes by
Jelley and Scheibe [247]. The T-shaped orientation was also included in this study.

7.2 Computational Methods

The nature of the interaction between stacked non-polar p-systems means a good

treatment of dispersion e↵ects is essential for a correct description of the geometry

and binding energy. As this interaction is dependent on the correlated instantaneous

fluctuations in the electron cloud of one region (and how it responds to the fluctua-

tions of the electron cloud of another region) it is poorly described using a mean field

approach. Despite the fact that DFT in general includes approximate electron corre-

lation e↵ects, most functionals fail to describe dispersion interactions quantitatively,

due to their local nature failing to account for the r�6 dependence in the disper-
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sion expression, C
6

r�6 [250, 251]. Even though a rigorous non-empirical evaluation

of the interaction would be the most desirable option, it will fast become compu-

tationally challenging, thereby ruining the advantageous DFT scaling and hence be

computationally unfeasible for systems the size of porphyrin-aggregates. Alternative

approaches include the use of an existing empirical potential from a well resolved

system, such as a rare gas, to tailor the functional itself [252]. The results from these

functional adjustments are however limited by their transferability to more general

systems. As mentioned in the Theoretical Background section, a more successful

approach has been the practice of adding a correction term to the existing DFT

mean-field energy, as in Equation 7.1:

ETotal = EDFT +Edisp (7.1)

The representation of the correction term Edisp varies, but is of the general form

Edisp =�Â
n

Â
i> j

fdamp,n(ri j)
Cn,i j

rn
i j

(7.2)

where i and j denotes a pair of interacting atoms, and Cn,i j and fdamp,ntheir dispersion

coe�cient and dampening function respectively, both of order n.
An added description of the dispersion energy of this type has been shown to

describe the correct binding energy for a large range of weakly bound complexes,

including large stacked systems with p-interactions[97–100].
In order to avoid the incorrect description of bonds below common Van der Waals

distances the addition of a dampening function with fast decay at small r is crucial.

The dampening scheme of Grimme’s successful B97-D functional series [101], fulfil

this requirement and is of the form:

fdamp(r) =
1

1+ exp(�a( r
r

0

�1

))
(7.3)

where r
0

is the sum of the Van der Walls radii and the a parameter controls the

strength of the correction.

As a reasonable expectation in a study such as this is to see bands involving so-

called exciton bands, where charge density is being transferred from one monomer of

the aggregate to the other, the use of a LC functional is crucial.[253] With the impor-
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tance of dispersion as well as long-range correction in mind Chai and Head-Gordon

added empirical dispersion terms to their own fully optimised LC exchange-correction

functional, denoted wB97XD [242, 254]. They followed Grimme’s dispersion format,

apart from the use of their own dampening function of the form

fdamp(r) =
1

1+ exp(�a( r
r

0

)�12)
(7.4)

As the polarisabilities used in the construction of the dispersion coe�cient are based

on values for the ground, rather than the excited state, the behaviour of dispersion

functionals in linear response TD-DFT calculations of excitation energies are not

easily predicted. However, as the excited states of the aggregates are expected to

be delocalised to a large degree across the complex, the importance of a functional

that can deal with CT excitations is expected to outweigh the need for accurate

dispersion treatment of the few electrons that will be excited. Indeed, in tests of

the wB97XD functional, where vertical CT excitation energies were investigated,

the resulting excitation energies were qualitatively correct, as compared to high-level

SAC-CI results, compared to the poorer results seen in the B97-D excitations [254].

It is worth to point out, however, that investigations into excimer (excited dimer)

formation using TD-DFT, which require full excited state optimisations, showed that,

even though LC was crucial for a correct description, empirical dispersion e↵ects

did also prove vital for the correct bound behaviour of the excimers [241]. There

has been developments in the dispersion functional methodologies, such as retrieving

polarisability data from TD-DFT rather than using empirical data, in the D3 scheme

by Grimme [255]. The improvements in terms of binding energies for large macrocyclic

dimers, such as porphyrin, has however been shown to be minor. Both the -D and the

-D3 approach give porphyrin binding energy results in the order of 20kcal/mol. The

form of the dispersion dampening terms have also been improved further to give more

accurate descriptions, for example the recent D3 improvement scheme developed by

Grimme that adds a Becke-Johnson dampening function. [255] However, benchmark

studies highlight that the improvement is minor as the mathematical forms of the

dampening function is varied [255]. Further, the DFT-D approach for the benzene

dimer, generally considered the prototype for benchmarking p �p interactions, has

been shown to give results with a precision similar to CCSD(T) results [249, 256–
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258]. All our ground state characterisations were therefore carried out with the B97-D

functional in combination with an Ahlrichs-type basis set of TZVP quality [74]. The

Ahlrichs series of basis sets have been used extensively for DFT energy and gradient

calculations and is preferred over for example Dunning’s basis sets, as the latter is

fitted to wavefunction results [259]. All reported energies are corrected for Basis Set

Superposition Error (BSSE) using the counterpoise corrected method.[260] It is worth

noting however that the correction were in the order of 0.003 Hartrees. This is due

to the use of a basis set of triple zeta quality on a system as large as a porphyrin

aggregate, which is expected to diminish the BSSE [99].

Our vertical excitations are determined using linear response DFT. A small bench-

mark set for the porphyrin monomer was prepared to evaluate the behaviour of B97-

D and w-B97XD, as well as the the long range corrected CAM-B3LYP [130] and

PBE0[212] functionals. All computations were carried out using Gaussian09. [160]

7.3 Results and discussion

7.3.1 Optimised Aggregates

Full ground state optimisations of the aggregates were started with the monomers at

various geometries ranging from H- to J-type aggregation; face-to-face (P-H,Pc-H),

head-to-tail (P-J,Pc-J), slipped co-facial (P-ScF,Pc-ScF) and T-shaped starting ge-

ometries (P-T(A), P-T(B), Pc-T(A),Pc-T(B), Pc-T(C), Pc-T(D)) as per Figure

7.2. For the J- and H-type geometries the parallel as well as the H-tautomer arrange-

ment of the pyrrolic hydrogen was probed (equivalent of a 90

� interplanar rotation in

porphyrin), as both porphyrin and porphycene have rapid pyrrolic H-tautomer inter-

conversion at room temperature [227, 261]. Each stationary point was characterised

using analytical Hessians. The parameters in focus of this optimisation investiga-

tion were the interplanar distance, r, set to 3.30Å in the first instance (for H- and

slipped-co-facial aggregates), the aggregation angle q (ranging from 90

� to 0

� via

56

�) and, orthogonal to that angle, the o↵ centre slipping angle q? (set at 90

� for

all aggregates), as described in Figure 7.2.

Starting the optimisation at a strict face-to-face H-type geometry, with q at 90

�,

q? at 90

�, and 3.7Å interplanar distance, the porphyrin aggregates converges to a
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Figure 7.2: Starting geometry for the aggregates, ranging from H to J-type aggre-
gation, as well as T-shaped geometries. The dashed lines refer to the sites of H-
tautomerisation and the aggregation angle q and q?, orthogonal to the aggregation
coordinate, are indicated.
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minimum energy stationary point at a slightly slipped cofacial geometry for both

hydrogen-tautomers, as per Table 7.1. These minima are in the order of 6 kcal

/ mol below the energies of the starting geometries, and suggests a very shallown

nature of the potential energy surface in this region. The non-parallel hydrogen-

tautomer geometry converges to a minimum where the orthogonal slip angle is more

pronounced, reaching a value of q? = 99.79. This tautomer also yields a marginally

lower minimum (D E =1 kcal/mol) than the version with parallel hydrogens, with a

very slight increase in binding energy due to increase in electrostatic attractive forces.

These results are in good agreement with previous investigations of the porphyrin

aggregation surface by Muck-Lichtenfeld and Grimme [248]. Unlike the slipping modes

seen in porphyrin, the porphycene H-type starting geometries (q = 90

�, q? = 90

�, r=

3.7Å), with and without hydrogen tautomerisation, converges to a first order critical

point, with one very small imaginary frequency (in the order of �3cm�1), in the

direction of rotation between the macrocyclic planes of equal and opposite directions.

Exploring the surface in the direction of the twist coordinate resulted in a minimum

energy aggregate as per Table 7.1, where the two planes are rotated with respect to

eachother by 20

� .

As in the H-aggregate, the slipped co-facial starting geometry of porphyrin (q =

56.7�, q? = 90

�, r= 3.26Å) is a critical point on the potential energy surface for

both tautomers. The imaginary frequency modes are along the slipping coordinate

orthogonal to the starting slipping direction, q?. Probing the surface along this mode

yield minima as described in Table 7.1. These minima are of identical binding energy

to the porphyrin minimum found from the H-type aggregate starting point but in the

opposite direction along the q? mode. This suggests a ‘sombrero-hat’- type potential

energy surface for porphyrin, which has been proposed earlier [248]. The porphycene

slipped co-facial optimisation with alternating tautomers is also a critical point of

first order. The modes with negative frequency are along q? and probing the surfaces

along this coordinate yields a minimum geometry, which also incorporates a twist in

the direction of rotation between the two porphycene planes, of 18

�. As in porphyrin,

the hydrogen-tautomer arrangement yields a marginally lower energy minimum.

With a J-type aggregation setup, the porphyrin optimisation proceeds by slipping

the structure towards a slipped-cofacial geometry, optimising the electrostatic inter-

actions between the two planes. A minimum energy structure is reached at an angle
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of q = 68

�, q? = 72

� and an interplanar distance at r = 3.22Å. The J-type geometry

in porphycene also follows the same path as the porphyrin analogue and optimises

along the aggregation coordinate towards a H-aggregate with q = 74

� and q? = 69

�.

None of the porphyrin T-shaped aggregates are a minima on the B97-D/TZVP

potential, but higher order saddle points. As in the case of the J-type set-up, the

optimisation leads to a slipped co-facial structure analogous to the other starting

geometries, as presented in Table 7.1. The T-shaped aggregate of benzene, as has

been shown in benchmark calculations, is nearly iso-energetic to the slipped co-facial

conformer at this level of theory, and is in fact favoured at high temperatures due to

is higher flexibility [249, 257]. This is not the case in porphyrin, and the large surface

area of the macrocyclic plane, and hence the increased dispersion stabilisation in a

co-facial arrangement, contributes to the stabilisation in the aggregates.

Porphycene T-shaped geometries A, B , C and D follows the same trend as the

porphyrin examples and optimises to a minimum with a slipped co-facial geometry.

Depending on the starting conformation, the slipping takes place towards closest

co-facial alignment, leading to a set of minima with various rotations between the

macrocyclic planes, as described in Table 7.1.

The overall potential energy surface in the ground state of porphyrin and por-

phycene upon aggregation are both very similar in character; with very shallow min-

ima. Especially for porphyrin the optimised geometries presented here are well known

and highlights the success of the empirically corrected dispersion functional of the

type used here. [262] A quick optimisation run on the lowest energy porphyrin min-

imum (P-ScFtaut) with a non-dispersion-corrected functional, here B3LYP with the

same basis set, does not return an aggregate that is bound, but reaches a non-bound

stationary point at r = 4.4 Å, q = 132

� and q? = 130

�. Overall, these results can be

rationalised by the well known interplay between long range dispersion interactions

and short range Pauli exchange repulsion and electrostatic interactions - which are

considered the dominant terms in p �p stacking interactions [263]. If the binding

had been down to dispersion forces only, a maximum p�p overlap would have been

expected. Instead, the gas phase aggregates prefers the o↵set structure which pro-

motes maximum p�s attraction whilst minimising any repulsion. The aggregation

behaviour of porphycene, whilst not having been in focus of any theoretical studies

known to the authors, follows the same trend as the porphyrin macrocycle but, due
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Table 7.1: Optimised energy data for the aggregates calculated at the B97-D//TZVP
level of theory, with counterpoise correction. a; Interplanar distances and slipping and
rotation angles given in Å, and degrees, respectively. Total binding energy and the
dispersion contribution to the binding is also given (in kcal/mol).

Optimised Aggregates
Geometrical Parametersa Eabs (Ha) Ebind EDisp
r q q? rotation

P-H 3.36 64 79 -1978.2908 17.66 38.45
P-Htaut 3.29 65 99 -1978.2920 18.42 40.28
P-ScF 3.31 73 107 -1978.2911 17.86 40.08
P-ScFtaut 3.29 68 71 -1978.2920 18.41 40.32
P-J 3.31 72 108 -1978.2919 18.34 39.92
P-T(A) 3.30 68 70 -1978.2919 18.34 39.91
P-T(B) 3.32 73 107 -1978.2920 18.40 40.30
Pc-H 3.32 74 70 21 -1978.2981 18.84 43.69
Pc-Htaut 3.30 64 109 -1978.2983 18.92 43.97
Pc-ScF 3.27 74 69 -1978.2980 18.78 43.60
Pc-ScFtaut 3.31 63 109 18 -1978.3021 21.34 43.97
Pc-J 3.32 74 69 -1978.2982 18.86 43.60
Pc-T(A) 3.30 72 89 60 -1978.2970 18.14 42.42
Pc-T(B) 3.35 79 67 37 -1978.2979 18.67 43.07
Pc-T(C) 3.38 64 109 55 -1978.2982 18.93 43.97
Pc-T(D) 3.31 64 67 53 -1978.2978 18.64 43.68

the elongation of the over all p� system compared to porphyrin, has available close

lying minima that requires the two porphycenes to rotate relative to each other to

maximise the attractive electrostatic forces.

7.3.2 Vertical Excitations

The state ordering of the lowest singlet excited states of porphyrin is well known and

has been investigated extensively using experiments as well as high-level wavefunction

methods. In order to evaluate the most suitable functional for the calculation of

vertical states a small benchmark calculation was therefore set up, using the porphyrin

free base, where each functional was compared with experimental porphyrin spectra

as well as excitation data from EOM-CCSD and RASSCF/RASPT2 calculations. A

number of basis sets were also investigated (see Appendix 1). Overall the state
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ordering as well as state character was well represented with CAM-B3LYP as well

as the wB97XD functional, both of which are of the long-range corrected variety.

Especially the latter produced results where N-type states were placed in the correct

energy region. Addition of polarisation functions on all atoms did little to a↵ect the

result.

Even though the EOM-CCSD and RASSCF/RASPT2 methods would be ideal to

utilise for accurate excitations in the aggregates, as they have for the monomers,

such calculations would not be computationally feasible. The EOM-CCSD scales as

conventional CCSD (N6) and the limited number of active electrons and the orbitals

that can be selected in the RAS space in the RASSCF/RASPT2 setup means excimer

type excitations, involving essentially the full p�space, would fail to be accurately

reproduced. The use of TD-DFT hence still remains the only accessible option with

respect to balancing computational accuracy and cost for aggregates of chromophores

the size of porphyrins.

The absorption characteristics of aggregated chromophores are often described

in terms of the simple theoretical model for exciton transitions devised by Kasha

et al. [232]. In this model the blue- or red-shift seen in the absorption spectra

upon aggregation is accounted for by means of a quasi-classical vector model where

transition dipole moments in the dimers couple and thereby perturb the electronic

states, as illustrated in Figure 7.3.This interaction between transition moments leads

to delocalisation of the excitation over the aggregate, meaning that an energy lowering

takes place as the excited state of one monomer interacts with the ground state of

the other. The splitting of the states caused by coupling of dipoles in monomer 1

and monomer 2, in the point-dipole approximation, are of the form:

DEsplitting =
2|M|2

R3

1,2

(1+3cos2q) (7.5)

where the splitting in the monomer states upon aggregation, DEsplitting is derived

using the angle between the dipoles, q , and the transition dipole moment, M. As the

splitting is dependent on the transition moment of the transition in the monomer,

splitting is only expected to be observed for the states with appreciable oscillator

strengths. It is seen that the stabilisation caused by the splitting decays with a R�3

dependency and hence slower than dispersion stabilisation (R�6). This stabilisation
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can lead to the formation of species that are only stable in the excited states, so

called excimers. Kasha’s model has been used in the definition of characterisation

of aggregation type, where the flip from J- to H-type aggregation is seen where the

exciton splitting is zero, at q = 54.7� ( = arc cos 1/
p

3 ).

Figure 7.3: The splitting pattern in the first excited state in Kashas excitonic coupling
scheme. Dashed line indicates dipole-forbidden state.

This model has been used successfully in spectral analysis of various aggregated

chromophores for decades, including for porphyrin aggregates and their characteri-

sation as J- or H-type [262, 264–270]. If, for example, there is a breakdown of the

point-dipole approximation, however, it has been suggested to be potentially mislead-

ing [243]. This is especially a concern in porphyrins, due to the non-trivial absorption

spectra of these systems, where standard absorption bands, such as the first excited

state in the porphyrin monomer, in the so-called Q-band in the visible region, have

orthogonal transition dipoles (vide infra). This implies that blue- as well as red-shifts

could theoretically be seen in the same dimer structure, complicating the assignment

of aggregation type. In addition, the presence of orthogonal H-bands in supposedly

J-aggregated samples in condensed phase also leads to di�culties in the interpretation

of the spectra [9, 271].

7.3.2.1 Slipping Excitations

In order to aid the non-trivial characterisation of porphyrin aggregates and their spec-

troscopy we set out to evaluate an absorption scheme for the porphyrin and por-
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phycene aggregates as the slipping angle, q , evolves from J- to H-type aggregation

with the interplanar distance set to 3.30Å and q? = 90

� and investigate the TD-DFT

results. The analysis was carried out both with Kasha’s model as well as a thorough

characterisations of each state, using natural transition orbitals (NTOs). NTOs are

created through unitary transformations of the set of canonical Kohn-Sham orbitals,

virtual as well as occupied, generating a set that describes a particular particle-hole

excitation [139]. Each excitation has an associate eigenvalue, l , which indicates its

importance in the overall transition, giving a tool for evaluating the character of a

transition, which greatly aids the qualitative understanding of transitions available

in porphyrin-type aggregates. A a better understanding of the relationship between

aggregation formation and the electronic absorption characteristics of chromophores

such as the ones investigated here would further the goal of their use in photo-

voltaics and photodynamic therapy as well as energy conversion devices. A concise

aggregation-absorption scheme also has the potential be useful in the developments as

a motivation tool for rational design of such materials using controlled processes such

as self-assembly, sol-gel film formation or Langmuir-Blodgett techniques[272–274], as

well as through the introduction of added side groups [267, 275].

Figure 7.4 shows the absolute ground state energies, given in eV for the set of

functionals investigated here, for a slipping angle between 0

� and 90

� (using the 0

�

energy as reference) , and highlights the importance of the use of dispersion for ground

state energies in p-aggregates. The CAM-B3LYP, PBE0 and wB97XD functionals

are all of the type that includes various fractions of exact exchange from Hartree Fock.

This has been shown to be especially important for charge transfer states, which will

be required for excitation studies. The latter also has the added benefit of an empirical

dispersion correction, something that is shown here to be crucial in reproducing the

ground state stability of the aggregates. The wB97XD functional in fact reproduces

the pattern expected to be seen for porphyrin aggregation, namely the stabilisation

of the dimer along the aggregation coordinate, as does the B97-D functional. It

is seen that (in the absence of relaxation along the q? coordinate, as presented

in the Optimisation Section) the minimum energy lies around a 60

� slipping angle,

which reflects the expected maximum of electrostatic attractive forces and dispersion

interactions. A functional without dispersion captures the electrostatic attractions

at moderate angles, but as the repulsive forces come into play, as the overlap of the
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p-systems increase, a lack of dispersion interactions fails to reproduce the aggregation

stabilisation. This serves as a reminder of the interplay between dispersion forces and

the electrostatic repulsion and attraction in complexes such as these (vide supra).

Figure 7.4: The absolute single point energies of a porphyrin aggregate as the slipping
angle varies from 0

� to 90

� and the interplanar distance is set to 3.30 Å. The 0

� energy
is used as reference.

The vertical singlet states of the porphyrin aggregate, and their evolvement as the

aggregation angle is varied, was calculated at the TD-wB97XD//TZVP level, and is

presented in tabular form in Table 7.2.

The vertical singlet states of the porphycene aggregate, and their evolvement as

the aggregation angle is varied, was also calculated at the TD-wB97XD//TZVP level,

and is presented in tabular form in Table 7.3.

Across the slipping angle coordinate in porphyrin and porphycene the state-

ordering in the lower energy region is well described in terms of Kasha’s model.

Even though the transition moments of the monomeric units do not lie parallel to

the aggregation coordinates, the Q-type states are split into an orbital allowed and

forbidden component and ordered as per Figure 7.3. As the porphyrins couple in a

J-type fashion the first excited Q-type state at 2.17 eV is blue shifted to 2.09 eV, and

the corresponding forbidden state is seen at 2.10 eV. The use of NTO’s to charac-

terise a state as being of the correct type is vital, as each state is described in terms

of a complicated mix of excitation and de-excitation amplitudes and clear Gouterman

type orbitals are di�cult to assign. As the symmetry is lowered upon aggregation,

symmetry labels also become less useful. As seen in Figure 7.5 the ‘electron-hole pair’

described by the NTO’s, together with their eigenvalue, indicating their importance in
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the transition description, are of clear Gouterman Q-type. At 45

� TD-DFT predicts

a flip in the state ordering, and hence aggregation type, which is at a slightly smaller

angle than the 54.7� predicted by Kasha’s model. The slipping of the porphycene

aggregate predicts the same trend as in porphyrin at low energies. Even though the

lack of symmetry means the forbidden states are not formally forbidden, states with

very small oscillator strengths can be seen to flip down below the more allowed states

at 30

�.

When looking at the states in the Soret-region for the dimers with small slipping

angles ( q = 0

��30

�) there is evidence of interesting orbital mixing in the Soret-type

states of the aggregates, creating N-type transitions. Even though transitions with N-

type densities are seen here in the porphyrin monomer using the wB97XD functional,

they are mixed in to a predominantly Soret-type state which is found in the correct

region, rather than seen as a pure N-type state, denoted as a Soret(N)-state in Table

7.2. Even though there is no direct experimental evidence of these types of transitions

in the porphyrin monomer, there are clear evidence of such bands in covalently bound

porphyrin oligomers [276]. As these oligomers have similar orientation with respect to

the macrocyclic p-systems as do the aggregates with low slipping angle presented in

Table 7.2, the position of the N-transitions in between the Q- and Soret-bands seen

here reflect the experimental absorption trends well. The B-bands of porphycene

di↵er from porphyrin in general, as mentioned at the start of this section, in that

the main transitions in the B-region are in fact suggested to be made up of N-type

transitions, and not be described well with the Gouterman set. Indeed, the transition

into the 3

1Bu state in the monomer is predominantly of N-type and neither of the

strong transitions into the Soret-region (41Bu and 4

1Bu at 3.97 and 4.05 eV) are of

pure Soret-type, but have N-type density components (denoted Soret(N) in Table

7.3). As the aggregation angle increases there is a small trend in the number of clear

N-states. At small angles an investigation of the NTOs indicate that the contribution

from configurations involving the orbitals with density on the pyrrole moieties are

more important than at larger angles. Hence porphycene follows the same trend

as porphyrin, in that N-type states vary in their importance along the aggregation

coordinate.

It will certainly be interesting to see results using other methods than TD-DFT

on the N-type transitions and their position upon aggregation of porphyrins. As the
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pyrrolic regions of porphyrinic macrocycles are routinely functionalised in synthesis the

position of the N-bands could be utilised to improve on absorption characteristics of

porphyrin aggregates, and oligomers, to improve on the applications of these systems.

Figure 7.5: Transitions in the porphyrin aggregates as represented by their NTO pair
and associated eigenvalue l .
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7.3.2.2 Absorption in T-shaped aggregates

The T-shaped porphyrin aggregate has been investigated previously on the ground

state surface [238, 248], and it is therefore of great interest to evaluate the absorption

spectra for the various geometries in Figure 7.2, at the TD-wB97XD//TZVP level of

theory, for the first time. This is especially true when considering the topical appli-

cations and the development of concise aggregation-absorption schemes. Absorption

spectra for the porphyrin and porphycene T-shaped aggregates are presented in Figure

7.6 and Figure 7.7.

Figure 7.6: Transitions in the porphyrin T-shaped aggregates at the TD-
wB97XD//TZVP level of theory. Key examples of charge transfer transitions are
represented by their NTO pair and associated eigenvalue l . The porphyrin monomer
spectrum is added (black dashed line) for comparison.

As in the case of the Slipping Excitation investigation, the use of NTOs greatly aids

the characterisation of each state for both of the T-shaped porphyrin conformations.

With the rings orientated as in the P-T(B) example, where the pyrrole moiety of
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one ring is pointing towards the macrocyclic plane of the other, the transitions are

separated to each ring in both the B- and the Q-region. The classic Gouterman orbitals

are easily recognised when looking at the NTOs and each transition is clearly separated

into transitions in one ring, meaning that no charge transfer from one monomer to

the other is seen in either regions for P-T(B). The orientation where the side of

one macrocycle points towards the plane of the other, as in P-T(A), a↵ords greater

overlap and both Q- and Soret-transitions involve a mixture of distorted Gouterman

orbitals, N-type orbitals, as well as p �s type orbitals involving the C-H s bonds

overlapping with the p-cloud of the macrocycle. Looking in the medium energy region

(at 2.00eV�3.45eV), charge transfer from Gouterman type orbitals between the rings

as well as N-type orbitals are seen for both conformations, as shown in Figure 7.6.

The precise position of these charge transfer bands is however di�cult to asses, as

they could be artificially stabilised due to the use of a long-range corrected functional

as discussed earlier.

Figure 7.7: Transitions in the porphycene T-shaped aggregates at the TD-
wB97XD//TZVP level of theory. Important charge transfer transitions are repre-
sented by their NTO pair and associated eigenvalue l . The monomer spectrum is
added (black dashed line) for comparison.
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Due to the elongation of the p-system in the porphycene macrocycle, the orienta-

tion of the monomers in the T-shaped geometries is especially important to consider

when analysing the absorption behaviour. The Pc-T(A),(C) and (D) orientations

behave in a similar manner as the P-T(A), with clearly separated transitions in the

Q- and Soret-bands not involving any charge transfer. The Pc-T(B) however, has

the longer sides and edges of the elongated p-systems pointing towards each other,

leading to larger overlap. This leads to mixed transitions in both the Q- and the

Soret-band (one Q-type transition is represented in Figure 7.7). The charge transfer

region, in between the Soret- and Q-regions, are analogous to the porphyrin case,

and involve transfer between the monomers. Exemplary transitions are presented in

Figure 7.7.

7.3.3 Absorption in Optimised Aggregates

After carrying out the slipping-angle and T-shaped geometry investigations, the ground

state structure from the aggregation optimisation section with the lowest minimum

and largest binding energies, P-ScFtaut for porphyrin and Pc-ScFtaut for porphycene,

were investigated with the TD-wB97XD functional and TZVP basis set. The vertical

excitation energies were plotted for the first 20 states and simulated stick spectra

were drawn (Figure 7.8 and 7.9 for porphyrin and porphycene respectively). The

equivalent transitions for the respective monomers were included for comparison.

The porphyrin spectrum is presented in Figure 7.8, where the NTO’s with sig-

nificant values of l for the main transitions are indicated. When comparing to the

investigation into the slipping angle the appearance of bands with significant oscillator

strengths are seen in between the Q- and B-regions, at 2.8 - 3.5 eV. These absorp-

tions are made up of exciton-type transitions between configurations that involve the

Gouterman orbitals of one monomer to a Gouterman orbital of the other, and are

responsible for the well known broadening of absorption spectra upon aggregation

seen in experiment. The canonical orbitals for these transitions are very di�cult to

interpret, but the NTO’s show clear charge transfer between the two monomeric units,

as seen in Figure 7.8. A comparison can be made with the NTO’s from the slipping

angle investigation for q = 60

� and the transition into the same region (the 1Au state

at 2.89 eV) in Figure 7.10. Unlike the transition seen here, the orbital densities do not
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show any clear charge transfer. The parameters for P-ScFtaut are q = 68

�, q? = 72

�

and an interplanar distance of r = 3.22Å. As the slipping angle investigation was

carried out at q? = 90

�, any transitions from one monomeric unit to the other would

be of equal and opposite direction, and hence no net charge transfer is seen, whilst

at the ground state geometry the unsymmetrical overlap leads to a promotion of

these types of transitions. This charge transfer promotion could rationalise why this

arrangement, with porphyrins o↵set in q as well as q?, is in fact favoured in many

important porphyrinic chromophores found in nature where charge transfer is utilised

for functions such as the funnelling of energy to redox-active molecules, such as light-

harvesting aggregates in photosynthetic bacteria [243, 277]. In the B-region at higher

energies, the main transition, 3.73 eV, can be seen to include N-type densities, and

no clear Gouterman-type B-transitions are seen. As discussed in the slipping angle

investigation, the importance of N-type orbitals in the description of these states is

unclear, but experiments as well as computational work has suggested that they are

present in this region in porphyrin oligomers [276].

The simulated absorption spectrum for the porphycene minimum energy structure

(Pc-ScFtaut in Table 7.1) is presented in Figure 7.9. As in the monomer, the tran-

sitions in the Q-region of the aggregates are strong, due to non-degenerate LUMO

and LUMO-1 leading to a non-cancellation in composite Gouterman-type transitions

into this region. Clear charge transfer from one monomer to the other is observed,

but contrary to the porphyrin case, there is a preference in the transitions going from

one monomer to the other. For example left to right in the transition at 2.30 eV, as

indicated by the large l value of 0.80. The lowest lying minimum in the porphycene

aggregate involves a twist of the macrocyclic core, as well as a displacement along

q and q?, which leads to an uneven density distribution in the Gouterman set. This

makes the characterisation of the states challenging, especially using canonical or-

bitals. Investigation of the NTO’s however makes it possible to recognise both the

Gouterman set and the presence of N-type orbitals in the transition at 4.04 in the

B-region. As seen in Figure 7.9, the N-type densities are shifted towards one end

of the aggregate, where the overlap is maximised. The importance of N-bands in

the description of the porphycene monomer is already well known, and analogous

to porphyrin, these states become even more important to consider for a balanced

description of absorptions when an aggregate is formed [115].
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Figure 7.8: Transitions in the porphyrin ground state aggregate with lowest energy
minimum (P-ScFtaut) (blue). Key transitions are represented by their NTO pair and
associated eigenvalue l . The orbital for the N-type transition component (l = 0.29)
is also shown from a face-on view, in brackets. The porphyrin monomer spectraum
is added (black dashed line) for comparison.
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Figure 7.9: Transitions in the porphycene ground state aggregate, Pc-ScFtaut (blue).
NTO pairs and associated eigenvalue l highlight important transitions. The por-
phycene monomer spectrum is added for comparison (black dashed line)

Figure 7.10: NTO pair and associated eigenvalue l for the 1Au state at 2.89 eV for
the q = 60

� aggregate (on left) and the 1A state of Pc-ScFtaut at 420 nm / 2.95 eV
(on right).
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7.4 Conclusion

This chapter introduced the electronic structure of porphyrin and porphycene aggre-

gates. The addition of dispersion, as in the B97-D functional, was crucial in order

to predict bound aggregate dimers on the ground state surface. The TD-DFT study

of the e↵ect of the slipping angle on the absorption characteristics of the aggregates

yielded interesting results. Due to the size of the systems, TD-DFT is the go to

method, and its behaviour for these types of systems is important to evaluate. In

this study the results reflected well Kasha’s model of exciton coupling, and the use

of NTOs rather than canonical Kohn-Sham orbitals were a useful, if not crucial, tool

for state characterisations. Intriguing bands due to N-type transitions were found

to be located in the region as expected from experimental absorptions in oligomeric

porphyrinic systems. As wavefunction methods develop further and can take on the

task of modelling large aggregates, it will certainly be interesting to see further studies

on aggregation in molecules as large, and as topical with respect to applications, as

porphyrins. This is especially important considering the improvement in absorption

characteristics, as well as the evaluation, and possible manipulation, of excited state

relaxation pathways, leading to a possible mimicking of nature, where the broadening

aspects of the spectra upon aggregation is being utilised without it becoming a loss

process.
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Chapter 8

Excited State Relaxation in

Macrocycles

8.1 Introduction

So far in this thesis we have seen how response theory on a DFT reference can be used

on molecules the size of Ps to predict the electronic spectra for both one and two

photon absorption processes. As the development of photosensitisers for use in PDT

involves many more challenges from the synthetic chemistry community, any input

from computational chemists can help the advancement of this promising technique.

One major component of PDT that is crucial for a successful photosensitiser is e�cient

relaxation dynamics from the excited state manifold, ultimately generating a triplet

state that can be quenched by singlet oxygen. The processes of IC and ISC are

illustrated in Figure 8.1. As was introduced in Chapter 3, these processes are ultrafast

in nature and a computational insight is not only helpful but in fact sometimes crucial

for a deeper understanding of these pathways.

When moving on from small heteroaromatics, such as imidazole and indole, to

system the size of P there are a number of issues that needs to be considered. In

this chapter a strategy for the the theoretical description of processes such as the IC

and ISC in P and Pc is presented.
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Figure 8.1: We have now reached the part of the PDT jablonski diagram that describes
relaxation pathways that need to be e�cient in an ideal photosensitiser.

8.2 Excited States Modelling Using Multiconfigu-

rational Techniques

The modelling of reaction paths that cross multiple surfaces, such as IC and ISC, have

been studied both experimentally and theoretically for number of years, and the un-

derstanding of the pathways involved in the photochemistry of small molecules, such

as those introduced in Chapter 3, have reached great depth.[278] When it comes to

the description of surface crossings of larger molecules, the use of TD-DFT would

be ideal with respect to computational cost. However, response theory requires the

use of a reference state that can be well described using one configuration (i.e. have

no static correlation issues). This means that the topology of excited surfaces can

only be investigated in dept in areas where the ground state is well defined, which

removes both the flexibility of investigating the full geometrical space of the excited

states in question as well as the investigation into crossing points with the ground

state itself. Multiconfigurational approaches are therefore required. At the moment
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the practical limit of the use of CASSCF lies in the region of 16 active electrons in 16

active orbitals. In order to look at chromophores that require an active space larger

than that, or are contained within a larger system, there are two options remaining:

either the computational method must be truncated, or the molecule itself must be

truncated to a representative model system. Bearpark et al, investigated a collection

of photochemical reactions involving multi-state processes using a CASSCF starting

point.[279] Methods that can combine a quantum mechanical method (QM) with a

Molecular Mechanics method (MM) (which determines molecular properties through

the use of empirically built force fields) are generally referred to as hybrid methods.

Hybrid methods, such as ONIOM investigated by Bearpark et al., rely on the fact

that some parts of the molecule are more crucial in the representation of the chem-

ical reaction we want to study, whilst the remainder are viewed as playing a minor

role. This method was found to be appropriate for excited state potential energy sur-

faces, provided the chromophore could be accurately separated from the full molecule.

This highlights the general trend, which is that these models are important in the

investigations of chromophores in for example a protein or solvent environment.[280]

When it comes to molecules where the chromophore is essentially the entire system

however, these methods were not always appropriate. This is a key factor when

dealing with photosensitisers for use in PDT, as they normally are of a large structure

incorporating many aromatic features, such as Ps, where the whole system is crucial

for the modelling of its photochemistry. For molecules such as this the strategy would

be to turn to models where the method itself, rather than the molecular structure,

has been truncated, such as the RASSCF approach.[198, 281] The RASSCF method

is analogous to CASSCF but the active space has been divided into smaller parts

(RAS1, RAS2 and RAS3 as introduced in Chapter 2) in order to reduce the total

number of electron configurations generated. Even though the method is highly

system-dependent, just like CASSCF, the partitioning of the system in this manner

has been shown to be adequate and small errors when modelling the excited state

surfaces, when compared to CASSCF, on a 14-electron system.[279]

We have investigated the use of RASSCF for analysis of the photochemistry of

molecules the size of common photosensitiser molecules. Previous work has mainly

been focused on the use of RASSCF to predict the vertical absorption of P, and

construct quantitatively correct absorption spectra.[60, 282, 283] In this chapter we
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are however focusing on the fact that analytical gradients exist and are well defined for

both CASSCF and RASSCF within the Gaussian program.[284] This means that we do

have access to both geometry and CIn optimisations. The correct partitioning of the

subspaces in RASSCF is a core issue, and this work is focused on the selection of the

orbitals and electrons to be included in the RAS spaces. The standard nomenclature

for Gaussian RASSCF description (of the form CAS(n,m,RAS(a,b,c,d)) introduced

in the Theoretical Background chapter) is used throughout for the discussion of the

results obtained using the Gaussian 03 software.[160, 285]

8.2.1 RASSCF Orbital Selection

The issue of how to build an accurate RAS2 (or a CAS active space) is important not

only for accurate qualitative descriptions of crossing points, but also for situations

where the RAS/CAS wavefunction is used as a reference for further improvements.

Addition of an MP2 electron correlation term (in the so called CASPT2 or RASPT2

approach) for example adds important dynamical correlation e↵ects and has been

shown to give excellent qualitative and quantitative vertical excitation results for a

range of molecules, including P.[61, 286, 287] The RASPT2 method is very sensitive

to the form of the underlying wavefunction, meaning that an accurate RASSCF wave-

function is crucial when predicting absorption spectra. When looking into relaxation

pathways, an accurate wavefunction is even more important, especially when consid-

ering that it must be balanced with respect to the states that are of interest. When

selecting how to divide the MO space, and selecting which of the orbitals that are to

be included in the RAS2 space, the main consideration is hence to include orbitals

that are relevant for the states under consideration. For crossing points for example,

the MOs that constitutes the leading configuration that describes the involved states

of interest must be included to make sure the wavefunction is not biased towards a

specific state.

8.2.2 The Gouterman Approach for Porphyrins

In the case of P and Pc it is well known that the two dominating absorption bands

in the spectrum (the Soret- and Q-bands) arise from excitation from the HOMO

and the HOMO -1 to the LUMO and the LUMO+1 in the GFO model. The use of
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these frontier MOs can therefore be expected to be crucial for an accurate RASSCF

wavefunction for these types of systems, and can provide a good starting point for

modelling the states involved in these dominating absorption bands. After a single

point HF calculation, the full p-system is of the form as shown in Figure 8.2.

Figure 8.2: The HF orbitals of P and Pc. The partitioning used when examining the
Gouterman set of orbitals as RAS2 is shown

The symmetry labels used here can be useful as a reference point, but it is impor-

tant to note that the actual calculation is carried out without the use of symmetry, in

order to avoid the software rotating the molecules and destroying the RAS space, and

thereby also allow more flexible descriptions that break symmetry. This is especially

important when looking at the topology of excited state potential energy surfaces,

which can incorporate geometries away from the symmetric structure at the FC re-
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gion. As the orbitals are optimised in the SCF procedure, the labels will also loose

significance but can still be used as a reference point for the cases where there is

visual resemblance, as well as a clear nodal pattern, in the orbitals before and after

the optimisation procedure.

The first port of call was to compare the CAS(4,4) to the CAS(26,24,RAS(a,11,c,9)),

with varying degree of occupations allowed in RAS1 (a) and RAS3 (b). The RAS

space comprises the full p-system, and RAS2 contains the GFOs, as do the CAS

active space.

As RASSCF in the method used here has analytical gradients available for geome-

try optimisations, the RHF structures were optimised on their CASSCF and RASSCF

surfaces and compared with each other and with optimised CAM-B3LYP (with 6-31G*

basis) structures. As evident from the previous chapters in this thesis, it is well known

that DFT results preforms well with the optimisation of these types of systems at a

low computational cost, and was therefore used as ground state reference. The sin-

glet ground state optimised geometries for CAS(4,4) and CAS(26,24,RAS(2,11,2,9)),

using the 6-31G* basis set, are presented in Figure 8.3. The optimised geometries

of P from all the methods on the ground state surface were all planar, aromatic

macrocycles, with bond lengths as indicated. When comparing the geometries with

the RHF ground state optimised structure that was used for the orbital selection it

becomes clear that, in order to achieve the correct symmetry group, the geometries

needs to altered. It is known that P and Pc belong to the D
2h and C

2h point groups

respectively, with a fully delocalised pyrrole-type moieties. In order for RHF to find

a minimum on these surfaces however, the structure needs to be compressed gen-

erating C-C bonds as short as 1.22 Å. This deformation is especially evident in Pc,

where the rectangular central cavity is elongated and compressed along the ethylene

bridges. This is due to the fact that the RHF method lacks any correlation e↵ects,

and has been discussed earlier with respect to RASSCF. [198] The CAS(4,4) results

generate a correct structure, to within 0.05 Åof the CAM-B3LYP minimum, whilst

also being estimated to be in the correct point group, as is evident from the orbital

shape. Clearly the inclusion of the GFOs is crucial in order to predict the correct

ground state geometry.

Ground state RAS2/active space for P and Pc are introduced in Figure 8.4. These

figures also serves as an illustration as to how the results are being analysed.

171



Figure 8.3: Ground state optimised geometries for P and Pc
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Figure 8.4: These are the variables which describes the ground state RAS and CASSCF
wavefunctions of P. The diagonal terms are for the natural orbital optimisation (as
introduced in the Theoretical Background chapter) and hence describe the orbital
occupations.
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Figure 8.5: These are the variables which describes the ground state RAS and CASSCF
wavefunctions of P. The diagonal terms are the orbital occupations of the natural
orbitals.
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Table 8.1: Resulting parameters for the ground state optimisation of P and Pc with
CAS(4,4), CAS(26,24,RAS(1,11,1,9)) and CAS(26,24,RAS(2,11,2,9)) methods using
the 6-31G* basis set. The orbital description for the leading configuration is estimated
visually, as the calculations were carried out without symmetry constrains. The DE for
the triplet states that converged are with respect to the singlet ground states using
the same active space.

Method Leading Configuration Coe�cient D E (eV)

P
Singlet state
CAS(4,4) (B

1u)2(Au)2 0.96 5.65
CAS(26,24,RAS(1,11,1,9)) (B

1u)2(Au)2 0.89 4.15
CAS(26,24,RAS(2,11,2,9)) (B

1u)2(Au)2 0.85 0
Triplet state
CAS(4,4) 0.96 1.40

Pc
Singlet state
CAS(4,4) (Au)2(Au)2 0.96 5.68
CAS(26,24,RAS(1,11,1,9)) (Au)2(Au)2 0.89 4.19
CAS(26,24,RAS(2,11,2,9)) (Au)2(Au)2 0.85 0

The first thing that can be seen when comparing the orbitals generated at the

RHF level of theory is that the orbitals have been optimised to an alternative form,

especially evident in the case of Pc. This form is more accurate, when comparing to

higher level of theories, and also highlight the di�culties that conventional RHF has

in reproducing the correct aromaticity pattern.

Looking at the RAS and CAS results in Table 8.1, it becomes clear that some p�
p-dynamical correlation is crucial for predicting the geometry with the best energetics.

Including the full p-system and allowing single occupations/holes in RAS3/RAS1 leads

to a ground state energy improvement of 1.5 eV in P and Pc, compared with RHF.

The largest improvement is however seen when allowing double occupations/holes

in RAS3/RAS1. The energy goes down with a further 4.15 and 4.18 eV for P and

Pc respectively. Clearly a degree of p �p-dynamical correlation is important for a

qualitative description of energetics of the states in P-type systems, as expected.

Using RASSCF on smaller systems, such as butadiene, has in fact been shown to

be an e�cient means to investigate important p �s -dynamical correlation e↵ects.
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In small systems the full p-space can be incorporated, receiving a full-CI treatment,

whilst the RAS1 and RAS3 spaces can account for important s -orbitals.[288]

The RASSCF triplet states had convergence issues that unfortunately were not

fully addressed before the completion of this thesis. The CASSCF results were however

obtained, and the lowest energy triplet sate for P and Pc were found at 1.39 and

0.67 eV above the singlet state, respectively. The orbital optimisation for the triplet

state lead to the orbitals being heavily localised, and so no orbital symmetry could be

determined confidently.

It is important to point out at this stage that the aim of this section of work is

to create a qualitatively correct wavefunction that has the attributes of a balanced

description of excited states.

8.2.2.1 Vertical Adiabatic Energies

The vertical energy di↵erences were measured at the FC region using the CAS(4,4)

and CAS(26,24,RAS(2,11,2,9)) optimised minimum structures. P results are pre-

sented in Table 8.2 and Pc results in Table 8.3. When analysing results of RASSCF

data it would be very valuable to have access to the correct indices of the leading

configurations in the excited states. However, the creation of an indexed list as such is

incredibly complex for RASSCF (due to the restricted nature of the RAS1 and RAS3)

and the software used is currently unable to produce one.[284] The configuration

numbers and coe�cients are however listed in Table 8.2 . In order to characterise

each state, traditional symmetry arguments have been used with respect to the visual

assignment of the orbital occupations for the principal configurations in the active

space of the CAS(4,4) calculation.

Both the third and fourth vertical excited states for P in Table 8.2 was di�cult

to converge on the CAS(4,4) surface, and the criteria had to be lowered to 10

5 and

10

4 respectively for the energy change in the SCF procedure. This was probably due

to the fact that they mix with nearby states, which is seen in the coe�cients for

the configurations of the CAS(4,4). In the 2B
2u state for example, there are two

configurations of B
1g character with coe�cients of 0.2. The orbital description for

the CAS(4,4) in State 4 is also not rigorous, as the orbitals are optimised during

the procedure, but still behave largely as the irreducible representation indicated. As
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Table 8.2: Resulting parameters for the vertical energies of P with the CAS(4,4)
and CAS(26,24,RAS(2,11,2,9)) methods using the 6-31G* basis set. The orbital
representation notation for the leading configuration is estimated visually, as the
calculations were carried out without symmetry constrains. D eV are with respect to
the ground state energy. a Only configurations with coe�cients above 0.20 shown.

Method Leading Configurations Coe�cient D E (eV)

P
State 1 1B

3u
CAS(4,4) (B

1u)1(Au)2(B
2g)1(B

3g)0 0.75 3.52
(B

1u)2(Au)1(B
2g)0(B

3g)1 0.63
CAS(26,24,RAS(2,11,2,9)) c

11

0.62 2.58
c

2

-0.59
State 2 1B

2u
CAS(4,4) (B

1u)2(Au)1(B
2g)1(B

3g)0 0.77 3.74
(B

1u)1(Au)2(B
2g)0(B

3g)1 0.62
CAS(26,24,RAS(2,11,2,9)) c

7

0.66 3.46
c

4

0.58
State 3 2B

2u
CAS(4,4) (B

1u)1(Au)2(B
2g)1(B

3g)0 0.72 5.19
(B

1u)2(Au)1(B
2g)0(B

3g)1 -0.57
(B

1u)1(Au)1(B
2g)2(B

3g)0 0.20
(B

1u)0(Au)1(B
2g)2(B

3g)1 0.20
State 3
CAS(26,24,RAS(2,11,2,9)) c

12

-0.50 4.46
c

16

0.50
c

9

0.50
State 4 3B

2u
a

CAS(4,4) (B
1u)1(Au)2(B

2g)0(B
3g)1 0.62 5.62

(B
1u)2(Au)1(B

2g)1(B
3g)0 0.58

(B
1u)2(Au)0(B

2g)1(B
3g)1 0.27

(B
1u)2(Au)1(B

2g)0(B
3g)1 0.22

State 4 2B
3u

CAS(26,24,RAS(2,11,2,9)) c
4

-0.63 4.84
c

7

0.55
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Table 8.3: Resulting parameters for the vertical energies of Pc with CAS(4,4) and
CAS(26,24,RAS(2,11,2,9)) methods using the 6-31G* basis set. The orbital descrip-
tion for the leading configuration is estimated visually, as the calculations were carried
out without symmetry constrains. D eV are with respect to the ground state energy.
a Only configurations with coe�cients above 0.30 shown.

Method Leading Configurations Coe�cient D E (eV)

Pc
State 1 1Bu
CAS(4,4) (Au)2(Au)1(Bg)1(Bg)0 0.90 3.45

(Au)1(Au)2(Bg)1(Bg)0 0.41
CAS(26,24,RAS(2,11,2,9)) c

11

-0.45 2.58
c

2

-0.72
State 2 2Bu
CAS(4,4) (Au)2(Au)1(Bg)0(Bg)1 0.84 3.69

(Au)1(Au)2(Bg)0(Bg)1 0.45
CAS(26,24,RAS(2,11,2,9)) c

7

0.81 3.30
c

4

0.34
State 3 1Ag
CAS(4,4) (Au)2(Au)1(Bg)0(Bg)1 0.42 5.12

(Au)2(Au)2(Bg)0(Bg)0 0.39
(Au)2(Au)0(Bg)1(Bg)1 0.36
(Au)2(Au)0(Bg)2(Bg)0 0.34
(Au)1(Au)1(Bg)1(Bg)1 -0.32

CAS(26,24,RAS(2,11,2,9)) c
16

-0.50 4.61
c

12

0.50
c

19

-0.50
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only the first two Q-states and one of the Soret-states could be identified among the

first four states, it is likely that State 4 is in fact a so-called N-type state, which

is expected to be the 3B
2u state. This rationalises why a CAS space including the

Gouterman set only is unsuitable and needs to be expanded.

For the CAS(4,4) calculation of the Pc macrocycle State 2 and State 3 the

software was giving warnings for large orbital rotations, which is an indication of a

bad set of starting orbitals. A look at the optimised shape and symmetries of the

orbitals reveals that they are indeed now slightly weighted towards one end of the

macrocyclic core in both states. This is expected, as it has been suggested in the

previous chapters, due to the fact that the GFO model has been suggested to fail for

some states of Pc.

The CAS(26,24,RAS(2,11,2,9)) for the P calculation did not have any conver-

gence issues for the first four states and, using only energy arguments, the states

could be suggested to be the Q- and the two Soret-bands respectively. The fact that

the orbital optimisation step produces orbitals that still have the same shape as well

as symmetry as they do the ground state further supports this. However, State 3,

here assigned as the 2B
2u state based on the CAS(4,4) orbital occupancy, has a set of

NO occupation numbers that does suggest a state where all RAS2 orbitals are singly

occupied in the leading configurations, indicating a state of gerade symmetry, and

hence a forbidden state in an OPA process. The position of these states are important

with respect to TPA applications, as they are not dark to these processes. Looking

into the dynamics relaxation processes of this state could therefor be important for

the advancement of TPA PDT. For Pc, using CAS(26,24,RAS(2,11,2,9)), State 3

has the same issue with respect to the NO numbers. The CAS(4,4) in this case

also converges to a state where four of the five leading configurations have gerade

symmetry.

In order to expand the RAS2/Active space in a systematic manner, two approaches

were attempted, which both bear in mind that CAS/RASSCF is invariant to the

starting set of orbitals (due to the orbital optimisation step): First, NO occupation

numbers were used to evaluate the most relevant HF molecular orbitals. The natural

orbitals diagonalise the density matrix, meaning that their eigenvalues will be equal

to the occupation of the orbital. This gives a tool for evaluating the multi-reference

character of each orbital, and hence evaluate its importance in the RAS2/active
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space. This method has been used by Sauri et al. to construct qualitatively sound

wavefunctions for use in RASPT2 for the vertical energies of P. The results obtained

the current study is introduced in the NO Approach section below.

The second approach was to design the RAS2/Active Space based on the Kohn-

Sham orbitals resulting from a DFT calculation. There is a lot of debate what the

KS orbitals and their eigenvalues actually represent, and as far as the response theory

results introduced in this thesis are concerned, we have been careful to refer to the

NTO representation when analysing absorption transitions. Some studies argues that,

when care is taken when identifying order, symmetry and shape of the orbitals they

can in fact be used as one-electron orbitals for qualitative chemical analysis.[289] In

the case of TD-DFT, there is no actual need for orbitals in the first place. The results

are exact with respect to the density. However, the method of implementing DFT

does use orbitals that, using a good functional, are very well behaved with respect

to experiment. It is therefore interesting to see what insight can be gained from the

symmetry and shape of the KS orbitals that describe particular states. This approach

to building a RAS/CAS wavefunction is introduced in the KS Approach section below.

8.2.3 NO Approach

In the work presented here, the NO occupation method was attempted for both P

and Pc vertical energies, as well as as a measure to construct a wavefunction to

be used for a CIn optimisations. In this NO approach, each vertical excited state,

calculated using the CAS(26,24,RAS(2,11,2,9)) wavefunction, had the occupation

numbers tabulated. A cuto↵ of 0.1 pii  1.9 was used to decide which orbitals, if

any, needed to be incorporated into the wavefunction for each specific state. When

calculating the energy di↵erences between states, such as excitation energy from the

ground state and surface intersections, as well as CIn optimisations all wavefunctions

have to be built considering the occupation numbers of both states, in order to avoid

wavefunction bias to a particular state.

In the results presented in Table 8.4, State 6 is included as an example. This state,

and also State 7 and 10, did converge vertically, but could not be characterised due to

the fact that the orbital optimisation step resulted in orbital shapes and symmetries

that were far removed from the original set. In work carried out by Sauri et al., which

180



Table 8.4: Natural Occupation Numbers for key molecular orbitals of the lowest
p�p* states in P. The symmetry description in the left column refers to state1, 2
and 3 only, where nodal patterns could be used to categorise to orbitals.

Orbital State 1 State 2 State 3 State 4 State 6

b2g 1.96 1.94 1.96 1.96 1.96
b3g 1.93 1.96 1.93 1.96 1.91
b2g 1.99 1.98 1.99 1.99 1.99
b1u 1.95 1.96 1.96 1.95 1.94
b1u 1.99 1.98 1.99 1.99 1.99
b2g 1.97 1.96 1.97 1.96 1.98
b1u 1.97 1.96 1.96 1.96 1.98
b3g 1.94 1.96 1.94 1.95 1.94
au 1.45 1.40 1.03 1.45 0.96
b1u 1.48 1.53 1.03 1.36 1.22
b2g 0.53 0.60 0.97 0.55 0.38
b3g 0.58 0.48 0.97 0.65 1.49
au 0.07 0.06 0.08 0.06 0.12
b1u 0.04 0.03 0.04 0.04 0.04
b2g 0.03 0.03 0.03 0.03 0.03
b3g 0.03 0.03 0.03 0.03 0.03
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Table 8.5: Natural Occupation Numbers for key molecular orbitals of the lowest
p�p* states in Pc. The symmetry description in the left column refers to state1, 2
and 3 only, where nodal patterns could be used to categorise to orbitals.

Orbital State 1 State 2 State 3 State 5

bg 1.937990 1.964020 1.934260 1.94052
bg 1.964700 1.948330 1.962880 1.96395
bg 1.992010 1.985070 1.990110 1.98956
au 1.992290 1.985790 1.990110 1.98958
au 1.970870 1.967960 1.969660 1.96914
au 1.996637 1.972380 1.965830 1.96508
au 1.959510 1.963300 1.962960 1.96066
bg 1.943210 1.963590 1.944800 1.93556
au 1.648120 1.146440 1.029990 1.03657
au 1.270320 1.782880 1.043510 1.04064
bg 0.760379 0.882999 0.985126 0.988114
bg 0.354102 0.224748 0.961960 0.956839
au 0.066445 0.056257 0.078178 0.0746174
au 0.053607 0.044553 0.055768 0.0631236
bg 0.036682 0.035740 0.039650 0.0394697
au 0.028373 0.028489 0.029252 0.0289844
bg 0.030785 0.028595 0.031063 0.0325363
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used symmetry, the orbitals were constrained to optimise to stay within the irreducible

representation elements they originated in. This lead to NO occupation numbers

in the order of 1.25 being found in the RAS1 set of a CAS(26,24,RAS(2,11,2,9))

wavefunction for states above the Q- and Soret-states.[60] But here, State 6 have

NO occupations well within the cuto↵ range, as do states 7 and 10. Clearly the cuto↵

needs to be lowered when orbital flexibility is introduced. The Pc results using this

approach is listed in Table 8.5. As discussed earlier, it is well known that the GFO

model is not suitable for Pc. However, it is seen here that the occupation numbers

are even more within the suggested cut o↵ value. The converged State 5 is also

included here, but was not characterised due to orbital optimisations.

In order to investigate whether a higher cut o↵ value could be used, such as

0.10  pii  1.95, State 1 and 3 of P were both attempted incorporating the b
3

g
orbitals (indicated in bold in Table 8.4 ) into the RAS2 space. The results are

summarised in Figure 8.6 and Table 8.6

Figure 8.6: Expanded RASSCF set, as determined from the NO approach.
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Table 8.6: Resulting parameters for the vertical energies of P with the
CAS(26,24,RAS(2,9,2,9)) method, selected with NO approach, using the 6-31G*
basis set. D eV are with respect to the CAS(26,24,RAS(2,11,2,9)) energies.

Method Leading Configurations Coe�cient D E (eV)

P
Ground State
CAS(26,24,RAS(2,9,2,9)) c

1

0.89 0.09
State 1
CAS(26,24,RAS(2,9,2,9)) c

7

0.57 0.29
c

4

0.59

The change in energy of the ground state is in the order of only 0.09 eV, and

the geometries are identical. When it comes to the excited state that converged

however, a larger change is seen, as the state is stabilised by 0.29 eV, approaching the

experimental value of the first Q-state. Clearly the addition of two extra orbitals and

two electrons improved the description. Unfortunately, as the RASSCF configurations

are not indexed, it can not be seen how the specific orbitals that were selected in this

approach caused the stabilisation of this specific state.

8.2.4 KS Approach

Vertical TD-DFT outputs, using B3LYP and the 6-31G** basis set, was analysed with

respect to the single excitations and their KS orbital description. As the macrocycle

is not expected to be heavily delocalised, the B3LYP functional without long range

correction was considered suitable. For P, the results indicate, as illustrated in Figure

8.7, that two orbitals outside the GFO set should be incorporated into the RAS2 space

of the CAS(26,24,RAS(2,11,2,9)) in order to describe State 3 and 5 accurately.

In Table 8.7 the resulting energies are compared with the energies obtained using

the GFO set. There is little or no change in the energies and configurations, and

the orbitals still behave largely as the irreducible representations they belong to upon

inspection.

The KS approach was also attempted for Pc, using the same method as in P.

Unfortunately the Pc states were very di�cult to converge to vertical states using a

RAS space the size of CAS(26,24,RAS(2,11,2,9)).
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Figure 8.7: The top line indicates the orbitals that were chosen after inspection of
the KS orbitals
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Table 8.7: Resulting parameters for the vertical energies of P with the
CAS(26,24,RAS(2,9,2,9)) method, selected with KS approach, using the 6-31G* ba-
sis set. D eV are with respect to the CAS(26,24,RAS(2,11,2,9)) energies using the
same approach.

Method Leading Configurations Coe�cient D E (eV)

P
Ground State
CAS(26,24,RAS(2,9,2,9)) c

1

0.84 0.36
State 1
CAS(26,24,RAS(2,9,2,9)) c

7

0.59 0.25
c

4

0.57
State 2
CAS(26,24,RAS(2,9,2,9)) c

11

0.64 0.15
c

2

-0.57
State 3
CAS(26,24,RAS(2,9,2,9)) c

9

-0.50 0.09
c

16

-0.50
c

12

0.50
State 4
CAS(26,24,RAS(2,9,2,9)) c

9

-0.50 0.09
c

16

-0.50
c

12

0.50

Table 8.8: Resulting parameters for the ground state of Pc with the
CAS(26,24,RAS(2,9,2,9)) method, selected with KS approach, using the 6-31G* ba-
sis set. D eV are with respect to the CAS(26,24,RAS(2,11,2,9)) energies using the
same approach.

Method Leading Configurations Coe�cient D E (eV)

Pc
Ground State
CAS(26,24,RAS(2,9,2,9)) c

1

0.84 0.36
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8.3 Optimised Excited States

Excited state optimisations were carried out for all converged vertical states. As

far as the state could be accurately characterised, both geometries and energies were

compared with TD-DFT optimised states at the CAM-B3LYP//6-31G* level of theory.

The results are presented in Figure 8.8

Figure 8.8: Optimised parameters, compared to a TD-DFT optimised excited state
minimum

Porphyrin has its first CAS(26,24,RAS(2,11,2,9) excited state at nearly exactly

vertically from its ground state geometry, and only shows changes of the order of

0.01 Å. The Pc geometry did also only have a very small change, in the pyrrole

moieties, with an elongation in the N-C bonds in the order of 0.01 Å. Comparing with

TD-DFT reference, we can see that this wavefunction is very good for describing

the geometry at the first excited state minimum energy. The geometries are nearly

identical, apart from a slight elongation of the C-N double bond.
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8.4 Excited State Relaxation

For all converged states, CIn intersections were attempted. The basis set was down-

sized to a 4-31G set as a starting point, due to the exploratory nature of the preliminary

optimisations. It is well known that pyrrole type molecules (such as of the type intro-

duced in Chapter 3 of this Thesis) have two dominating coordinates that couple the

first excited state and the ground state: the p�s⇤ state coupling through elongation

of the N-H bond, and a p�p⇤ state coupling through an envelope puckering move-

ment in the C-N-C plane. The first approach was therefore to set CIn optimisations to

start from either an N-H elongated or a C-N-C puckered geometry. These geometries

were altered manually. Within the time limit of the completion of this Thesis, only

one CI was successfully characterised, between the first excited singlet state, 11Bu,

and the ground state, 1Ag, in Pc (Figure 8.9).

The coordinates that lift the degeneracy, the branching space coordinates x
1

and

x
2

introduced in the Theory section, are both in the plane of the macrocycle, which is

still in its planar geometry at the intersection. The localisation of the mode in one part

of the Pc structure in this manner is commonly seen in large aromatic moieties, such

as denrimes, which could indicate a successful intersection optimisation.[290] One

interesting note is that the RAS2 has a highly localised orbital. This orbital would

not have been found using a CAS(4,4) wavefunction, as the orbitals are only allowed

to mix within the active space. It would not have been found within the restrictions

of symmetry either, which highlights the importance of a flexible wavefunction when

localising crossing points. Clearly localised orbitals are needed to describe intersections

of this type, where the modes that facilitate crossing are localised as well.

8.5 Conclusion

This chapter introduced a section of exploratory work carried out using the CASSCF

and RASSCF methods as implemented in the Gaussian software. As this program

has access to analytical gradients that are well defined for the RASSCF wavefunc-

tion, ground state optimisations were carried out successfully, reproducing expected

symmetries and geometries. Instead of focusing on vertical excitations, the first aim

was to, select a stable wavefunction that could describe excited, as well as ground
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Figure 8.9: Conical intersection found between the first excited and the ground state.
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state, in a robust manner. The use of NO occupation numbers was successful in the

localisation of the first couple of states. The second aim of this chapter was to use

the wavefunctions for the calculation of relaxation pathways between the states. The

intersection that was found show a relaxation pathway that proceeds through one

localised mode, which highlight the need for a flexible wavefunction.

Overall, the results presented here, even though they are very preliminary, seem

promising. The code does however need to be fully developed before more through

analysis of results can be carried out. Apart from indexing of the configurations,

as mentioned in the text, the evaluation of the hS2i eigenvalue would have been

incredibly useful. Especially for evaluation of crossing points as to being IC or ISCs.

The present convergence in the optimisations are also very time consuming and needs

to be developed further. The use of RASSCF does however come across as having

the potential to be very powerful, and the future is certainly bright for excited state

calculations of compounds with applications as topical as PDT.
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Chapter 9

My Conclusions

In this thesis, computational chemistry techniques are used as a tool for both the

interpretation of experimental data on existing systems, and investigations into new

systems and dynamics pathways. The main problem of the thesis is centered on

the various photochemical phenomena that take place during the photosensitisation

pathway of PDT. Studying the e�ciency of absorption of light by both small and

large heteroaromatic systems, and following the relaxation pathways from the excited

states, this thesis highlight the complexity of the overall problem from a computa-

tional chemistry point of view. Not only does the molecular systems at hand have

to be considered when choosing a computational method, but the character of the

photochemical processes themselves have to be well understood.

In chapter 3, high level CC methods as well as multiconfigurational techniques

were used to successfully characterise the absorption as well as relaxation dynamics

of indole and imidazole. The presence of ps* states is an important aspect of these

types systems, and the use of computation is shown here to be very important for

the characterisation of these states, as they are optically dark.

Chapter 4, as well as chapter 5 and 6, focuses on the non-linear optical e↵ects of

large heteroaromatics. For these studies DFT and TD-DFT needs to be used, due to

the size of the systems. The use of the CAM-B3LYP functional in conjunction with

quadratic response theory, predicts the TPA behaviour of a large set of substituted

porphycenes that could be promising for their use as PDT photosensitises. The

e↵ect of the core electronic structure of a large set of macrocycles on the TPA is

also presented. Substitution of a pyrrole unit for a furan moiety, indicates that a
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very small e↵ect in the OPA can still a↵ord large TPA changes, due to resonance

enhancement of the signal. The same functional and method also concurs with

experimental evidence that substitution pattern has a large impact on SHG processes

in porphyrin and porphycene, even when used without accounting for solvent e↵ects.

From the results in chapter 7 is is clear that DFT with added dispersion is crucial

when dealing with ground and excited states when there are more than one molecule

in an isolated system. As this is the case in most biologically pertinent situations, this

is a very important concept to consider. Especially as DFT can be used for systems

of considerable size. The study shows that the TD-DFT calculations behave well in

accordance with Kasha’s rule for exciton coupling, and also highlight the usefulness

of NTOs to describe transitions.

The final chapter of this thesis deals with the relaxation dynamics of large het-

eroaromatics. As in chapter 3, multiconfigurational techniques are applied. Unlike

the CASSCF strategy used for smaller systems, the RASSCF method needed for these

systems is not as robust and well characterised for relaxation dynamics. In the ex-

ploratory work carried out here, it is however evident that it is possible to build a

stable wavefunction for many of the excited states available. This wavefunction also

seems useful for the optimisation of both ground and excited states, as well as location

of crossing points.

9.1 Future Work

Overall in this thesis there are a lot of very interesting research avenues that could

be further investigated. In the work on TPA especially, future research should aim at

incorporating TPA solvent studies. This is true in case of the PCM method, as well

as the use of more specific models, such as QM/MM in order to fully appreciate the

extent of these e↵ects. It would also be interesting to see how well current dispersion

functionals can predict TPA.

Using RASSCF for ISC crossing points can also be complemented by the appli-

cation of the DFT hybrid singlet-triplet crossing method as developed by Harvey et

al.[135] This method has been shown to give accurate ISC points for the phenyl cation

amongst others, and could have potential for macrocycles as well.

192



For the overall issue of PDT as a whole the main hurdle left is the interaction

of the system with molecular oxygen in the sensitisation process. As this involves

calculations of a system open shell character, the use of flexible methods such as

RASSCF and higher order wavefunction methods is needed, and recent work such as

that of Barbatti et al, is very promising for the field.[291]

The field of heteroaromatic photochemistry in general, and that of PDT in par-

ticular, is very involved and requires intimate knowledge of many highly specialised

computational tools. The work introduced in this thesis highlights that, even though

there are many aspects still to be considered, computations can have a part to play in

the development of PDT as a treatment technique. It can also play a crucial role in

interpreting experimental data for these type of systems. As computational hardware

and software continues to develop, there seems to be a bright future for the compu-

tational contribution to the understanding of the photochemistry of heteroaromatics.
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Appdx A

Benchmark of vertical excited states in the porphyrin monomer, comparing Exper-

iment, EOM-CCSD and RASPT2 results with a range of TD-DFT functionals and

with state charcterisation.
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Figure 1: RASPT2 results as well as experimental results are reported in Reference
[61].
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Figure 2: B97D results with varying basis sets
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Figure 3: CAM-B3LYP results with varying basis sets
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Figure 4: PBE0 functional with varying basis sets
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Figure 5: wB97XD results with varying basis sets
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