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Abstract

The employment of multiple antennas at both the Transmitter (Tx) and Receiver (Rx)

enables the so-called Multiple-Input Multiple-Output (MIMO) technologies to greatly

improve the link reliability and increase the overall system capacity. MIMO has been

recommended to be employed in various advanced wireless communication systems,

e.g., the Fourth Generation (4G) wireless systems and beyond. For the successful

design, performance test, and simulation of MIMO wireless communication systems, a

thorough understanding of the underlying MIMO channels and corresponding models

are indispensable. The approach of geometry-based stochastic modelling has widely

been used due to its advantages, such as convenience for theoretical analysis and

mathematical tractability.

In addition, wireless Vehicle-to-Vehicle (V2V) communications play an important role

in mobile relay-based cellular networks, vehicular ad hoc networks, and intelligent

transportation systems. In V2V communication systems, both the Tx and Rx are

in motion and equipped with low elevation antennas. This is different from conven-

tional Fixed-to-Mobile (F2M) cellular systems, where only one terminal moves. This

PhD project is therefore devoted to the modelling and simulation of wireless MIMO

channels for both V2V and F2M communication systems.

In this thesis, we first propose a novel narrowband Three Dimensional (3D) theoretical

Regular-Shape Geometry Based Stochastic Model (RS-GBSM) and the corresponding

Sum-of-Sinusoids (SoS) simulation model for non-isotropic MIMO V2V Ricean fading

channels. The proposed RS-GBSM has the ability to study the impact of the Vehic-

ular Traffic Density (VTD) on channel statistics and jointly considers the azimuth

and elevation angles by using the von Mises-Fisher (VMF) distribution. Moreover, a

novel parameter computation method is proposed for jointly calculating the azimuth

and elevation angles in the SoS channel simulator. Based on the proposed 3D the-

oretical RS-GBSM and its SoS simulation model, statistical properties are derived

and thoroughly investigated. The impact of the elevation angle in the 3D model on

key statistical properties is investigated by comparing with those of the corresponding

Two Dimensional (2D) model. It is demonstrated that the 3D model is more practical

to characterise real V2V channels, in particular for pico-cell scenarios.

Secondly, actual V2V channel measurements have shown that the modelling assump-

tion of Wide Sense Stationary (WSS) is valid only for very short time intervals. This



fact inspires the requirement of non-WSS V2V channel models. Therefore, we propose

a novel 3D theoretical wideband MIMO non-WSS V2V RS-GBSM and correspond-

ing SoS simulation model. Due to the dynamic movement of both the Tx and Rx,

the Angle of Departure (AoD) and Angle of Arrival (AoA) are time-variant, which

makes our model non-stationary. The proposed RS-GBSMs are sufficiently generic

and adaptable to mimic various V2V scenarios. Furthermore, important local chan-

nel statistical properties are derived and thoroughly investigated. The impact of

non-stationarity on these channel statistical properties is investigated by comparing

with those of the corresponding WSS model. The proposed non-WSS RS-GBSMs are

validated by measurements in terms of the channel stationary time.

Thirdly, realistic MIMO channel models with a proper trade-off between accuracy

and complexity are indispensable for the practical application. By comparing the

accuracy and complexity of two latest F2M standardised channel models (i.e., LTE-A

and IMT-A channel models), we employ some channel statistical properties as the

accuracy metrics and the number of Real Operations (ROs) as the complexity metric.

It is shown that the LTE-A MIMO channel model is simple but has significant flaws

in terms of the accuracy. The IMT-A channel model is complicated but has better

accuracy. Therefore, we focus on investigating various complexity reduction methods

to simplify the IMT-A channel model. The results have shown that the proposed

methods do not degrade much the accuracy of the IMT-A channel model, whereas

they can significantly reduce the complexity in terms of the number of ROs and

channel coefficients computing time.

Finally, to investigate the non-stationarity of the IMT-A MIMO channel model, we

further propose a non-WSS channel model with time-varying AoDs and AoAs. The

proposed time-varying functions can be applied to various scenarios according to mov-

ing features of Moving Clusters (MCs) and a Mobile Station (MS). Moreover, the im-

pacts of time-varying AoDs and AoAs on local statistical properties are investigated

thoroughly. Simulation results prove that statistical properties are varied with time

due to the non-stationarity of the proposed channel model.

In summary, the proposed reference models and channel simulators are useful for

the design, testing, and performance evaluation of advanced wireless V2V and F2M

MIMO communication systems.
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Chapter 1
Introduction

1.1 Background

After the success stories of the traditional cellular network systems, the trend in wire-

less communication technologies requires more reliable and efficient technologies on

Mobile-to-Mobile (M2M) communications. A typical cellular network connects differ-

ent Mobile Station (MS) to one another through a fixed Base Station (BS). Cellular

communication systems are normally called as Fixed-to-Mobile (F2M) systems which

is the origin of modern wireless communications [1], [2]. In recent years, M2M com-

munications have been encountered in many new applications, such as wireless mobile

ad hoc peer-to-peer networks [3]–[5], cooperative systems [6], [7], and intelligent trans-

portation systems [8]. In a M2M communication system, both the Transmitter (Tx)

and Receiver (Rx) are in motion often mounted with low elevation antennas. This

is different from conventional F2M cellular radio systems, where only one terminal

moves as shown in Fig. 1.1. Therefore, existing channel models for F2M communica-

tions cannot be used directly for the design of M2M communication systems. Besides

the F2M channel modelling, M2M modelling has also become a hot research topic.

One of the most promising technologies in mobile radio communications is Multiple-

Input Multiple-Output (MIMO), in which multiple antennas are deployed at both the

Tx and Rx. Information theory has shown that the capacity of a wireless channel can
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Figure 1.1: Difference between F2M and M2M communications.

be increased significantly if the spatial domain of multipath propagation is properly

exploited by using MIMO technologies. Considering the demand for high-speed wire-

less services, MIMO technologies have widely been adopted for the Third Generation

(3G), Fourth Generation (4G) and even Fifth Generation (5G) F2M cellular systems

and also have been receiving more and more attention for M2M systems. Please note

that M2M sometimes represents Machine-to-Machine in the literature. To clarify this

confusion, we will mostly use Vehicle-to-Vehicle (V2V) to describe what we defined

M2M, as the V2V is a general case of mobile-to-mobile systems.

From the conception of new wireless techniques to their performance evaluation and

validation, a thoughtful understanding of the underlying propagation characteristics

is essential. The knowledge of the real-world scenarios is necessary to identify the

main influences of the environment on the transmitted signal. For the performance

evaluation, conducting field trials are highly expensive and time consuming. There-

fore, the system designers are endeavouring to find cost-effective solutions. One of

the motivations is to reproduce the desired channel characteristics by computer sim-

ulations. Fig. 1.2 illustrates the principle of wireless MIMO channel modelling. It is

absolutely crucial and indispensable that the channel simulation models accurately

reflect the fading statistics of realistic physical channels. Whether to model fading

channels for classical F2M systems or future V2V systems, there are many exist-

ing channel-modelling approaches, such as the Correlation Based Stochastic Model

(CBSM) and Geometry Based Stochastic Model (GBSM). In [9] and [10], these two

dominating approaches have been compared in terms of their statistical properties.

Many standardised channel models for F2M systems have been released in the past
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Figure 1.2: Wireless MIMO channel modelling.
(MT and MR are the antenna elements at the Tx and Rx, respectively.)

decade, such as European Cooperative in Science and Technology (COST) 259 [11]–

[13], COST 273 [14], IEEE 802.11 TGn channel models [15], the Long Term Evolution

(LTE) channel model [16]–[21] the LTE-Advanced (LTE-A) channel model [22]–[24],

the Third Generation Partnership Project (3GPP) Spatial Channel Model (SCM)

[25], [26], SCM-Extension (SCME) [27], the Information Society Technologies (IST)

Wireless World Initiative New Radio (WINNER) series channel models, so called

WINNER Channel Models (WIMs), (i.e., WIM-Phase I (WIM1) [28], WIM-Phase

II (WIM2) [29], WIM-Phase + (WIM+) [30]), and International Telecommunication

Union (ITU) International Mobile Telecommunications Advanced (IMT-A) channel

model [31], [32].

Moreover, a vehicular communication system has been standardised, which is IEEE

802.11p [33], an approved amendment to the IEEE 802.11 standard adding Wire-

less Access in Vehicular Environments (WAVE). It defines enhancements to 802.11

required to support Intelligent Transportation Systems (ITS) applications. This in-

cludes data exchange between high-speed vehicles (i.e., V2V) and between roadside

infrastructures and the vehicles (i.e., F2M) in the licensed ITS band of 5.9 GHz

(5.85-5.925 GHz). The IEEE 802.11p is also considered for Dedicated Short Range

Communications (DSRC) [34]. Consequently, standardised V2V channel models are

expected to be developed in the near future.

In the following, we briefly summarise the evolution of wireless channel models. In
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the literature, Regular-Shape Geometry Based Stochastic Models (RS-GBSMs) have

been widely used to mimic wireless channels. The RS-GBSM assumes that the effec-

tive scatterers are located on a regular geometric shape, e.g. rings, ellipses, cylinders,

spheres, etc. Akki and Haber were the first to propose a RS-GBSM for isotropic

scattering Single-Input Single-Output (SISO) V2V Rayleigh fading channels in [35]

and [36]. In [37], a two-ring RS-GBSM considering only double-bounced rays was pre-

sented for non-isotropic scattering MIMO V2V Rayleigh fading channels. In [38], Zajic

and Stuber proposed a more general two-ring RS-GBSM that constructs the received

complex fading envelope as a superposition of the Line-of-Sight (LoS), single-bounced,

and double-bounced rays. In order to investigate the impact of Vehicular Traffic Den-

sity (VTD) on channel statistics, new RS-GBSMs for non-isotropic scattering MIMO

V2V channels were proposed in [39]. In [40], the authors proposed a Three Dimen-

sional (3D) two-cylinder RS-GBSM for non-isotropic scattering narrowband MIMO

V2V channels. This narrowband 3D model was further extended into a wideband one

in [41]. However, both the aforementioned narrowband and wideband 3D RS-GBSMs

assumed the azimuth angle and elevation angle are completely independent and thus

analyse them separately.

In the literature, there are many other research work related to both V2V and F2M

channel models. In [7], this article compares a variety of models for wireless fading

channels in cooperative communication systems, specifically, investigations on V2V

fading channels in transparent relaying systems. In [42], three primary V2V simulation

channel models found in the literature are reviewed. Also, two complete vehicular ad

hoc networks simulation frameworks are presented. They emphasise the importance

of realistic channel models in vehicular networking. In addition, there are a few

preliminary 3D MIMO V2V channel models proposed, such as [43]–[45], etc. They

all consider the von Mises-Fisher (VMF) distribution as the scattering distribution.

However, to the best of my knowledge, only a few papers are relevant to 3D channel

measurements [46].

In short, the development of wireless channel models are undergoing from SISO to

MIMO, from isotropic to non-isotropic, from narrowband to wideband, from Two
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Dimensional (2D) to 3D, and from Wide Sense Stationary (WSS) models to non-

WSS models. The development of wireless channel modelling and simulations are

becoming more and more comprehensive and effective. Moreover, it is foreseeable

that more corresponding measurement campaign will be conducted to support the

theoretical investigation of 3D non-WSS MIMO channel modelling.

1.2 Motivation

To investigate and analyse a real communication channel, accurate modelling of

MIMO channels is an important prerequisite for MIMO system design, simulation,

and deployment. Therefore, we need a practical channel simulation technique. Chan-

nel modelling, in short, is attempting to develop a model that describes a channel

behaviour, response to input under different conditions, and determine the parame-

ters that may mathematically represent the channel.

In channel modelling, accuracy and complexity are two key words. The accuracy

measures the level of correctness of the model. For the complexity, it measures that

how complicated the model is. Inaccurate or over-simplified channel models may

lead to either over-optimistic or over-pessimistic performance evaluation results of

the chosen algorithms and transmission schemes, which may cause wrong decisions on

product development or standardisation. On the other hand, too complicated channel

models may significantly increase simulation time and reduce the model usability.

In order to achieve an acceptable balance, there must be a trade-off between both

accuracy and complexity.

The geometry-based modelling approach has been widely used to simulate wireless

channels due to its close agreement with the existing measured data and its mathe-

matical tractability. Therefore, my PhD project is motivated by the geometry-based

approach to achieve the characterisation, modelling, and simulation of MIMO chan-

nels for advanced wireless communication systems.
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1.3 Contributions

The key contributions of the thesis are summarised as follows:

• Review the latest development of wireless channel measurements, modelling and

simulations. Important existing achievements, including standardised channel

models, are reviewed and classified.

Research on V2V channel models

• Propose a novel generic and adaptive 3D RS-GBSM for non-isotropic scatter-

ing narrowband MIMO V2V Ricean fading channels. The proposed model is

sufficiently generic and adaptable to various V2V scenarios. Comprehensive

statistical properties are derived and thoroughly investigated for the novel 3D

theoretical RS-GBSM, i.e., amplitude and phase Probability Density Functions

(PDFs), Space-Time (ST) Correlation Function (CF), Doppler Power Spectral

Density (PSD), envelope Level Crossing Rate (LCR), and Average Fade Dura-

tion (AFD).

• Investigate the impacts of the VTD and elevation angle of the 3D theoretical

RS-GBSM on these channel statistical properties by comparing with those of

the corresponding 2D model. In addition, the corresponding Sum-of-Sinusoids

(SoS) simulation model is proposed by considering a finite number of scatterers

at the Tx and Rx.

• Propose a novel parameter computation method, namely the Method of Equal

Volume (MEV), which is to calculate the azimuth and elevation angles of pro-

posed SoS simulation model. It is the first method for 3D MIMO channel models

jointly computing the azimuth and elevation angles.

• The statistical properties of our SoS simulation model are verified by compar-

ing with those of the reference model and simulated results. The results show

that the simulation model is an excellent approximation of the reference model
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according to their statistical properties. More importantly, our model is the

first 3D RS-GBSM that has the ability to study the impact of VTD on channel

statistics.

• Propose a novel 3D wideband non-isotropic MIMO V2V RS-GBSM with time-

varying parameters. Also, the model considers the impact of channel non-

stationarity on channel statistics. Based on the 3D wideband theoretical RS-

GBSM, important channel statistical properties are derived and thoroughly in-

vestigated, i.e., local ST CF, local Frequency Correlation Function (FCF), and

local Power Delay Profile (PDP).

• Originate the corresponding 3D wideband SoS simulation model by the MEV.

Moreover, the impacts of the non-stationarity and VTD on ST CF are inves-

tigated by comparing with those of the corresponding stationary model. The

proposed non-WSS RS-GBSM has been validated by measurements according

to stationary time.

Research on F2M channel models

• Derive and compare theoretical expressions of the statistical properties of the

IMT-A and LTE-A channel models, such as the spatial Cross-correlation Func-

tion (CCF), temporal Autocorrelation Function (ACF), amplitude PDF, enve-

lope LCR/AFD, PDP, and FCF. The theoretical derivation results are verified

by corresponding simulation results. The inaccuracy problems of the LTE-A

model are also discussed.

• Investigate the computational complexities of IMT-A and LTE-A channel mod-

els in terms of the required number of Real Operations (ROs) to generate channel

coefficients. To simplify the IMT-A channel model, several complexity reduc-

tion methods are proposed, which are shown to be effective in achieving a better

trade-off between the model accuracy and complexity.

• Establish a non-stationary IMT-A channel model that includes time-varying

Angle of Departures (AoDs) and Angle of Arrivals (AoAs). These time-variant
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parameters are derived as functions of time with some parameters which are not

time-variant and can be adjusted.

• Based on the proposed non-stationary IMT-A channel model and time-varying

functions, important local statistical properties, i.e., the local spatial CCF and

local temporal ACF are derived and analysed. The impacts of time-varying pa-

rameters on these statistical properties are investigated thoroughly by MATLAB

simulations.

1.4 Original Publications

The work presented in this thesis has led to the following publications:

Refereed Journals Papers

1. Y. Yuan, C.-X. Wang, X. Cheng, B. Ai, and D. I. Laurenson, “Novel 3D

geometry-based stochastic models for non-isotropic MIMO vehicle-to-vehicle

channels,” IEEE Trans. Wireless Commun., vol. 14, no. 1, Jan. 2014.

2. Y. Yuan, C.-X. Wang, Y. He, e.-H. M. Aggoune, and M. M. Alwakeel, “Novel

3D wideband non-stationary geometry-based stochastic models for non-isotropic

MIMO vehicle-to-vehicle channels,” IEEE Trans. Wireless Commun., 2014,

submitted for publication.

3. Q. Yao, Y. Yuan, A. Ghazal, Y. Fu, C.-X. Wang, X. Zhang, X. Lu, and Z.

Zhong, “Statistical properties and complexity analysis of IMT-A and LTE-A

MIMO channel models,” IEEE Trans. Commun., to be re-submitted.

4. Y. Yuan, A. Ghazal, Q. Yao, and C.-X. Wang, “Non-stationary IMT-A MIMO

channel models with time-varying AoDs and AoAs,” IEEE Trans. Vehi. Tech-

nol., to be submitted.
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5. Y. Yuan, C.-X. Wang, Hongrui Zhou, and Weiming Duan, “Non-stationary

IMT-A MIMO channel models with time-varying parameters,” IEEE Trans.

Commun., to be submitted.

6. Y. Fu, C.-X. Wang, Y. Yuan, R. Mesleh, e. H. M. Aggoune, M. M. Alwa-

keel, and H. Hass, “BER performance of spatial modulation systems under 2D

and 3D vehicle-to-vehicle channel models,” IEEE Trans. Vehi. Technol., 2014,

submitted for publication.

Refereed Conferences Papers

1. Y. Yuan, X. Cheng, C.-X. Wang, D. I. Laurenson, X. Ge, and F. Zhao, “Space

time correlation properties of a three-dimensional two-sphere model for non-

isotropic MIMO mobile-to-mobile channels,” in Proc. IEEE GLOBECOM’10,

Miami, USA, Dec. 2010. pp. 1–5.

2. X. Cheng, C.-X. Wang, Y. Yuan, D. I. Laurenson, and X. Ge, “A novel three-

dimensional regular-shaped geometry-based stochastic model for MIMO mobile-

to-mobile Ricean fading channels,” invited paper, in Proc. IEEE VTC’10-Fall,

Ottawa, Canada, Sep. 2010. pp. 1–5.

3. Q. Yao, Y. Yuan, A. Ghazal, C.-X. Wang, L. Luan, and X. Lu, “Comparison

of the statistical properties of the LTE-A and IMT-A channel models,” in Proc.

IEEE WCNC’12, Paris, France, Apr. 2012. pp. 393–398.

1.5 Thesis Organisation

The remainder of this thesis is organised as follows:

Chapter 2 provides extensive literature review on wireless MIMO fading channel mod-

elling, simulation and standardised MIMO channel models. Different modelling ap-

proaches (i.e., correlation-based and geometry-based) are introduced and compared.
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In this thesis, we will concentrate on the later, i.e., geometry-based channel models,

because of its satisfied accuracy and mathematical tractability.

Chapter 3 investigates a narrowband 3D two-sphere and an elliptic-cylinder model

for non-isotropic MIMO V2V channel, including theoretical model and corresponding

simulation model. Comprehensive statistical properties are derived and analysed, i.e.,

amplitude and phase PDF, ST CF, Doppler PSD, envelope LCR and AFD. Moreover,

the novel parameter computation method, namely the MEV, has been proposed to

jointly calculate the azimuth and elevation angles.

Chapter 4 extends the proposed 3D narrowband MIMO V2V channel models into the

wideband case in terms of the Tapped Delay Line (TDL) structure [2]. The channel

non-stationarity is considered when Tx and Rx are moving in the same direction.

Important local statistical properties are derived and analysed, e.g., local ST CF,

local FCF and PDP. Moreover, the Bit Error Rate (BER) performance of the proposed

models is tested by using IEEE 802.11p system.

Chapter 5 presents the research content of the Huawei project entitled “Realistic

MIMO channel models for 3GPP LTE and IMT-Advanced”. The first part of this

chapter compares the accuracy and complexity of the two latest standardised MIMO

channel models (i.e., LTE-A and IMT-A channel models). The second part of this

chapter focuses on investigating various complexity reduction methods to simplify the

IMT-A channel models.

Chapter 6 introduces non-stationary IMT-A MIMO channel models with time-varying

AoDs and AoAs. Further to Chapter 5, the channel non-stationarity of the IMT-

A channel models are investigated by considering the dynamic movements of the

Moving Clusters (MCs) and MS. Some important local channel statistical properties

are derived and simulated.

Chapter 7 concludes the thesis by summarising our key research findings and gives

some suggestions for future research topics in wireless channel measurements, mod-

elling and simulations.
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Chapter 2
Wireless MIMO Channel Modelling and

Simulation

2.1 Introduction

The essential investigation of the multipath propagation is required for successful de-

sign of wireless communication systems. This highlights the importance of developing

realistic models to simulate the wireless channels. In addition, it has been proved that

MIMO technologies can efficiently exploit the spatial domain of propagation channels

to design highly reliable and high-speed transmission in wireless communication sys-

tems with limited bandwidth.

Channel fading refers to the time variation of the received signal envelope through

physical transmission medium. In general, fading can be categorised as large-scale

fading and small-scale fading. Path loss and shadowing belong to large-scale fading

since they are dominant when the MS moves over distances of several tens of wave-

lengths [47]. Large-scale fading is very important for the system design at the network

level, such as the cellular coverage, handovers, and system throughput. On the other

hand, small-scale fading appears due to the multipath propagation. Small-scale fading

determines the link level performance, such as BER, envelope LCR and AFD, etc.
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In this thesis, we focus on our interests in the investigation of small-scale fading for

two different kinds of channels, namely, V2V channels and F2M channels. First of all,

this chapter will give a brief overview of existing propagation models and introduces

important approaches for the modelling and simulation of MIMO V2V and F2M

channels.

2.2 Correlation-Based Stochastic Models

CBSMs assume that the channel coefficients are generated from zero-mean complex

Independent and Identically Distributed (i.i.d.) Random Variables (RVs). Thus, the

statistical behaviour of the channel can be fully characterised by the first and second

statistical orders. Different from GBSMs, the CBSMs describe the MIMO character-

istics by correlation matrices instead of the directional propagation parameters like

AoD/AoA. The spatial correlation of the propagated wave is assumed to be inde-

pendent at the two link ends, which means that the correlation properties at one

end of the link connection are independent of the other end. The separable corre-

lation properties approach is based on the assumption that the correlation between

two adjacent antenna elements results in the close surrounding scatterers. Therefore,

the correlation between two paths can be obtained by the product of the correlation

between the antenna elements at their paths’ end. A narrowband CBSM was pro-

posed in [48] and then extended to wideband MIMO CBSM [49]. In both models,

the correlation properties at the Tx and Rx have been characterised using separable

correlation matrices. The spatial correlation matrix of the system can be calculated

by the Kronecker product of these correlation matrices in what so called Kronecker

Based Stochastic Model (KBSM) which is considered as a simplified CBSM.

Because of the “independent” assumption, the approach of CBSMs is able to represent

the spatial correlation with a single realisation which makes them suitable for link

level simulation. However, this assumption is criticised in the literature because it

over simplifies the channel model, which has been reflected on the model performance

and makes it inappropriate for system level simulations.
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2.3 Geometry-Based Stochastic Models

GBSMs are derived from a predefined stochastic distribution of scatterers’ locations

by applying the fundamental laws of reflection, diffraction and scattering of electro-

magnetic waves. Based on the spatial locations of the scatters in the propagation

environment, several models have been developed, such as [50]–[53]. Other examples

of such GBSMs are one-ring models [54] where single bounce scatterers are located

around the MS and distributed uniformly on ring shape, two rings models [55] that

consider both the Tx and Rx are surrounded by a local scattering ring, and elliptical

models where the scatterers are uniformly distributed on an ellipse where the BS and

User Equipment (UE) are located at the focuses.

GBSMs can also be described by using selected parameters such as AoD, AoA. These

parameters are chosen in a stochastic (random) way according to a certain distribu-

tion. On the other hand, GBSMs are very complex with the large number of random

model parameters and therefore their computational complexity has been criticised

in the literature especially for link level simulations. This remarkable randomness is

the main reason of GBSMs’ accuracy but with high complexity.

Overall, GBSMs have the following advantages [56]:

• They have immediate relations to physical reality.

• Many effects are implicitly reproduced.

• Their high accuracy and flexibility make them suitable for system level simula-

tions.

• They are capable of utilising different kind of antenna radiation pattern in each

element.

• All information is inherent to the distribution of the scatterers.

• Tx/Rx and scatterer movement as well as shadowing and the appearance/dis-

appearance of propagation paths can be easily implemented.
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GBSMs can be further classified as pure-GBSMs and semi-GBSMs. In another way, we

also call them as RS-GBSMs and Irregular-Shape Geometry Based Stochastic Models

(IS-GBSMs), respectively, depending on whether effective scatterers are placed on

regular shapes, e.g., one-ring, two-ring, two-sphere, and ellipses, or irregular shapes.

2.3.1 Pure-GBSM

A pure-GBSM is derived from a predefined stochastic distribution of effective scat-

terers by applying the purely geometrical assumption. Such models can be easily

adapted to different scenarios by changing the shape of the scattering region. In gen-

eral, pure-GBSMs are widely used for theoretical analysis of channel statistics and

theoretical performance evaluation of wireless communication systems. To preserve

the mathematical tractability, pure-GBSMs assume that all the effective scatterers

are located on regular shapes.

Akki and Haber [35] were the first to propose a 2D two-ring pure-GBSM with only

double-bounced rays for narrowband isotropic scattering SISO V2V Rayleigh fading

channels. In [38], the authors proposed a general 2D two-ring pure-GBSM with both

single- and double-bounced rays for narrowband non-isotropic scattering MIMO V2V

Ricean channels. The 2D narrowband two-ring pure-GBSM in [38] was further ex-

tended to a 3D wideband two-concentric-cylinder pure-GBSM in [41]. However, all

the aforementioned pure-GBSM in [35], [38], [41] cannot study the impact of the VTD

on V2V channel statistics.

To fill the above gaps, we have proposed novel 3D non-isotropic scattering MIMO V2V

pure-GBSMs, which include both narrowband (Chapter 3) and wideband (Chapter 4)

models with respect to the frequency-selectivity. The wideband pure-GBSM is based

on the TDL structure and thus can investigate the per-tap channel statistics. Based

on the typical V2V environment described in Fig. 4.1, it shows that the geometrical

description of our wideband model that combines a two-sphere model and an elliptic-

cylinder model consisting of LoS, single-, and double-bounced rays. By considering

the impact of the VTD on channel statistics for every tap in the proposed models, we
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distinguish between the moving cars around the Tx and Rx and the stationary road-

side environments, which are described by a two-sphere model and multiple confocal

elliptic-cylinder models, respectively. Detailed descriptions of the narrowband and

wideband models will be given in Chapter 3 and Chapter 4, respectively. Therefore,

the pure-GBSM approach will be used to develop the V2V channel models in this

thesis.

2.3.2 Semi-GBSM

Unlike pure-GBSMs, semi-GBSMs intend to reproduce the physical reality and thus

need to modify the location and properties of the effective scatterers of pure-GBSMs.

Semi-GBSMs place the effective scatterers with specified properties at random loca-

tions with certain statistical distributions. The signal contributions of the effective

scatterers are determined from a simplified ray-tracing method and the total signal

is the summation of the Channel Impulse Response (CIR). In [57], to provide bet-

ter agreement with the measurement results presented in [58], the CIR is further

divided into four parts, i.e., the LoS component, discrete components from reflections

of mobile scatterers (e.g., moving cars), discrete components from reflections of strong

static scatterers (e.g., building and road signs located on the roadside), and diffuse

components from reflections of weak static scatterers located on the roadside.

Therefore, semi-GBSMs are actually a relatively-simplified version of GBSMs while

suitable for various wireless scenarios by properly adjusting the statistical distributions

of the effective scatterers. With the ray-tracing approach, the semi-GBSM in [57] can

easily handle the non-stationarity of V2V channels by prescribing the motion of the

Tx, Rx, and moving scatterers. Note that only single-bounced rays were considered

in this semi-GBSM due to the fairly low VTD of the measurements in [58]. For

a high VTD environment, it is indispensable that double-bounced rays should be

considered as well. In this thesis, the channel modelling approach of semi-GBSMs

is especially applied to F2M communication systems. Chapter 5 and Chapter 6 will

carry on this method to establish realistic channel models for IMT-A and capture the

non-stationarity with time-varying parameters, respectively.
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2.4 Standardised MIMO Channel Models

2.4.1 IEEE 802.11 TGn channel model

The IEEE 802.11 TGn channel models [15] are designed for indoor wireless Local Area

Networks (LANs) for bandwidths of up to 100 MHz, at frequencies of 2 and 5 GHz.

The channel models comprise a set of 6 profiles, labelled as A to F, which cover the

scenarios of “A: flat fading”, “B: residential”, “C: residential/small office”, “D: typical

office”, “E: large office”, and “F: large space (indoors and outdoors)”. Each channel

model has a path loss model including shadowing, and a MIMO multipath fading

model, which describes the multipath delay profile, the spatial properties, the Ricean

K-factor, and the Doppler spectrum.

Each channel model has a certain number of taps (one for scenario A, and 9 to 18 for

scenarios B–F). Each tap is characterised by a relative delay (with respect to the first

path delay). Each model of scenarios further comprises a number of clusters, which

correspond to overlapping subsets of the tap delays. Each cluster is assigned a set of

spatial properties, i.e., a mean AoD, a AoA, and Angular Spreads (ASs) at the both

Tx and Rx. These parameters assume the same values for all tap delays pertaining to

a given cluster. These parameters determine the correlation matrices associated with

each tap delay.

The IEEE 802.11 TGn channel models make the following assumptions: 1) The Power

Azimuth Spectrum (PAS) and the PDP are separable, i.e., each tap is modelled in-

dependently. 2) The PAS and the Doppler spectrum for each tap are separable, i.e.,

the spatial correlation (correlation matrices) and temporal correlation (Doppler spec-

trum) for each tap are modelled independently. 3) Each tap is modelled using the

Kronecker approach for Ricean channels. Hence, it is assumed that the Tx and Rx

correlation matrices are separable for each tap.

The KBSM is a simplified CBSM. Due to the “separable” assumption, the spatial

correlation matrix RMIMO can be expressed as the Kronecker product of the spatial

correlation matrices at the Tx RTx and the Rx RRx, i.e., RMIMO = RTx

⊗
RRx.
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Such an assumption makes this modelling approach less flexible in terms of antenna

radiation pattern. The spatial correlation function of the KBSM has been under

investigation and the representing expressions have been derived for different PAS

distribution, such as uniform, Gaussian and Laplacian PASs [59].

The KBSM further assumes that the spatial complex correlation coefficients observed

at the Tx or Rx are independent of the antenna elements which means that the AoDs

and AoAs are independently distributed. On the other hand, the KBSM enforces that

all Direction of Departure (DoD) and Direction of Arrival (DoA) are linked to each

other, thus the joint DoD/DoA spectrum will be the product of the average DoD and

average DoA spectrum. This assumption is unrealistic as it is very likely that a single

DoD is only linked to a single DoA.

Another shortcoming of the KBSM has been proved in [60] as the comparison of the

channel modelling using KBSM and the measurement data shows that KBSMs always

underestimate the mutual information (channel capacity). Moreover, this mismatch in

the capacity between KBSM and the measurement increased apparently in correlated

environments where KBSM fails to estimate the decreased mutual information with

the increased correlation. Another comparison between KBSM and measurement

data [61] has proved that besides the error in estimating the capacity, the Kronecker

approach leads to high error in covariance matrix representation.

To combat such deficiencies resulting from the Kronecker product, a generalised

stochastic MIMO channel model has been proposed in [62] that model the joint cor-

relation properties using the average coupling between the eigenvalues of the Tx and

Rx. Besides the IEEE 802.11 TGn channel models [15], because of the simplicity of

the KBSM, it has become popular and adopted by other standardised channel models

like the 3GPP LTE channel model [16]–[21].

2.4.2 3GPP LTE-A channel model

The 3GPP LTE [16] has been proposed by the 3GPP as the technology for 4G wireless

communication systems. Thereafter, an evolution of the LTE [22] has been initiated
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to meet all of the requirements of the IMT-A as defined by ITU [31], [32] in what so

called LTE-A [22]–[24]. The LTE channel model uses the correlation based modelling

approach [17]–[21]. Therefore, the spatial correlation is explicitly defined in the model,

which is far different from GBSMs.

The LTE-A MIMO channel model [22] is formed by combining a power delay profile, a

Doppler spectrum, and spatial correlation properties. The spatial correlation matrix

is also assumed to be the Kronecker product of three correlation matrices Rspat =

RBS

⊗
Γ
⊗

RMS, where Γ is the polarisation correlation matrix, RBS and RMS are

the spatial correlation at the BS antenna and MS antenna, respectively. Thus, the

LTE channel model is able to provide the spatial correlation characteristics with single

realisation.

The LTE channel model is based on correlation-based approach, which decouples the

implementation of Doppler spectrum and the spatial correlation. So, the Doppler

spectrum can be simulated without any limitations from the spatial correlation. The

3GPP LTE channel model defined three different correlation matrices in terms of

the correlation level, namely, the high, medium and low MIMO correlation matrices.

These matrices are based on antenna configurations, polarisations and patterns that

defined in [63] and evaluated in [64].

The supported scenarios by the LTE channel model are introduced as a combination

of channel model parameters, i.e., delay spread and Doppler frequency. Therefore,

all defined propagation scenarios are Extended Pedestrian A (EPA) 5 Hz, Extended

Vehicular A (EVA) 5 Hz, EVA 70 Hz, Extended Typical Urban (ETU) 70 Hz, ETU

300 Hz and High Speed Train (HST) 750 Hz.

In addition, the 3GPP LTE assumes that the PAS follows the Laplacian distribution

and all paths have the same AoD, AoA and AS parameter in order to simplify the

simulation. The later assumption is far away from reality since different paths will

undergo different reflection and scattering that will cause different angular information

for sure. However, such an assumption will reduce the complexity as all paths will

have the same spatial correlation matrix [16], [19]–[22].
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Since it is based on the KBSM, the 3GPP LTE channel model will suffer from the

same deficiencies that the KBSM does, like the unrealistic assumption of the inde-

pendence between the AoD and AoA especially for indoor scenarios. Moreover, the

time-invariant spatial correlation matrix is assumed to be independent of Doppler

PSD, this assumption is not justified and cannot be applied in some cases.

To combat the complexity problem of GBSMs, the LTE-A channel model makes the

above assumptions that are not yet well-justified. These simplifications and assump-

tions made by the LTE-A MIMO channel model may potentially result in poor ac-

curacy and consequently inaccurate system performance predictions. In [60], it is

also proved that the mutual information predicted by the Kronecker model is always

below the estimation from the measured channel. Companies, which adopt such an

inaccurate MIMO channel model, could make wrong decisions on LTE-A product

development.

2.4.3 3GPP spatial channel model

The SCM [25] was developed by 3GPP to be a common reference for evaluating

different MIMO concepts in outdoor environments at a centre frequency of 2 GHz

and a system bandwidth of 5 MHz. The SCM consists of two parts: a calibration

model and a system simulation model.

• Calibration model

The calibration model is an over-simplified channel model whose purpose is to check

the correctness of simulation implementations. In the course of standardisation work,

it is often necessary to compare the implementations of the same algorithm by different

companies.

Comparing the performance of the algorithm in the “calibration” channels allows

to easily assess whether two implementations are equivalent. We stress that the

calibration model is not intended for performance assessment of algorithms or systems.
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The calibration model, as described in the 3GPP standard, can be implemented either

as a physical model or as an analytical model. It is a spatial extension of the ITU

channel models [31], [32], which describe the wideband characteristics of the channel

as a TDL model. Taps with different delays are independently fading, and each tap is

characterised by its own PAS (which is uniform or Laplacian distribution), AS, and

mean direction, at both the BS and MS. The parameters (i.e., AS, mean direction,

etc.) are fixed. Thus, the model represents stationary channel conditions. The

Doppler spectrum is defined implicitly by introducing speed and direction of travel of

the MS. The model also defines a number of antenna configurations.

• Simulation model

The SCM intended for performance evaluation is called the simulation model. The

model is a physical model and distinguishes between three different environments:

urban macro cell, suburban macro cell, and urban micro cell. The model structure and

simulation methodology are identical for all these environments, but the parameters,

such as AS, Delay Spread (DS), etc., are different.

The simulation model employs both geometrical and stochastic components. Let us

first describe the simulation procedure for a single link between one BS and one MS.

The geometrical component is that the MSs are placed randomly within a given cell,

and the orientation of the antenna array, as well as the direction of movement within

the cell, are also chosen at random. Each tap shows angular dispersion at the BS and

MS; this dispersion is implemented by representing each tap by a number of sub-paths

that all have the same delay, but different DoD and DoA. Physically, this means that

each path consists of a cluster of 20 scatterers with slightly different directions but

equal time of arrival. Specifically, the modelling of the angular dispersion works as

follows: the mean DoD and DoA of the total arriving power (weighted average over

all the taps) is determined by the location of MS and the orientation of the antenna

array. The mean DoD (or DoA) of one tap is chosen at random from a Gaussian

distribution that is centred on this total mean (the variance of this distribution is

one of the model parameters). Adding up the different sub-paths (which all have
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deterministic amplitudes, but different phases) results in Rayleigh or Rice fading.

Temporal variations of the CIR are effected by movement of the MS, which in turn

leads to different phase shifts of the sub-paths.

When using the SCM, the simulation of the system behaviour is carried out as a

sequence of “drops”, where a “drop” is defined as one simulation run over a certain

(short) time period. That period is assumed to be short, so that it is justified to

assume (as the model does) that large-scale channel parameters, such as AS, mean

DoD or DoA, delay spread, and shadowing stay constant during a drop. For each drop,

these large-scale channel parameters are drawn according to distribution functions.

The MS positions are varied randomly at the beginning of each drop.

In some cases, we wish to simulate the channels between multiple BS cells/sectors

and multiple MSs linked to these BSs. The cell layout and BS locations are fixed for

a certain number of successive drops, but (as in the single-cell case) the MS positions

are still varied at random at the beginning of each drop. Antenna radiation patterns,

antenna geometries, and orientations can be chosen arbitrarily, that means the model

is antenna independent. When all the parameters and antenna effects are defined,

analytical formulations can be extracted from the physical model. Note that each

drop results in a different correlation matrix for the analytical model.

2.4.4 3GPP spatial channel model-extension

The SCME model is an extension to the SCM model, thus it is also a GBSM. This

extension was performed to improve the SCM and remain the backwards compatibility

with the SCM.

The first improvement aims to the bandwidth. To increase the bandwidth from 5 MHz

to 20 MHz that the SCME supports the backwards compatibility with the SCM. The

SCM model is limited to 2 GHz band only. To extend this frequency range to 5 GHz, a

new path loss model proposed in SCME for 5 GHz with an offset of 8 dB to the 2 GHz

one. Moreover, the SCME extended the support of LoS components to other scenarios

while it is limited to the urban micro scenario in SCM. On the other hand, since the
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SCME forced to keep compatibility with the SCM, the achieved improvements are

limited. Accordingly, the major shortcomings of the SCME are highlighted as follows.

The SCME does not extend new scenarios comparing with the SCM. Thus, the lack

of supporting rural or indoor scenarios still exist in the SCME. The elevation angles

are still not considered. Similarly to the SCM, the SCME does not support the cross-

correlation between the Large Scale Parameters (LSPs).

Because of the aforementioned deficiencies, a new standardised MIMO channel model

with better performance has been developed by IST WINNER project.

2.4.5 IST WINNER series channel models

The WINNER series channel models are developed by IST to support the challenging

requirements of 4G systems. The WINNER series MIMO channel models include

WIM1 [28], WIM2 [29], WIM+ [30].

The WIM1 channel model is a ray tracing double directional channel model devel-

oped based on channel measurement performed at 2 and 5 GHz [28]. It is suitable

for MIMO channel modelling with arbitrary feature to fit to the different statistical

properties extracted from the measurements of different propagation scenarios. Unlike

the previous standardised GBSMs, SCM and SCME, WIM1 channel model is capa-

ble of 3D channel modelling by considering the elevation angle of AoD and AoA. It

also supports the cross-correlation between the LSPs that has been discovered in the

measurements. The number of supported scenarios are extended by specifying indoor

and rural ones. However, the set of scenarios is still considered as very limited.

The WIM2 further increases the number of scenarios to 13 [29]. The defined scenarios

are with the support of LoS and Non-Line-of-Sight (NLoS) components except the

Indoor-to-Outdoor (I-to-O) and Outdoor-to-Indoor (O-to-I) scenarios. Moreover, it

is possible to change the different attributes of the antenna or the geometry, such

as MIMO configuration or beam formation. The WIM2 channel model can cover

most of the typical cases for different simulation levels, e.g., cluster level, link level,

or system level. Another important improvement is the extension of the frequency
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range to support 2–6 GHz bands. In addition to the generic model the WIM2 channel

model proposed a Clustered Delay Line (CDL) structure for calibration use. The CDL

models propose non-complex channel model with fixed and tabulated parameters, thus

the simulation results can be verified.

The novel features of the WIM+ models are the elevation modelling using the same

modelling approach as in the WIM2 models, extension of the model down to 450 MHz

[30]. WIM+ can be used as comparison of different algorithms, technologies and prod-

ucts. The models can be applied to any wireless system operating in 450 MHz - 6 GHz

frequency range with up to 100 MHz bandwidth. The model supports MIMO technolo-

gies, polarisation, multi-user, multi-cell, and multi-hop networks and 3D modelling.

2.4.6 ITU IMT-A channel model

IMT-A channel model [31], [32] has been developed and proposed by the ITU as a

GBSM to achieve requirements of 4G wireless communication systems, like increasing

the peak data rates (the target is 100 Mbps for high mobility and 1 Gbps for low mo-

bility [65]), supporting high quality multimedia applications and achieving significant

enhancement in performance and quality of service.

The IMT-A channel model consists of a primary module and an extension module.

The primary module originates from the WIM2 [29], whereas the extension module has

been added to enable the tests of wireless systems operating in the scenarios beyond

those specified by the IMT-A system requirements. The primary module covers the

parameter tables and channel model definition for the evaluations. The extension

module is a tool that allows us to select modified parameters to generate LSPs of the

simulated scenarios.

Based on the WIM2, the ITU IMT-A channel models proposed two types of channel

models, namely a generic model and a CDL model. The generic model is a double

directional GBSM that describes the geometric distribution of the scatterers consid-

ering the AoDs to the first scatterers involved from the BS side and the AoAs from

the last bounce scatterers, and enables the separation of propagation parameters and
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antennas. This model is mainly for system level simulation purposes. The CDL model

is a spatial extension of the TDL model for calibration use only. The reduced vari-

ability of CDL has been achieved through fixing all of the parameters except for the

phases of the rays.

The IMT-A MIMO channel model can support bandwidth up to 100 MHz within a

frequency range of 2–6 GHz for evaluation phase. It covers a limited set of propagation

scenarios for evaluation: Indoor Hotspot (InH), Urban Micro (UMi), Urban Macro

(UMa), Suburban Macro (SMa), and Rural Macro (RMa), with the support of LoS

and NLoS cases for each scenario, besides supporting O-to-I case for UMi scenario.

Although the defined propagation scenarios are limited but they span all over the

range of the possible cases, unlike the 3GPP SCM that defined limited set of scenarios

without supporting Indoor environments and LoS/O-to-I components.

The extension module is an optional feature that helps the UMa, RMa and SMa to

be extended to cover cases beyond IMT-A by providing additional level of parameter

variability. This module is based on the time-spatial propagation model that is a

geometric channel model calculates the LSPs by considering several key parameters

(e.g. city structure) and targets bandwidth up to 100 MHz, the full details of this

extension can be found in [31], [32]. The IMT-A channel model supports bandwidth

up to 40 MHz within a frequency range (2-6 GHz) for evaluation phase. However, it

has been stated clearly that extension to support higher bandwidth (up to 100 MHz)

is necessary for future development.

Similar to WIM2, the IMT-A channel model parameters for individual snapshots are

determined stochastically based on statistical distributions extracted from channel

measurements. The LSPs are assumed to follow a log-normal distribution that has

been found to fit accurately the measurement results in [66], while the PAS follows a

wrapped Gaussian distribution (Gaussian distribution with tails wrapped over ±180◦)

in all the defined scenarios except the InH where the AoD and AoA distribution is

assumed to follow the Laplacian distribution.
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Another important feature the IMT-A channel model is the simulation of the relays

that consider as promised technology for throughput enhancement and coverage ex-

tension. The links from the BSs to relay stations can be modelled with conventional

links, while the links from the relay stations to UEs can be modelled similar to the

links between the BSs and UEs.

2.5 Summary

It has been proved in many literatures that implementing MIMO technologies is

promising for achieving the high demands of 4G and 5G communication systems,

especially the high date rate requirement. MIMO channel models can be classified

into several classes. A widely known classification categorises MIMO channel models

into CBSMs and GBSMs. Each channel modelling approach has its advantages and

disadvantages. GBSMs use selected parameters of the channel like AoD and AoA,

delays and powers to characterise MIMO channel model where the parameters of the

individual paths are defined by their probability distribution.

Despite of their high accuracy, GBSMs are very complex with large number of random

parameters and therefore they are computationally inefficient especially for link-level

simulations. Thus, some standardised channel models like LTE and TGn adopted

CBSMs because of their relative simplicity and fewer model parameters. In CBSMs,

the exact spatial correlation characteristics can be achieved without requiring many

realisations. Also, the decoupling of the Doppler spectrum and the spatial correlation

in the CBSMs enables the Doppler spectrum to be accurately simulated without

limitations. This is not the case in GBSMs.

Many standardised channel models are reviewed in this chapter. The 3GPP developed

the LTE channel model as a candidate channel model for 4G wireless mobile com-

munication systems. The 3GPP LTE channel model is based on correlation-based

structure to avoid the complexity concerns of the GBSMs. However, CBSMs have

been questioned about their unjustified simplification assumptions in MIMO channel
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modelling by neglecting significant variations of individual links, which may over-

estimate or underestimate the system performance and leads to wrong decisions on

system design. Hence, we need to develop new realistic MIMO channel models for

both V2V and F2M communication systems with satisfied trade-off between accuracy

and complexity. The following chapters will introduce our research achievements in

detail.
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Chapter 3
Modelling and Simulation of Narrowband

3D MIMO V2V Channels

3.1 Introduction

In recent years, V2V communications [33] have been encountered in many new ap-

plications, such as wireless mobile ad hoc peer-to-peer networks [3], [4] cooperative

systems [6], [7], and intelligent transportation systems. In V2V communication sys-

tems, both the Tx and Rx are in motion and equipped with low elevation antennas.

This is different from conventional F2M cellular radio systems, where only one termi-

nal moves. Moreover, MIMO technologies, where multiple antennas are deployed at

both the Tx and Rx [56], have widely been adopted in advanced F2M cellular systems

and have also been receiving more and more attention in V2V systems [67].

In order to evaluate the performance of a V2V communication system, accurate chan-

nel models are indispensable. Existing channel models for F2M communications sys-

tems cannot be used directly for the design of V2V systems. V2V channel models

available in the literature [8], [35]–[45], [57], [68]–[72] can be classified as Geometry

Based Deterministic Models (GBDMs) [68] and stochastic models, which can further

be categorised as Non-Geometrical Stochastic Models (NGSMs) [8] and GBSMs [35]–

[45], [57], [69]–[72]. Furthermore, GBSMs can be classified as RS-GBSMs [35]–[41],
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[43]–[45], [70], [71] and IS-GBSMs [42], [57], [72], [73], depending on whether effective

scatterers are located on regular shapes, e.g., one-ring, two-ring, ellipses, or irregular

shapes.

RS-GBSMs [35]–[41], [43]–[45], [70], [71] have widely been used to mimic V2V channels

due to their convenience for theoretical analysis of channel statistics. To preserve the

mathematical tractability, RS-GBSMs assume that all the effective scatterers are lo-

cated on regular shapes. Akki and Haber were the first to propose a 2D RS-GBSM [35]

and investigate corresponding statistical properties for narrowband isotropic scatter-

ing SISO V2V Rayleigh channels [36]. In [37], a 2D two-ring RS-GBSM consider-

ing only double-bounced rays was presented for non-isotropic scattering MIMO V2V

Rayleigh fading channels. In [38], the authors proposed a 2D two-ring RS-GBSM with

both single- and double-bounced rays for narrowband non-isotropic scattering MIMO

V2V Ricean channels. In [39], the authors proposed an adaptive RS-GBSM consisting

of two rings and one ellipse also with both single- and double-bounced rays for narrow-

band non-isotropic MIMO V2V Ricean channels. As 2D models assume that waves

travel only in the horizontal plan, they neglect signal variations in the vertical plane

and are valid only when the Tx and Rx are sufficiently separated. In reality, waves

do travel in three dimensions. Meanwhile, [74] is a simplified model and focuses on

ST correlation properties compared to [70]. Therefore, a 3D two-cylinder RS-GBSM

was developed for narrowband non-isotropic scattering MIMO V2V channels in [40].

It was further extended to a wideband one in [41]. Other 3D V2V channel models

include a 3D two-sphere RS-GBSM for narrowband non-isotropic SISO V2V chan-

nels [45] and a 3D two-concentric-quasi-sphere RS-GBSM for wideband non-isotropic

MIMO V2V channels [44].

The aforementioned 3D RS-GBSMs [40], [41], [44], [45] all assumed that the azimuth

angle and elevation angle are completely independent and thus analysed them sepa-

rately. Moreover, although the measurement campaigns in [8] demonstrated that the

VTD significantly affects the V2V channel statistical properties, the impact of the

VTD on channel statistics was not considered in the existing 3D RS-GBSMs.
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To fill the above research gaps, the first part of this chapter proposes a novel theoretical

3D RS-GBSM, which is the combination of LoS components, a two-sphere model, and

an elliptic-cylinder model [70], for non-isotropic MIMO V2V channels. The proposed

3D RS-GBSM is sufficiently generic and adaptive to model various V2V channels

in different scenarios. It is the first 3D RS-GBSM that has the ability to study

the impact of the VTD on channel statistics, and jointly considers the azimuth and

elevation angles by applying the VMF distribution as the scatterer distribution. As

the 3D theoretical RS-GBSM assumes infinite number of effective scatterers, which

results in the infinite complexity, it cannot be implemented in practice. However, a

theoretical model can be used as a starting point to design a realizable simulation

model that considers limited number of scatterers and has a reasonable complexity.

Hence, the second part of this chapter concentrates on developing a corresponding

3D MIMO V2V SoS based simulation model with a novel parameter computation

method. Note that the proposed models have already considered the effect of diffuse

scattering [57] by using double-bounced rays. Also, the impact of vehicles as obstacles

on the LoS obstruction, as studied in measurements [73] and [75], can be captured in

our models by adjusting relevant model parameters, e.g., the Ricean factor.

Overall, the major contributions and novelties of this chapter are summarised as

follows:

1. Based on the novel 3D theoretical RS-GBSM, comprehensive statistical proper-

ties are derived and thoroughly investigated, i.e., amplitude and phase PDFs,

ST CF, Doppler PSD, envelope LCR, and AFD. Meanwhile, some inaccurate

expressions in [70] are corrected.

2. The impacts of the VTD and elevation angle on aforementioned channel statis-

tical properties are investigated by comparing with those of the corresponding

2D model.

3. The corresponding SoS simulation model is proposed by considering a finite

number of scatterers at the Tx and Rx.
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Figure 3.1: The proposed 3D MIMO V2V RS-GBSM combining a two-sphere model
and an elliptic-cylinder model (only showing the detailed geometry of LoS components

and single-bounced rays in the elliptic-cylinder model).

4. A novel parameter computation method, namely the MEV, is proposed to cal-

culate the azimuth and elevation angles of proposed SoS simulation model. It is

the first method for 3D MIMO channel models jointly computing the azimuth

and elevation angles.

5. The statistical properties of our SoS simulation model are verified by compar-

ing with those of the reference model and simulated results. The results show

that the simulation model is an excellent approximation of the reference model

according to their statistical properties.

The remainder of this chapter is structured as follows. Section 3.2 introduces a novel

3D theoretical RS-GBSM for non-isotropic narrowband MIMO V2V Ricean channels.

In Section 3.3, the corresponding 3D simulation model is developed with parameters

calculated by the MEV. Simulation results and analysis are unveiled in Section 3.4.

Finally, we draw conclusions in Section 3.5.

30



Chapter 3: Modelling and Simulation of Narrowband 3D MIMO V2V Channels

1( )n

T
b  

R
O  T

O  

 

'pT  

q
T

'qT  

x  

z  'z  

'y  y  

T
u  R

u  

1( )n
s  2( )n

s  

1pn
e

 

1( )n

T
a  

R
g  T

p g-  

 

1n q
e

 2( )n

R
a  

p
T  

1( )n

R
b  

2( )n

T
a  

1( )n

Rp a-  

Td  R
d  

1 2n n
e

 
2pn

e
 2n q

e
 

2n
x

 

1n
x

 

2( )n

Rb  

2( )n

Tb  

Figure 3.2: The detailed geometry of the single- and double-bounced rays in the
two-sphere model of the proposed 3D RS-GBSM.

3.2 Theoretical Model for Narrowband 3D MIMO

V2V Channels

3.2.1 Description of the 3D MIMO V2V theoretical model

Let us consider a narrowband MIMO V2V communication system with MT trans-

mit and MR receive omnidirectional antenna elements. The radio propagation envi-

ronment is characterised by 3D effective scattering with LoS and NLoS components

between the Tx and Rx. Different from physical scatterers, an effective scatterer

may include several physical scatterers which are unresolvable in delay and angle

domains. Fig. 3.1 and Fig. 3.2 illustrate the proposed 3D RS-GBSM, which is the

combination of LoS components, a single- and double-bounced two-sphere model, and

a single-bounced elliptic-cylinder model. To consider the impact of the VTD on chan-

nel statistics, we need to distinguish between the moving vehicles around the Tx and

Rx and the stationary roadside environments (e.g., buildings, trees, parked cars, etc.).

Therefore, we use a two-sphere model to mimic the moving vehicles and an elliptic-

cylinder model to depict the stationary roadside environments. It is worth mentioning

that in order to significantly reduce the complexity of the 3D theoretical RS-GBSM,

only the double-bounced rays via scatterers on the two-sphere model are considered
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Table 3.1: Definition of parameters in Fig. 3.1 and Fig. 3.2.

D distance between the centres of the Tx and Rx spheres

RT , RR radius of the Tx and Rx spheres, respectively

a, f semi-major axis and half spacing between two foci of the elliptic-cylinder, respectively

δT , δR antenna element spacing at the Tx and Rx, respectively

θT , θR orientation of the Tx and Rx antenna array in the x-y plane, respectively

ϕT , ϕR elevation of the Tx and Rx antenna array relative to the x-y plane, respectively

υT , υR velocities of the Tx and Rx, respectively.

γT , γR moving directions of the Tx and Rx in the x-y plane, respectively

α
(ni)
T Azimuth AoD (AAoD) of the waves that impinge on the effective

(i = 1, 2, 3) scatterers s(ni)

α
(ni)
R Azimuth AoA (AAoA) of the waves travelling from the effective

(i = 1, 2, 3) scatterers s(ni)

β
(ni)
T Elevation AoD (EAoD) of the waves that impinge on the effective

(i = 1, 2, 3) scatterers s(ni)

β
(ni)
R Elevation AoA (EAoA) of the waves travelling from the effective

(i = 1, 2, 3) scatterers s(ni)

αLoS
R , βLoS

R AAoA and EAoA of the LoS paths, respectively

εpq, εpni
, εn1n2

,

εniq, ξ, ξn3

T (R), distances d (Tp, Tq), d
(
Tp, s(ni)

)
, d
(
s(n1), s(n2)

)
, d
(
s(ni), Tq

)
, d (Tp, OR),

ξn1
, ξn2

d
(
OT (OR), s(n3)

)
, d
(
s(n1), OR

)
, d
(
OT , s

(n2)
)
, respectively

(i = 1, 2, 3)

because other double-bounced rays (via one scatterer on a sphere and the other one

on the elliptic-cylinder) show similar channel statistics [39]. For readability purposes,

Fig. 3.1 only shows the geometry of LoS components, and the single-bounced elliptic-

cylinder model. The detailed geometry of the single- and double-bounced two-sphere

model is given in Fig. 3.2. Note that in both Fig. 3.1 and Fig. 3.2, we adopted

uniform linear antenna arrays with MT = MR = 2 as an example. The proposed

RS-GBSM can be extended with arbitrary number of antenna elements. By model-

ing effective scatterers, we assume that the two-sphere model defines two spheres of

effective scatterers, one around the Tx and the other around the Rx. Suppose there

are N1 effective scatterers around the Tx lying on a sphere of radius RT and the

n1th (n1 = 1, ..., N1) effective scatterer is denoted by s(n1). Similarly, assume there

are N2 effective scatterers around the Rx lying on a sphere of radius RR and the

n2th (n2 = 1, ..., N2) effective scatterer is denoted by s(n2). For the elliptic-cylinder

model, N3 effective scatterers lie on an elliptic-cylinder with the Tx and Rx located

at the foci and the n3th (n3 = 1, ..., N3) effective scatterer is denoted by s(n3). The
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parameters in Fig. 3.1 and Fig. 3.2 are defined in Table 3.1. Note that the reasonable

assumptions D � max{RT , RR} and min{RT , RR, a− f} � max{δT , δR} are applied

in this theoretical model [39].

The 3D MIMO V2V channel is described by an MT ×MR matrix of complex fading

envelopes, i.e., H (t) = [hpq (t)]MT×MR
. The subscripts p and q denote the MIMO

antenna elements. Therefore, the received complex fading envelope between the pth

(p = 1, ...,MT ) Tx and the qth (q = 1, ...,MR) Rx at the carrier frequency fc is a su-

perposition of the LoS, single- and double-bounced components, and can be expressed

as

hpq (t) = hLoSpq (t) +
I∑
i=1

hSBipq (t) + hDBpq (t) (3.1)

where

hLoSpq (t) =

√
K

K + 1
e−j2πfcτpq (3.2a)

× ej2πfTmax t cos(αLoST −γT ) cosβLoST × ej2πfRmax t cos(αLoSR −γR) cosβLoSR

hSBipq (t) =

√
ηSBi
K + 1

lim
Ni→∞

Ni∑
ni=1

1√
Ni

ej(ψni−2πfcτpq,ni) (3.2b)

× ej2πfTmax t cos
(
α
(ni)
T −γT

)
cosβ

(ni)
T × ej2πfRmax t cos

(
α
(ni)
R −γR

)
cosβ

(ni)
R

hDBpq (t) =

√
ηDB
K + 1

× lim
N1,N2→∞

N1,N2∑
n1,n2=1

1√
N1N2

ej(ψn1,n2−2πfcτpq,n1,n2)

× ej2πfTmax t cos
(
α
(n1)
T −γT

)
cosβ

(n1)
T × ej2πfRmax t cos

(
α
(n2)
R −γR

)
cosβ

(n2)
R (3.2c)

with αLoST ≈ βLoST ≈ βLoSR ≈ 0, αLoSR ≈ π, τpq = εpq/c, τpq,ni = (εpni + εniq)/c, and

τpq,n1,n2 = (εpn1 +εn1n2 +εn2q)/c. Here, c is the speed of light, K designates the Ricean

factor, and I = 3 which means there are three subcomponents for single-bounced rays,

i.e., SB1 from the Tx sphere, SB2 from the Rx sphere, and SB3 from the elliptic-

cylinder. Power-related parameters ηSBi and ηDB specify the amount of powers that
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the single- and double-bounced rays contribute to the total scattered power 1/(K+1).

Note that these power-related parameters satisfy
∑I

i=1 ηSBi + ηDB = 1. The phases

ψni and ψn1,n2 are i.i.d. random variables with uniform distributions over [−π, π),

fTmax and fRmax are the maximum Doppler frequencies with respect to the Tx and

Rx, respectively. Note that we have corrected inaccurate expressions (2a) and (2c)

in [70], corresponding to (3.2a) and (3.2c) in this chapter, respectively.

Based on the law of cosines in appropriate triangles and small angle approximations

(i.e., sinx ≈ x and cos x ≈ 1 for small x), we have

εpq ≈ ξ − δR
2ξ

[
δT
2

sinϕT sinϕR −Q cosϕR cos θR

]
(3.3a)

εpn1 ≈ RT −
δT
2

[
sin β

(n1)
T sinϕT + cos β

(n1)
T cosϕT cos(θT − α(n1)

T )
]

(3.3b)

εn1q ≈ ξn1 −
δR

2ξn1

[
RT sin β

(n1)
T sinϕR − Qn1 cosϕR cos(α

(n1)
R − θR)

]
(3.3c)

εpn2 ≈ ξn2 −
δT

2ξn2

[
RR sin β

(n2)
R sinϕT + Qn2 cosϕT cos(α

(n2)
T − θT )

]
(3.3d)

εn2q ≈ RR −
δR
2

[
sin β

(n2)
R sinϕR + cos β

(n2)
R cosϕR cos(θR − α(n2)

R )
]

(3.3e)

εn1n2 ≈
{[
D −RT cosα

(n1)
T −RR cos(α

(n1)
R − α(n2)

R )
]2

+
[
RT cos β

(n1)
T −RR cos β

(n2)
R

]2
}1/2

(3.3f)

εpn3 ≈ ξ
(n3)
T − δT

2ξ
(n3)
T

[
ξ

(n3)
R sin β

(n3)
R sinϕT + Qn3 cosϕT cos(α

(n3)
T − θT )

]
(3.3g)
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εn3q ≈ ξ
(n3)
R − δR

[
sin β

(n3)
R sinϕR + cos β

(n3)
R cosϕR cos(α

(n3)
R − θR)

]
(3.3h)

where ξ ≈ Q ≈ D − δT
2

cosϕT cos θT , ξn1 =
√
Q2
n1

+R2
T sin2 β

(n1)
T , Qn1 ≈ D −

RT cos β
(n1)
T × cosα

(n1)
T , ξn2 =

√
Q2
n2

+R2
R sin2 β

(n2)
R , Qn2 ≈ D + RR cos β

(n2)
R cosα

(n2)
R ,

ξ
(n3)
R =

2a−Qn3
cosβ

(n3)
R

, ξ
(n3)
T =

√
Q2
n3

+ (ξ
(n3)
R )2 sin2 β

(n3)
R , and Qn3 =

a2+f2+2af cosα
(n3)
R

a+f cosα
(n3)
R

.

Note that the azimuth/elevation angle of departure (AAoD/EAoD), (i.e., α
(ni)
T , β

(ni)
T ),

and azimuth/elevation angle of arrival (AAoA/EAoA), (i.e., α
(ni)
R , β

(ni)
R ), are in-

dependent for double-bounced rays, while are correlated for single-bounced rays.

According to geometric algorithms, for the single-bounced rays resulting from the

two-sphere model, we can derive the relationship between the AoDs and AoAs as

α
(n1)
R ≈ π − RT

D
sinα

(n1)
T , β

(n1)
R ≈ arccos

(D−RT cosβ
(1)
T cosα

(1)
T

ξn1

)
, and α

(n2)
T ≈ RR

D
sinα

(n2)
R ,

β
(n2)
T ≈ arccos

(D+RR cosβ
(2)
R cosα

(2)
R

ξn2

)
. For the single-bounced rays resulting from elliptic-

cylinder model, the angular relationship α
(n3)
T = arcsin

( b2 sinα
(n3)
R

a2+f2+2af cosα
(n3)
R

)
and β

(n3)
T =

arccos
[ a2+f2+2af cosα

(n3)
R(

a+f cosα
(n3)
R

)
ξ
(n3)
T

]
hold with b =

√
a2 − f 2 denoting the semi-minor axis of the

elliptic-cylinder. The undefined β
(n1)
R , β

(n2)
T , and β

(n3)
T in Line 12 of the left column on

Page 3 in [70] have been given here.

For the theoretical RS-GBSM, as the number of scatterers tends to infinity, the dis-

crete AAoD α
(ni)
T , EAoD β

(ni)
T , AAoA α

(ni)
R , and EAoA β

(ni)
R can be replaced by con-

tinuous random variables α
(i)
T , β

(i)
T , α

(i)
R , and β

(i)
R , respectively. In [46], the assumption

of 3D scattering has been validated. To jointly consider the impact of the azimuth

and elevation angles on channel statistics, we use the VMF PDF to characterise the

distribution of effective scatterers, which is defined as [76]

f (α, β) =
k cos β

4π sinh k
× ek[cosβ0 cosβ cos(α−α0)+sinβ0 sinβ] (3.4)

where α, β ∈ [−π, π), α0 ∈ [−π, π) and β0 ∈ [−π, π) account for the mean values of

the azimuth angle α and elevation angle β, respectively, and k (k ≥ 0) is a real-valued

parameter that controls the concentration of the distribution relative to the mean

direction identified by α0 and β0.
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Figure 3.3: (a) The 3D VMF PDF (α0 = 0◦, β0 = 31.6◦, k = 3.6) and
(b) 2D VMF PDF (α0 = 0◦, β0 = 31.6◦, β = 0◦, k = 0.6, 1.3, 3.6).

To demonstrate the VMF distribution, we set the mean angles α0 = 0◦ and β0 =

31.6◦ as an example, and plot the corresponding PDF in both 3D and 2D figures in

Fig. 3.3 (a) and Fig. 3.3 (b), respectively. Fig. 3.3 (a) shows the 3D VMF PDF with

k = 3.6. For the purpose of comparison, in Fig. 3.3 (b), we plot the 2D VMF PDF

only for azimuth angle α with β = 0◦ and different k = 0.6, 1.3, 3.6. Fig. 3.3 (b) tells

that the larger the value of k, the VMF PDF is more concentrated towards the mean

direction. For k → 0 the distribution is isotropic, while for k → ∞ the distribution

becomes extremely non-isotropic. For the high VTD scenario with many moving

vehicles around the Tx and Rx, k is small and the scatterer distribution approaches

isotropic. Note that when the elevation angle β = β0 = 0◦, the VMF PDF reduces

to von Mises PDF, which has widely been applied as a scatterer distribution in 2D

propagation environments [77]. In this chapter, for the angles of interest, i.e., the

AAoD α
(1)
T and EAoD β

(1)
T for the Tx sphere, the AAoA α

(2)
R and EAoA β

(2)
R for the

Rx sphere, and the AAoA α
(3)
R and EAoA β

(3)
R for the elliptic-cylinder, the parameters

(α0, β0, and k) of the VMF PDF in (3.4) can be replaced by (α
(1)
T0 , β

(1)
T0 , and k(1)),

(α
(2)
R0, β

(2)
R0 , and k(2)), and (α

(3)
R0, β

(3)
R0 , and k(3)), respectively.

It is important to emphasise that the proposed model is adaptable to a wide va-

riety of V2V propagation environments by adjusting important parameters, which
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are the Ricean factor K, energy-related parameters ηSBi and ηDB, and environ-

ment parameters k(i). In general, for a low VTD, the value of K is large since

the LoS component can bear a significant amount of power. Moreover, the received

scattered power is mainly from waves reflected by the stationary roadside environ-

ments described by the scatterers located on the elliptic-cylinder. The moving ve-

hicles represented by the scatterers located on the two spheres are sparse and thus

more likely to be single-bounced, rather than double-bounced. This indicates that

ηSB3 > max{ηSB1 , ηSB2} > ηDB. For a high VTD, the value of K is smaller than

that in the low VTD scenario. In addition, due to dense moving vehicles, the double-

bounced rays of the two-sphere model bear more energy than single-bounced rays of

the two-sphere and elliptic-cylinder models, i.e., ηDB > max{ηSB1 , ηSB2 , ηSB3}. There-

fore, the consideration of the VTD can be well characterised by utilising a combined

two-sphere model and elliptic-cylinder model with the LoS component.

3.2.2 Statistical properties of the 3D MIMO V2V theoretical

model

For the proposed 3D MIMO V2V theoretical RS-GBSM, statistical properties will

be derived in this section, i.e., amplitude and phase PDFs, ST CF, Doppler PSD,

envelope LCR, and AFD.

3.2.2.1 Amplitude and phase PDFs

Based on the proposed 3D theoretical RS-GBSM, the amplitude and phase processes

can be expressed as ζ(t) = |hpq(t)| and ϑ(t) = arg {hpq(t)}, respectively. According to

the same procedure in [78], the amplitude PDF of the 3D V2V reference model can

be derived as

pζ(z) =
z

σ2
0

e
− z

2+K2
0

2σ20 I0(
zK0

σ2
0

) (3.5)
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where z presents the amplitude variable, K0 =
√

K
K+1

and I0(·) is the zeroth-order

modified Bessel function of the first kind.

In addition, the phase PDF of the reference model can be derived as

pϑ(θ) =
e
− K2

0
2σ20

2π

{
1 +

K0

σ0

√
π

2
cos (θ − θK) e

K2
0cos2(θ−θK )

2σ20

×
[
1 + erf

(
K0 cos(θ − θK)

σ0

√
2

)]}
(3.6)

where θK = arg
{
hLoSpq (t)

}
. Due to the over-complicated procedure, detailed deriva-

tions are omitted here.

3.2.2.2 Space-time correlation function

Under the WSS condition, the normalised ST CF between any two complex fading

envelopes hpq (t) and hp′q′ (t) is defined as [70]

ρhpqhp′q′ (τ) =
E
[
hpq(t)h

∗
p′q′(t− τ)

]√
E
[
|hpq(t)|2

]
E
[
|hp′q′(t)|2

] = E
[
hpq (t)h∗p′q′ (t− τ)

]
(K + 1) (3.7)

where (·)∗ denotes the complex conjugate operation and E[·] designates the statistical

expectation operator. Substituting (3.1) into (3.7) and applying the corresponding

VMF distribution, we can obtain the ST CF of the LoS, single-, and double-bounced

components as follows:

(a) In the case of the LoS component,

ρhLoSpq hLoS
p′q′

(τ) = Ke
j2π
λ
ALoS+j2πτ(fTmax cos γT−fRmax cos γR) (3.8)

where ALoS = 2D cosϕR cos θR.
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(b) In terms of the single-bounced components SBi (i = 1, 2, 3) resulting from the Tx

sphere, Rx sphere, and elliptic-cylinder, respectively,

ρ
h
SBi
pq h

SBi
p′q′

(τ) = ηSBi

∫ π

−π

∫ π

−π

[
e−

j2π
λ
A(i)

(3.9)

×ej2πτ(fTmaxB(i)+fRmaxC
(i))f(α

(i)
T/R, β

(i)
T/R)

]
d(α

(i)
T/R, β

(i)
T/R)

with A(1) = δT
[

sin β
(1)
T sinϕT +cos β

(1)
T cosϕT cos

(
θT−α(1)

T

)]
+ δR

ξn1

[
RT sin β

(1)
T sinϕR−

Qn1 cosϕR cos
(
θR − α(1)

R

)]
, B(i) = cos

(
α

(i)
T − γT

)
cos
(
β

(i)
T

)
, C(i) = cos

(
α

(i)
R − γR

)
×

cos
(
β

(i)
R

)
, A(2) = δR

[
sin β

(2)
R sinϕR+cos β

(2)
R cosϕR cos

(
θR − α(2)

R

) ]
+ δT
ξn2

[
RR sin β

(2)
R ×

sinϕT +Qn2 cosϕT × cos
(
θT − α(2)

T

) ]
, A(3) = δT

ξ
(n3)
T

[
ξ

(n3)
R sin β

(3)
R sinϕT +Qn3 cosϕT ×

cos
(
θT − α(3)

T

) ]
+ δR

[
sin β

(3)
R sinϕR + cos β

(3)
R × cosϕR cos

(
θR − α(3)

R

) ]
, where the

expressions of α
(i)
R , β

(i)
R , Qni , ξn1 , ξn2 , and ξn3

T (R) are given in Section 3.2. Note that

the subscripts T and R are applied to i = 1 and i = 2, 3, respectively.

(c) In terms of the double-bounced component resulting from the Tx and Rx spheres,

ρhDBpq hDB
p′q′

(τ) = ρTpp′(τ)ρRqq′(τ)

= ηDB

∫ π

−π

∫ π

−π

∫ π

−π

∫ π

−π

[
e−

j2π
λ
ADB · ej2πτ(fTmaxBDB+fRmaxC

DB) (3.10)

× f(α
(1)
T , β

(1)
T ) · f(α

(2)
R , β

(2)
R )
]
d(α

(1)
T , β

(1)
T )d(α

(2)
R , β

(2)
R )

where ADB = δT
[

sin β
(1)
T sinϕT + cos β

(1)
T cosϕT cos

(
θT −α(1)

T

)]
+ δR

[
sin β

(2)
R sinϕR +

cos β
(2)
R cosϕR cos

(
θR − α(2)

R

)]
, BDB = cos

(
α

(1)
T − γT

)
cos β

(1)
T , and CDB = cos

(
α

(2)
R −

γR
)

cos β
(2)
R .

The normalised theoretical ST CF can be expressed as the summation of (3.8) –

(3.10), i.e.,

ρhpqhp′q′ (τ) = ρhLoSpq hLoS
p′q′

(τ) +
I∑
i=1

ρ
h
SBi
pq h

SBi
p′q′

(τ) + ρhDBpq hDB
p′q′

(τ) . (3.11)
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3.2.2.3 Doppler PSD

Applying the Fourier transform to the ST CF, we can obtain the corresponding

Doppler PSD as Shpqhp′q′ (fD) = F
{
ρhpqhp′q′ (τ)

}
=
∫∞
−∞ ρhpqhp′q′ (τ)e−j2πfDτdτ , where

fD is the Doppler frequency. Substituting (3.11) into the above equation, the Doppler

PSD can be expressed as

Shpqhp′q′ (fD) = F
{
ρhLoSpq hLoS

p′q′
(τ)
}

+
I∑
i=1

F

{
ρ
h
SBi
pq h

SBi
p′q′

(τ)

}
+ F

{
ρTpp′ (τ)

}
� F

{
ρRqq′ (τ)

}
(3.12)

where � denotes the convolution and F{·} indicates the Fourier transform.

3.2.2.4 Envelope LCR and AFD

To assess system characteristics such as handoff, fading rate and velocities of the Tx

and Rx, accurate characterisation of the second-order statistic (i.e., envelope LCR and

AFD) is indispensable. In this subsection, based on the developed reference model

in (3.1) and (3.2), we will derive the LCR and AFD for a non-isotropic scattering

environment. The LCR at a specified level r, L(r), is defined as the rate at which

the signal envelope crosses level r in the positive/negative going direction. Using the

traditional PDF-based method [79], we derive the expression of the LCR for V2V

channels as

L(r) =
2r
√
K + 1

π3/2

√
b2

b0

− b2
1

b2
0

× e−K−(K+1)r2 (3.13)

×
∫ π/2

0

cosh
(

2
√
K(K + 1) · r cos θ

)
×
[
e−(χ sin θ)2 +

√
πχ sin θ · erf(χ sin θ)

]
dθ

where cosh(·) is the hyperbolic cosine function, erf(·) is the error function, and χ =√
Kb21

(b0b2−b21)
. Finally, parameters b0, b1, and b2 are defined as

b0
4
= E

[
hInpq (t)2

]
= E

[
hQupq (t)2

]
(3.14)
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b1
4
= E

[
hInpq (t)ḣQupq (t)

]
= E

[
hQupq (t)ḣInpq (t)

]
(3.15)

b2
4
= E

[
ḣInpq (t)2

]
= E

[
ḣQupq (t)2

]
(3.16)

where hInpq (t) and hQupq (t) denote the in-phase and quadrature components of the com-

plex fading envelope hpq(t), and ḣInpq (t) and ḣQupq (t) denote the first derivative of hInpq (t)

and hQupq (t), respectively. By substituting (3.1) into (3.14), the parameter b0 becomes

b0 =
I∑
i=1

bSBi0 + bDB0 =
1

2(K + 1)
(3.17)

where

bSBi0 =
ηSBi

2(K + 1)

∫ π

−π

∫ π

−π
f(α

(i)
T , β

(i)
T )d(α

(i)
T , β

(i)
T ) =

ηSBi
2(K + 1)

(3.18a)

bDB0 =
ηDB

2(K + 1)

∫ π

−π

∫ π

−π
f(α

(1)
T , β

(1)
T )d(α

(1)
T , β

(1)
T )

×
∫ π

−π

∫ π

−π
f(α

(2)
R , β

(2)
R )d(α

(2)
R , β

(2)
R ) =

ηDB
2(K + 1)

. (3.18b)

Similarly, by substituting (3.1) into (3.15) and (3.16), the parameters b1 and b2 become

bm =
I∑
i=1

bSBim + bDBm , (3.19)

where m ∈ {1, 2} and

bSBim =
ηSBi

2(K + 1)
(2π)m

∫ π

−π

∫ π

−π
f(α

(i)
R , β

(i)
R )×

[
fTmax cos

(
α

(i)
T − γT

)
cos β

(i)
T

]m
×
[
fRmax cos

(
α

(i)
R − γR

)
cos β

(i)
R

]m
d(α

(i)
R , β

(i)
R ) (3.20a)

bDBm =
ηDB

2(K + 1)
(2π)m

∫ π

−π

∫ π

−π
f(α

(1)
T , β

(1)
T )

×
[
fTmax cos

(
α

(1)
T − γT

)
cos β

(1)
T

]m
d(α

(1)
T , β

(1)
T )
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×
∫ π

−π

∫ π

−π
f(α

(2)
R , β

(2)
R )×

[
fRmax cos

(
α

(2)
R − γR

)
cos β

(2)
R

]m
d(α

(2)
R , β

(2)
R ). (3.20b)

The AFD, T (r), is defined as the average time over which the signal envelope, |hpq(t)|,

remains below a certain level r. In the proposed 3D RS-GBSM, the AFD can be

written as [2]

T (r) =
1−Q

(√
2K,

√
2(K + 1)r2

)
L(r)

(3.21)

where Q ( · , · ) is the Marcum Q function.

3.3 The 3D SoS Simulation Model for MIMO V2V

Channels

Based on the proposed 3D theoretical RS-GBSM described in Section 3.2, the corre-

sponding SoS simulation model can be further developed by using finite number of

scatterers or sinusoids N1, N2, and N3. According to (3.1) – (3.2c), the SoS simulation

model for the link Tp → Tq can be expressed as

ĥpq (t) = ĥLoSpq (t) +
I∑
i=1

ĥSBipq (t) + ĥDBpq (t) (3.22)

where

ĥLoSpq (t) =

√
K

K + 1
e−j2πfcτpq (3.23a)

× ej2πfTmax t cos(αLoST −γT ) cosβLoST × ej2πfRmax t cos(αLoSR −γR) cosβLoSR

ĥSBipq (t) =

√
ηSBi
K + 1

Ni∑
ni=1

1√
Ni

ej(ψni−2πfcτpq,ni) (3.23b)

× ej2πfTmax t cos
(
α
(ni)
T −γT

)
cosβ

(ni)
T × ej2πfRmax t cos

(
α
(ni)
R −γR

)
cosβ

(ni)
R
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ĥDBpq (t) =

√
ηDB
K + 1

N1,N2∑
n1,n2=1

1√
N1N2

ej(ψn1,n2−2πfcτpq,n1,n2) (3.23c)

× ej2πfTmax t cos
(
α
(n1)
T −γT

)
cosβ

(n1)
T × ej2πfRmax t cos

(
α
(n2)
R −γR

)
cosβ

(n2)
R .

It is clear that the unknown simulation model parameters to be determined are only

the discrete AoDs and AoAs, while the remaining parameters are identical to those of

the theoretical model. Our task is thus to determine the discrete AAoDs (α
(n1)
T , α

(n2)
T ,

α
(n3)
T ), EAoDs (β

(n1)
T , β

(n2)
T , β

(n3)
T ), AAoAs (α

(n1)
R , α

(n2)
R , α

(n3)
R ), and EAoAs (β

(n1)
R , β

(n2)
R ,

β
(n3)
R ) for the simulation model. Furthermore, there are actually correlations between

AoDs and AoAs for the single-bounce case. Therefore, we only need to determine the

discrete sets of
{
α

(n1)
T , β

(n1)
T

}N1

n1=1
,
{
α

(n2)
R , β

(n2)
R

}N2

n2=1
, and

{
α

(n3)
R , β

(n3)
R

}N3

n3=1
. In [47],

different parameter computation methods have been introduced. In general, there

are three widely adopted methods, i.e., Extended Method of Exact Doppler Spread

(EMEDS), Modified Method of Equal Area (MMEA), and Lp-Norm Method (LPNM).

The EMEDS is especially recommended for isotropic scattering. However, all the

above methods are only valid for 2D horizontal models. To jointly calculate the

azimuth and elevation angles, we propose a novel parameter computation method

that can be applied to our 3D channel models. The method is named as MEV, which

is developed from MMEA [80].

3.3.1 MEV for parameterization of the proposed SoS simu-

lation model

As we mentioned before, the VMF distribution is adopted in order to jointly consider

the impact of the azimuth and elevation angles on channel statistics. Furthermore,

the Cumulative Distribution Function (CDF) of α and β, i.e., the double integral

of the 3D VMF PDF, denotes the volume of Fig. 3.3 (a). The idea of MEV is de-

signed to select the set of
{
α(ni), β(ni)

}Ni
ni=1

in such a manner that the volume of the

VMF PDF f(α, β) in different ranges of
{
α(ni−1), β(ni−1)

}
6 {α, β} <

{
α(ni), β(ni)

}
are equal to each other with the initial condition

∫ α(1)

−π

∫ β(1)

−π f(α, β)dαdβ = 1−1/4
Ni

. The
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application of the MEV to the 3D V2V channel model requires the joint computa-

tion of the discrete model parameters, i.e.,
{
α

(n1)
T , β

(n1)
T

}N1

n1=1
,
{
α

(n2)
R , β

(n2)
R

}N2

n2=1
, and{

α
(n3)
R , β

(n3)
R

}N3

n3=1
. In the following, we will derive the MEV that has the ability

to meet the two accuracy-efficiency design criteria [80] for 3D scattering MIMO V2V

channels with the joint VMF distribution. Using the design of the AAoDs
{
α

(n1)
T

}N1

n1=1

and EAoDs
{
β

(n1)
T

}N1

n1=1
as an example, the MEV includes the following three steps:

Step 1: Define a pair of random variables, i.e., άT
(n1) ∈

[
α

(1)
T0 − π, α

(1)
T0 + π

)
and

β́T
(n1)
∈
[
β

(1)
T0 − π, β

(1)
T0 + π

)
. They follow the VMF distribution having the same

α
(1)
T0 , β

(1)
T0 , and k1.

Step 2: Temporarily design the proper set of
{
άT

(n1)
}N1

n1=1
and

{
β́T

(n1)
}N1

n1=1
, as

άT
(n1), β́T

(n1)
:= F−1

α/β

(
n1−1/4
N1

)
, where F−1

α/β(·) denotes the inverse function of the

VMF CDF derived from VMF PDF for άT
(n1) and β́T

(n1)
.

Step 3: Obtain the desired set of
{
α

(n1)
T

}N1

n1=1
and

{
β

(n1)
T

}N1

n1=1
by mapping

{
άT

(n1)
}N1

n1=1

and
{
β́T

(n1)
}N1

n1=1
into the range of [−π, π), respectively.

Consequently, the jointly calculated AAoDs and EAoDs,
{
α

(n1)
T , β

(n1)
T

}N1

n1=1
are ob-

tained. Similarly, AAoAs
{
α

(n2)
R

}N2

n2=1
and

{
α

(n3)
R

}N3

n3=1
and EAoAs

{
β

(n2)
R

}N2

n2=1
and{

β
(n3)
R

}N3

n3=1
can be obtained by following the same procedure.

3.3.2 Statistical properties of the proposed SoS simulation

model

Based on our 3D MIMO V2V theoretical RS-GBSM and its statistical properties, it

is achievable to derive the corresponding statistical properties for the SoS simulation

model. As the detailed derivations have been explained in Section 3.2, those of the

corresponding simulation model with similar derivations are only briefly explained.

Applying the discrete model parameters to (3.5), (3.6), (3.11), (3.12), (3.13), and
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(3.21), we have the corresponding statistical properties for the SoS simulation model

as follows:

3.3.2.1 Amplitude and phase PDFs

The amplitude and phase processes of the SoS simulation model can be expressed as

ζ̂(t) =
∣∣∣ĥpq(t)∣∣∣ and ϑ̂(t) = arg

{
ĥpq(t)

}
, respectively. Still using the similar procedure

in [78], the amplitude PDF of the SoS simulation model can be derived as

pζ̂(z) = 4π2z

∫ ∞
0

[
N1∏
n1=1

J0 (2π |GSB1|x) ×
N2∏
n2=1

J0 (2π |GSB2|x)×
N3∏
n3=1

J0 (2π |GSB3 |x)

×
N1,N2∏
n1,n2=1

J0 (2π |GDB|x)

]
J0 (2πzx) J0 (2πK0x)xdx (3.24)

where GSBi =
√

ηSBi
Ni(K+1)

(i = 1, 2, 3), and GDB =
√

ηDB
N1N2(K+1)

.

In addition, the phase PDF of the SoS simulation model can be derived as

pϑ̂(θ) = 2π

∫ ∞
0

∫ ∞
0

[
N1∏
n1=1

J0 (2π |GSB1|x)×
N2∏
n2=1

J0 (2π |GSB2 |x)×
N3∏
n3=1

J0 (2π |GSB3|x)

×
N1,N2∏
n1,n2=1

J0 (2π |GDB|x)

]
× J0

(
2πx

√
z2 +K2

0 − 2zK0 cos (θ − θK)

)
xzdxdz.

(3.25)

3.3.2.2 Space-time correlation function

As we should represent the spatial components, here we rewrite the ST CF as

ρ̂hpqhp′q′ (δT , δR, τ)= ρ̂hLoSpq hLoS
p′q′

(δT , δR, τ)+
I∑
i=1

ρ̂
h
SBi
pq h

SBi
p′q′

(δT , δR, τ)+ρ̂hDBpq hDB
p′q′

(δT , δR, τ) .

(3.26)
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(a) In the case of the LoS component,

ρ̂hLoSpq hLoS
p′q′

(δT , δR, τ) = Ke
j2π
λ
ALoS × ej2πτ(fTmax cos γT−fRmax cos γR). (3.27)

Please note that the LoS ST CF of the SoS simulation model is identical to that of

the 3D theoretical RS-GBSM.

(b) In terms of the single-bounced components SBi (i = 1, 2, 3) resulting from the Tx

sphere, Rx sphere, and elliptic-cylinder, respectively,

ρ̂
h
SBi
pq h

SBi
p′q′

(δT , δR, τ) =
ηSBi
Ni

Ni∑
ni=1

e
j2π
λ
A(i) × ej2πτ(fTmaxB(i)+fRmaxC

(i)). (3.28)

(c) In terms of the double-bounced component resulting from the Tx and Rx spheres,

ρ̂hDBpq hDB
p′q′

(δT , δR, τ) = ρ̂Tpp′(δT , τ)ρ̂Rqq′(δR, τ) = ηDB×
1

N1

N1∑
n1

e
j2π
λ
ADBT ×ej2πτfTmaxBDB

× 1

N2

N2∑
n2

e
j2π
λ
ADBR × ej2πτfRmaxCDB (3.29)

where ADBT = δT
[

sin β
(1)
T sinϕT+cos β

(1)
T cosϕT cos

(
θT−α(1)

T

)]
, ADBR = δR

[
sin β

(2)
R ×

sinϕR+cos β
(2)
R cosϕR cos

(
θR−α(2)

R

)]
, and ALoS, A(i), B(i), C(i), BDB, and CDB have

been given in Section 3.2.

3.3.2.3 Doppler PSD

The Doppler PSD of the SoS simulation model can be expressed as

Ŝhpqhp′q′ (fD)= F
{
ρ̂hLoSpq hLoS

p′q′
(τ)
}

+
I∑
i=1

F

{
ρ̂
h
SBi
pq h

SBi
p′q′

(τ)

}
+F

{
ρ̂Tpp′ (τ)

}
� F

{
ρ̂Rqq′ (τ)

}
.

(3.30)
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Table 3.2: Key parameters of different VTD scenarios.

K ηSB1 ηSB2 ηSB3 ηDB k(1) k(2) k(3)

Low VTD 3.786 0.335 0.203 0.411 0.051 9.6 3.6 11.5

High VTD 0.156 0.126 0.126 0.063 0.685 0.6 1.3 11.5

3.3.2.4 Envelope LCR and AFD

Similarly, according to (3.13), the envelope LCR of the SoS simulation model, L̂(r),

can be derived as

L̂(r) =
2r
√
K + 1

π3/2

√
b̂2

b̂0

− b̂2
1

b̂2
0

× e−K−(K+1)r2 ×
∫ π/2

0

cosh
(

2
√
K(K + 1) · r cos θ

)
×
[
e−(χ̂ sin θ)2 +

√
πχ̂ sin θ · erf(χ̂ sin θ)

]
dθ (3.31)

with χ̂ =

√
Kb̂21

b̂0b̂2−b̂21
, b̂0 = 1

2(K+1)
, and b̂m =

∑I
i=1 b̂

SBi
m + b̂DBm (m = 1, 2), where

b̂SBim =
ηSBi

2(K + 1)
(2π)m × 1

Ni

Ni∑
ni=1

[
fTmax cos

(
α

(ni)
T − γT

)
cos β

(ni)
T

× fRmax cos
(
α

(ni)
R − γR

)
cos β

(ni)
R

]m
(3.32a)

b̂DBm =
ηDB
K + 1

(2π)m × 1

N1

N1∑
n1=1

[
fTmax cos

(
α

(n1)
T − γT

)
cos β

(n1)
T

]m
× 1

N2

N2∑
n2=1

[
fRmax cos

(
α

(n2)
R − γR

)
cos β

(n2)
R

]m
. (3.32b)

Similarly, according to (3.21), the envelope AFD of the SoS simulation model, T̂ (r),

can be expressed as

T̂ (r) =
1−Q

(√
2K,

√
2(K + 1)r2

)
L̂(r)

. (3.33)
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3.4 Simulation Results and Analysis

In this section, we investigate both the 3D and 2D models in detail for each statistical

property. Based on measured scenarios in [8], the following main parameters were

chosen for our simulations: fc = 5.9 GHz, D = 300 m, fTmax = fRmax = 570 Hz,

a = 180 m, RT = RR = 15 m, γT = γR = 0◦, ϕT = ϕR = 45◦, θT = θR = 45◦,

α
(1)
T0 = 21.7◦, β

(1)
T0 = 6.7◦, α

(2)
R0 = 147.8◦, β

(2)
R0 = 17.2◦, α

(3)
R0 = 171.6◦, and β

(3)
R0 = 31.6◦.

Considering the constraints of the Ricean factor and power-related parameters in [70],

we have k(1) = 9.6, k(2) = 3.6, k(3) = 11.5, K = 3.786, ηSB1 = 0.335, ηSB2 = 0.203,

ηSB3 = 0.411, and ηDB = 0.051 for low VTD scenario. For high VTD scenario, we

have k(1) = 0.6, k(2) = 1.3, k(3) = 11.5, K = 0.156, ηSB1 = 0.126, ηSB2 = 0.126, ηSB3 =

0.063, and ηDB = 0.685. Please note that k(3) = 11.5 for both low VTD and high VTD

scenarios are applied. Table 3.2 summarises key parameters adopted by low and high

VTD scenarios. The environment-related parameters k(1), k(2), and k(3) are related to

the distribution of scatterers (normally, the smaller values of k(1) and k(2) the more

dense moving vehicles/scatterers, i.e., the higher VTD). In both high and low VTDs,

k(3) is large as the scatterers reflected from static roadsides are normally concentrated.

Also, Ricean factor K is small in higher VTD, as the LoS component does not have

dominant power. The reason is that dense vehicles (i.e., more vehicles/obstacles

between Tx and Rx) on the road result in less likelihood of strong LoS components.

For the SoS simulation model, we must first choose adequate values for the number

of discrete scatterers N1, N2, and N3. Based on our own simulation experiences and

suggested by [47], a reasonable values for Ni can be 40, which can be considered

as a good trade-off between realisation complexity and accuracy. Certainly, if we

simulate rigorous channels, e.g., very high VTD, the number of effective scatterers

can be increased to improve the performance of the channel simulator. In addition,

when β
(n1)
T = β

(n2)
R = β

(n3)
R = 0◦, the proposed 3D model will be reduced to a 2D

two-ring and elliptic model. The impact of elevation angle is evaluated in this section

by comparing between the 3D and 2D models in terms of their statistical properties.
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Figure 3.4: The amplitude PDFs for the 3D reference model, 3D simulation model,

and 3D simulation result (δT = δR = 0, β
(1)
T0 = 6.7◦, β

(2)
R0 = 17.2◦, β

(3)
R0 = 31.6◦).
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Figure 3.5: The phase PDFs for the 3D reference model, 3D simulation model, and

3D simulation result (δT = δR = 0, β
(1)
T0 = 6.7◦, β

(2)
R0 = 17.2◦, β

(3)
R0 = 31.6◦).

3.4.1 Amplitude and phase PDFs

Fig. 3.4 and Fig. 3.5 show the amplitude and phase PDFs, respectively, for the 3D

reference model, 3D simulation model with N1 = N2 = N3 = 40, and 3D simulation

results for both low and high VTD scenarios. Note that the simulation results were

obtained from the channel coefficients generated by the proposed channel simulator.
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Figure 3.6: The absolute values of the temporal ACFs for the 3D reference model,
3D simulation model, 3D simulation result, and 2D simulation model (δT = δR = 0, 3D

model: β
(1)
T0 = 6.7◦, β

(2)
R0 = 17.2◦, β

(3)
R0 = 31.6◦, 2D model: β

(n1)
T = β

(n2)
R = β

(n3)
R = β

(1)
T0

= β
(2)
R0 = β

(3)
R0 = 0◦).

It is clear that both amplitude and phase PDFs of the simulation model, i.e., (3.24)

and (3.25), respectively, are completely determined by the number of scatterers Ni,

the gains GSBi and GDB, and LoS amplitude K0, whereas other model parameters

have no influence at all. In addition, Fig. 3.4 and Fig. 3.5 demonstrate that the choice

of N1 = N2 = N3 = 40 is sufficient to obtain an excellent agreement between the

simulation model and reference model in both low and high VTD scenarios.

3.4.2 Temporal autocorrelation function

We investigate the temporal ACF, which can be derived from the ST CF (3.26) by

setting dT = dR = 0. Therefore, the temporal ACF can be expressed as

ρ̂hpqhp′q′ (τ) = ρ̂hpqhp′q′ (0, 0, τ) . (3.34)

Fig. 3.6 presents the absolute values of the temporal ACFs for the 3D reference model,

3D simulation model with N1 = N2 = N3 = 40, and 3D simulation result for both low
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Figure 3.7: The absolute values of the spatial CCFs for the 3D reference model, 3D
simulation model, 3D simulation result, and 2D simulation model (τ = 0, 3D model:

β
(1)
T0 = 6.7◦, β

(2)
R0 = 17.2◦, β

(3)
R0 = 31.6◦, 2D model: β

(n1)
T = β

(n2)
R = β

(n3)
R = β

(1)
T0 = β

(2)
R0

= β
(3)
R0 = 0◦).

VTD and high VTD scenarios. The temporal ACFs of the 2D simulation model by

setting β
(n1)
T = β

(n2)
R = β

(n3)
R = 0◦ are also plotted in Fig. 3.6. It is clear that no matter

what the VTD is, the ACFs of the 2D model always show higher correlation than that

of the 3D model. This means that the 2D model overestimates the temporal ACFs.

From Fig. 3.6, we observe that both the 3D simulation model and 3D simulation result

closely match the 3D reference model. Moreover, the VTD significantly affects the

temporal ACF. In low VTD scenario, the temporal ACF is always higher than that

in high VTD scenario.

3.4.3 Spatial cross-correlation function

The spatial CCF can be derived from the ST CF by setting τ = 0. Therefore, the

spatial CCF can be expressed as

ρ̂hpqhp′q′ (δT , δR) = ρ̂hpqhp′q′ (δT , δR, 0) . (3.35)
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Figure 3.8: The normalized Doppler PSDs for the 3D and 2D simulation models

(δT = δR = 0, 3D model: β
(1)
T0 = 6.7◦, β

(2)
R0 = 17.2◦, β

(3)
R0 = 31.6◦, 2D model: β

(n1)
T =

β
(n2)
R = β

(n3)
R = β

(1)
T0 = β

(2)
R0 = β

(3)
R0 = 0◦).

In simulations, the basic parameters are the same as before except for δT = 0.5λ.

Fig. 3.7 presents the absolute values of the spatial CCFs for the 3D reference model,

3D simulation model, 3D simulation result, and 2D simulation model for the low

VTD and high VTD scenarios. Both 3D and 2D simulation models have the number

of effective scatterers N1 = N2 = N3 = 40. Again, from Fig. 3.7, it is clear that higher

VTD leads to lower spatial correlation properties. This is because the higher the VTD,

the more spatial diversity the V2V channel has. Compared with the 3D models in

Fig. 3.7, 2D simulation model overestimates the spatial correlations. In other words,

the 2D model underestimates the spatial diversity gain. The reason is that the 2D

model cannot capture the spatial diversity gain in the vertical plane. Moreover, in

Fig. 3.6 and Fig. 3.7 we have shown that 3D simulation results match those of the 3D

simulation model very well, indicating the correctness of our derivations. For clarity

purposes, we only present 2D and 3D simulation models in the rest of the figures.
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Figure 3.9: The normalized envelope LCRs for the 3D and 2D simulation models (3D

model: β
(1)
T0 = β

(2)
R0 = β

(3)
R0 = 60◦, 2D model: β

(n1)
T = β

(n2)
R = β

(n3)
R = β

(1)
T0 = β

(2)
R0 =

β
(3)
R0 = 0◦).

3.4.4 Doppler PSD

As the Doppler PSD is derived from the Fourier transform of corresponding temporal

ACF, Fig. 3.8 shows the Doppler PSD of the proposed 3D model compared with 2D

one at different VTDs. Comparing the Doppler PSDs with different VTDs in Fig. 3.8,

it shows that the higher the VTD, the more evenly distributed the Doppler PSD is.

The underlying physical reason is that in the high VTD scenario, the received power

comes from all directions reflected by moving vehicles. However, in the low VTD

scenario, the received power comes mainly from specific directions identified by main

stationary roadside scatterers and LoS components. Fig. 3.8 also tells that compared

with the 3D model, the 2D model underestimates the Doppler PSD in both low VTD

and high VTD scenarios.

3.4.5 Envelope LCR and AFD

Fig. 3.9 and Fig. 3.10 depict the envelope LCRs and AFDs for different VTD scenarios

(low and high), respectively. Again, the VTD significantly affects the envelope LCR
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Figure 3.10: The normalized envelope AFDs for the 3D and 2D simulation models

(3D model: β
(1)
T0 = β

(2)
R0 = β

(3)
R0 = 60◦, 2D model: β

(n1)
T = β

(n2)
R = β

(n3)
R = β

(1)
T0 = β

(2)
R0 =

β
(3)
R0 = 0◦).

and AFD for V2V channels. Fig. 3.9 shows that the LCRs are smaller when the

VTD is lower. Fig. 3.10 illustrates that the AFD tends to be larger with lower VTD.

However, the elevation angles do not influence the LCR and AFD remarkably. If we

used the same elevation parameters (i.e., β
(1)
T0 = 6.7◦, β

(2)
R0 = 17.2◦, and β

(3)
R0 = 31.6◦)

as before, the LCR and AFD are barely discernible. The difference is noticeable when

we increase the elevation parameters to β
(1)
T0 = β

(2)
R0 = β

(3)
R0 = 60◦ in Fig. 3.9 and

Fig. 3.10. For the envelope LCR in Fig. 3.9, the 2D model shows higher LCR than

the 3D model. For the envelope AFD, the 2D model exhibits smaller AFD than the

3D model. Overall, the elevation angle has minor impact on the envelope LCR and

AFD.

3.5 Summary

In this chapter, we have proposed a novel 3D theoretical RS-GBSM and corresponding

SoS simulation model for non-isotropic scattering MIMO V2V fading channels. The

proposed models have the ability to investigate the impact of the VTD and elevation
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angle on channel statistics. Furthermore, a novel parameter computation method,

named as MEV, has been developed for jointly calculating the azimuth and elevation

angles. Based on proposed models, comprehensive statistical properties have been

derived and thoroughly investigated. The simulation results have validated the utility

of the proposed model. The impact of the elevation angle on channel statistical prop-

erties has been investigated and analysed, i.e., the difference between the 3D and 2D

models. By comparing these results, we can see that the VTD has a great impact on all

channel statistical properties, whereas the elevation angle has significant impact only

on ST CF and Doppler PSD. In addition, our simulations and analysis have clearly

addressed that the low VTD condition always shows better channel performance than

the high VTD case. Compared with the existing less complex 2D RS-GBSMs and 3D

RS-GBSMs, the proposed 3D MIMO V2V RS-GBSMs are more practical to mimic

a real V2V communication environment. Our research work can be considered as a

theoretical guidance for establishing more purposeful V2V measurement campaigns

in the future.
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Chapter 4
Modelling and Simulation of Wideband 3D

Non-WSS MIMO V2V Channels

4.1 Introduction

In Chapter 3 (i.e., [81]), we have proposed a novel 3D narrowband MIMO V2V RS-

GBSM for non-isotropic scattering Ricean fading channels. However, most potential

transmission schemes for V2V communications use relatively wide bandwidths (e.g.,

10 MHz for the IEEE 802.11p standard [33]). The underlying V2V channels present

frequency-selectivity since the signal bandwidth is larger than or in the order of the

coherence bandwidth (normally 4–6 MHz [82]). Therefore, wideband V2V channel

models are indispensable.

Most V2V channel models in the literature [35]–[45], [68]–[70] rely on the assumption

of WSS. These WSS models assumed that channel statistics are unchanged with re-

spect to time. However, measurement results for V2V channels in [58], [82]–[85] have

shown that the WSS assumption is valid only for very short time intervals (in the or-

der of millisecond). The growth of V2V channel measurements has forced researchers

to re-evaluate the validity of the WSS conditions. This fact motivates us to develop

non-stationary channel models. To the best of my knowledge, only few channel mod-

els [83]–[88] take into account the non-stationary behaviour of V2V channels. In [89],
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the author first introduced the concept of the Local Scattering Function (LSF) to

describe the channel non-stationarity. The generalised non-WSS narrowband MIMO

V2V channel model has been characterised in [84]. The model has been further ex-

tended to wideband case in [85]. In [86] and [87], authors proposed 2D geometry-based

non-WSS narrowband MIMO V2V channel models for straight road and T-junction

scenarios, respectively. In [88], the impact of the channel non-stationarity on V2V

channel capacity is addressed.

The 3D RS-GBSMs in [81] have been proved that the 3D scattering should be con-

sidered for realistic V2V channel modelling. In this chapter, we further propose 3D

non-WSS wideband non-isotropic MIMO V2V channel models to fulfil the requirement

of non-stationary models. The AoD and the AoA are supposed to be time-variant,

which makes our channel model non-stationary. Besides that, V2V channel measure-

ments in [82] have proved that the total number of taps also has the non-stationary

feature. The death/birth process can be applied to describe the time-varying numbers

of the taps.

The proposed theoretical non-WSS 3D RS-GBSM is the combination of LoS compo-

nents, a two-sphere model, and multiple confocal elliptic-cylinder models with single-

and double-bounced rays, for non-isotropic MIMO V2V channels, which is sufficiently

generic and adaptable to model various non-stationary V2V channels for different

scenarios. It is also the first 3D non-WSS RS-GBSM that has the ability to study

the impact of the VTD on channel statistics, and jointly considers the azimuth and

elevation angles by applying the VMF distribution as the scatterer distribution. The

3D theoretical RS-GBSM assumes infinite number of effective scatterers, which re-

sults in an infinite complexity and can not be implemented in practice. Hence, this

chapter develops the corresponding 3D MIMO V2V SoS based simulation model with

the novel parameter computation method proposed in [81].

Overall, the major contributions and novelties of this chapter are summarised as

follows:
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1. A novel non-WSS 3D wideband non-isotropic MIMO V2V RS-GBSM is proposed

with time-varying parameters. The model considers the impact of moving and

fixed scatterers on channel statistics.

2. Based on the novel 3D wideband theoretical RS-GBSM, important channel sta-

tistical properties are derived and thoroughly investigated, i.e., local ST CF,

local FCF, and local PDP.

3. The corresponding SoS simulation model is developed by the novel parameter

computation method, namely the MEV, which is able to jointly calculate the

azimuth and elevation angles.

4. The impacts of the non-stationarity and VTD on ST CF are investigated by

comparing with those of the corresponding stationary model.

5. The ST CF of our SoS simulation model are verified by comparing with that of

the reference model and simulated results. The results show that the simulation

model is an excellent approximation of the reference model.

6. The proposed non-WSS RS-GBSMs has been validated by measurements in [58]

according to stationary time.

7. The proposed channel models are tested by the IEEE 802.11p system simulator

in terms of the BER performance.

The rest of this chapter is organised as follows. In Section 4.2, the novel theoretical

3D non-WSS wideband MIMO V2V channel model is developed with the time-varying

parameters. Section 4.3 presents the local statistical properties of the 3D V2V channel

model. In Section 4.4, the corresponding 3D SoS simulation model is briefly introduced

with the novel parameter computation method. Numerical simulation results and

analysis are presented in Section 4.5. The proposed models are tested in IEEE 802.11p

in Section 4.6. Finally, the conclusions are drawn in Section 4.7.
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RxTx

Figure 4.1: The typical V2V communication including moving and static scatterers
with LoS, single- and double-bounced rays.

4.2 Novel 3D Wideband non-WSS MIMO V2V The-

oretical Channel Models

Fig. 4.1 shows a typical V2V communication scenario with LoS, single- and double-

bounced rays. The proposed generic wideband model employs a RS-GBSM approach

to represent the multi-path propagation channel between a Tx and a Rx. Let us now

consider a 3D wideband MIMO V2V communication system with MT transmit and

MR receive omni-directional antenna elements. Both the Tx and Rx are equipped

with low elevation antennas. The MIMO fading channel can be described by a matrix

H (t) = [hpq (t, τ ′)]MR×MT
of size MR×MT . Fig. 4.2 and Fig. 4.3 illustrate the detailed

3D wideband V2V channel model between the Tx and Rx with LoS components,

single- and double-bounced scattering. To consider the impact of the VTD on channel

statistics, we need to distinguish between the moving vehicles around the Tx and Rx

and the stationary roadside environments (e.g., buildings, trees, parked cars, etc.).

Therefore, we use the two-sphere model to mimic the moving vehicles and the multiple

confocal elliptic-cylinder models to depict the stationary roadside environments. For

better readability purposes, Fig. 4.2 only shows the geometry of LoS components, and

the single-bounced multiple confocal elliptic-cylinder models. The detailed geometry

of the single- and double-bounced two-sphere model is given in Fig. 4.3. According
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Figure 4.2: The proposed 3D RS-GBSM combining two-sphere model and multi-
ple confocal elliptic-cylinder models with LoS, single- and double-bounced rays for a
wideband MIMO V2V channel (Blue solid line: tap 1; Red solid line: tap 2) (only
showing the detailed geometry of LoS components and single-bounced rays in the first

tap elliptic-cylinder model).

to the TDL concept, the complex impulse response between the pth (p = 1, ...,MT )

antenna of Tx (i.e., Tp) and the qth (q = 1, ...,MR) antenna of Rx (i.e., Tq) can be

expressed as

hpq (t, τ ′) =

L(t)∑
l=1

clhl,pq(t)δ (τ ′ − τ ′l ) (4.1)

where the subscript l is the tap number, L(t) is the total number of taps, and cl

represents the gain of the lth tap. hl,pq (t) and τ ′l denote the complex time-variant

tap coefficients and the discrete propagation delay of the lth tap, respectively. Hence,

hl,pq(t) is a narrowband process.
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Figure 4.3: The detailed geometry of the single- and double-bounced rays in the two-
sphere model and single-bounced rays in the second tap elliptic-cylinder model (Blue

solid line: tap 1; Red solid line: tap 2).

4.2.1 First tap

In Fig. 4.2, we used uniform linear antenna arrays with MT = MR = 2 as an example.

The two-sphere model defines two spheres of effective scatterers, one around the Tx

and the other around the Rx. For the first tap, we suppose that there are N1,1

effective scatterers around the Tx lying on a sphere of radius RT and the n1,1th

(n1,1 = 1, ..., N1,1) effective scatterer is denoted by s(n1,1). Similarly, assume there are

N1,2 effective scatterers around the Rx lying on a sphere of radius RR and the n1,2th

(n1,2 = 1, ..., N1,2) effective scatterer is denoted by s(n1,2).

The multiple confocal elliptic-cylinder models with the Tx and Rx located at the foci

represents the TDL structure and have Nl,3 effective scatterers on the lth elliptic-

cylinder (i.e., lth tap), where l = 1, 2, ..., L(t) with L(t) being the time-varying total

number of elliptic-cylinders or taps. The semi-major axis of the lth elliptic-cylinder

and the nl,3th (nl,3 = 1, ..., Nl,3) effective scatterer are denoted by al and s(nl,3), re-

spectively. The distance between the Tx and Rx is D = 2f with f denoting the half

length of the distance between the two focal points of ellipses. The antenna element

spacings at the Tx and Rx are designated by δT and δR, respectively. The parameters
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Table 4.1: Definition of parameters in Fig. 4.2 and Fig. 4.2.

D distance between the centers of the Tx and Rx spheres

RT , RR radius of the Tx and Rx spheres, respectively

al, f semi-major axis and half spacing between two foci of the elliptic-cylinder, respectively

δT , δR antenna element spacing at the Tx and Rx, respectively

θT , θR orientation of the Tx and Rx antenna array in the x-y plane, respectively

ϕT , ϕR elevation of the Tx and Rx antenna array relative to the x-y plane, respectively

υT , υR velocities of the Tx and Rx, respectively

γT , γR moving directions of the Tx and Rx in the x-y plane, respectively

α
(nl,i)
T (i = 1, 2, 3) AAoD of the waves that impinge on the effective scatterers s(nl,i)

(l = 1, 2, ..., L(t))

α
(nl,i)
R (i = 1, 2, 3) AAoA of the waves travelling from the effective scatterers s(nl,i)

(l = 1, 2, ..., L(t))

β
(nl,i)
T (i = 1, 2, 3) EAoD of the waves that impinge on the effective scatterers s(nl,i)

(l = 1, 2, ..., L(t))

β
(nl,i)
R (i = 1, 2, 3) EAoA of the waves travelling from the effective scatterers s(nl,i)

(l = 1, 2, ..., L(t))

αLoS
R , βLoS

R AAoA and EAoA of the LoS paths, respectively

εpq, εpnl,i
, εnl,1nl,2

,

εnl,iq, ξ, ξ
nl,3
T (R), distances d (Tp, Tq), d

(
Tp, s

(nl,i)
)

, d
(
s(nl,1), s(nl,2)

)
, d
(
s(nl,i), Tq

)
, d (Tp, OR),

ξnl,1 , ξnl,2 d
(
OT (OR), s(nl,3)

)
, d
(
s(nl,1), OR

)
, d
(
OT , s

(nl,2)
)

, respectively

(i = 1, 2, 3)

(l = 1, 2, ..., L(t))

in Fig. 4.2 and Fig. 4.3 are defined in Table 4.1. Note that the reasonable assump-

tions D � max{RT , RR} and min{RT , RR, a− f} � max{δT , δR} are applied in this

theoretical model [39].

From the above 3D RS-GBSM, the complex tap coefficient for the first tap of the

Tp → Tq link is a superposition of the LoS, single- and double-bounced components,

and can be expressed as

h1,pq (t) = hLoS1,pq (t) +
I∑
i=1

hSBi1,pq (t) + hDB1,pq (t) (4.2)

with

hLoS1,pq(t) =

√
K

K + 1
e−j2πfcτpq

× ej2πfTmax t cos(αLoST −γT ) cosβLoST × ej2πfRmax t cos(αLoSR −γR) cosβLoSR (4.3a)

62



Chapter 4: Modelling and Simulation of Wideband 3D MIMO V2V Channels

hSBi1,pq (t) =

√
ηSB1,i

K + 1
lim

N1,i→∞

N1,i∑
n1,i=1

1√
N1,i

ej(ψn1,i−2πfcτpq,n1,i)

× e
j2πfTmax t cos

(
α
(n1,i)

T −γT
)

cosβ
(n1,i)

T × e
j2πfRmax t cos

(
α
(n1,i)

R −γR
)

cosβ
(n1,i)

R
(4.3b)

hDB1,pq (t) =

√
ηDB1,1

K + 1
lim

N1,1,N1,2→∞

N1,1,N1,2∑
n1,1,n1,2=1

1√
N1,1N1,2

ej(ψn1,1,n1,2−2πfcτpq,n1,1,n1,2)

× e
j2πfTmax t cos

(
α
(n1,1)

T −γT
)

cosβ
(n1,1)

T × e
j2πfRmax t cos

(
α
(n1,2)

R −γR
)

cosβ
(n1,2)

R
(4.3c)

where τpq = εpq/c, τpq,n1,i
= (εpn1,i

+ εn1,iq)/c, and τpq,n1,1,n1,2 = (εpn1,1 + εn1,1n1,2 +

εn1,2q)/c are travel times of the waves through the link Tp → Tq, Tp → s(n1,i) → Tq,

and Tp → s(n1,1) → s(n1,2) → Tq, respectively, as shown in Fig. 4.2 and Fig. 4.3.

There are three single-bounced components in the first tap, i.e., I=3. The c and

K designate the speed of light and the Ricean factor, respectively. Energy-related

parameters ηSB1,i
and ηDB1,1 specify how much the single- and double-bounced rays

contribute to the total scattered power of the first tap, respectively. Note that these

energy-related parameters are normalised to satisfy
∑I

i=1 ηSB1,i
+ ηDB1,1 = 1.

4.2.2 Other taps

The complex tap coefficient for other taps (l > 1) of the Tp → Tq link is a superposition

of the single- and double-bounced components, and can be expressed as

hl,pq (t) = hSB3
l,pq (t) + hDB1

l,pq (t) + hDB2
l,pq (t) (4.4)

with

hSB3
l,pq (t) =

√
ηSBl,3 lim

Nl,3→∞

Nl,3∑
nl,3=1

1√
Nl,3

ej(ψnl,3−2πfcτpq,nl,3)

× e
j2πfTmax t cos

(
α
(nl,3)

T −γT
)

cosβ
(nl,3)

T × e
j2πfRmax t cos

(
α
(nl,3)

R −γR
)

cosβ
(nl,3)

R
(4.5a)
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hDB1
l,pq (t) =

√
ηDBl,1 lim

Nl,1,Nl,3→∞

Nl,1,Nl,3∑
nl,1,nl,3=1

1√
Nl,1Nl,3

ej(ψnl,1,nl,3−2πfcτpq,nl,1,nl,3)

× e
j2πfTmax t cos

(
α
(nl,1)

T −γT
)

cosβ
(nl,1)

T × e
j2πfRmax t cos

(
α
(nl,3)

R −γR
)

cosβ
(nl,3)

R
(4.5b)

hDB2
l,pq (t) =

√
ηDBl,2 lim

Nl,2,Nl,3→∞

Nl,2,Nl,3∑
nl,2,nl,3=1

1√
Nl,2Nl,3

ej(ψnl,2,nl,3−2πfcτpq,nl,2,nl,3)

× e
j2πfTmax t cos

(
α
(nl,2)

T −γT
)

cosβ
(nl,2)

T × e
j2πfRmax t cos

(
α
(nl,3)

R −γR
)

cosβ
(nl,3)

R
(4.5c)

where τpq,nl,3 = (εpnl,3+εnl,3q)/c, τpq,n1,1,nl,3 = (εpn1,1+εn1,1nl,3+εnl,3q)/c, and τpq,nl,3,n1,2 =

(εpnl,3 +εnl,3n1,2 +εn1,2q)/c are travel times of the waves through the link Tp → s(nl,3) →

Tq, Tp → s(n1,1) → s(nl,3) → Tq, and Tp → s(nl,3) → s(n1,2) → Tq, respectively, as illus-

trated in Fig. 4.2 and Fig. 4.3. Again, energy-related parameters ηSBl,3 and ηDBl,1(2)

specify how much the single- and double-bounced rays contribute to the total scat-

tered power of other taps, respectively. Note that these energy-related parameters

also satisfy ηSBl,3 +ηDBl,1 +ηDBl,2 = 1. The phases ψn1,i
, ψn1,1,n1,2 , ψnl,3 , and ψn1,1(2),nl,3

are i.i.d. random variables with uniform distributions over [−π, π), fTmax and fRmax

are the maximum Doppler frequencies with respect to the Tx and Rx, respectively.

As introduced in [82], the VTD impact on statistical properties can not be neglected

at all taps of a wideband V2V channel. To take the impact of the VTD into ac-

count, we must distinguish between the moving vehicles around the Tx (and Rx) and

the stationary roadside environment. Therefore, we adopt the two-sphere model to

mimic the moving vehicles and multiple confocal elliptic-cylinder models to depict the

stationary roadside environment.

In summary, for the first tap, the single-bounced rays are generated from the scatterers

located on either of the two spheres or the first elliptic-cylinder, while the double-

bounced rays are produced from the scatterers located on both spheres. Note that

only the first tap contains the LoS components, a two-sphere model with single-

and double-bounced rays, and multiple confocal elliptic-cylinder models with single-

bounced rays, as shown in Fig. 4.2 and Fig. 4.3. For a low VTD, the value of K

64



Chapter 4: Modelling and Simulation of Wideband 3D MIMO V2V Channels

is large since the LoS component can bear a significant amount of power. Also, the

received scattered power is mainly from waves reflected by the stationary roadside

environment described by the scatterers located on the first elliptic-cylinder. The

moving vehicles represented by the scatterers located on the two spheres are sparse

and thus more likely to be single-bounced, rather than double-bounced. This indicates

that ηSB1,3 > max{ηSB1,1 , ηSB1,2} > ηDB1,1 . For a high VTD, the value of K is smaller

than the one in the low VTD scenario. Also, due to the dense moving vehicles, the

double-bounced rays of the two-sphere model bear more energy than single-bounced

rays of two-sphere and elliptic-cylinder models, i.e, ηDB1,1 > max{ηSB1,1 , ηSB1,2 , ηSB1,3}.

For other taps, we assume that the single-bounced rays are generated only from the

scatterers located on the corresponding elliptic-cylinder, while the double-bounced

rays are caused by the scatterers from the combined one sphere (either of the two

spheres) and the corresponding elliptic-cylinder, as illustrated in Fig. 4.2. Note that

according to the TDL structure, the double-bounced rays in the first tap must be

smaller in distance than the single-bounced rays on the next elliptic-cylinder. This

is valid only if the condition max{RT , RR} < min{al − al−1} is fulfilled. For many

current V2V channel measurement campaigns, e.g., in [8], [82], the resolution in delay

is 100 ns. Then, the above condition can be modified as max{RT , RR} ≤ 15 m by

calculating the equality 2(al−al−1) = c ·τ ′ with c = 3×108 m/s and τ ′ = 100 ns. This

indicates that the maximum acceptable width of the road is 30 m, which is sufficiently

large to cover most roads in reality. In other words, the proposed wideband model

with the specified TDL structure is valid for various scenarios. For a low VTD, the

received scattered power is mainly from waves reflected by the stationary roadside

environment described by the scatterers located on the elliptic-cylinder. This indicates

that ηSBl,3 > max{ηDBl,1 , ηDBl,2}. For a high VTD, due to the large number of moving

vehicles, the double-bounced rays from the combined one sphere and elliptic-cylinder

models bear more energy than the single-bounced rays of the elliptic-cylinder model,

i.e, min{ηDBl,1 , ηDBl,2} > ηSBl,3 .

From Fig. 4.2 and Fig. 4.3, based on the application of the law of cosines in trian-

gles and the following assumptions min{RT , RR, a − f} � max{δT , δR} and D �
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max{RT , RR}, and using the approximation
√

1 + x ≈ 1 + x/2 for small x. Also,

based on the law of cosines in appropriate triangles and small angle approximations

(i.e., sinx ≈ x and cos x ≈ 1 for small x), we have

εpq ≈ ξ − δR
2ξ

[
δT
2

sinϕT sinϕR −Q cosϕR cos θR

]
(4.6a)

εpn1,1 ≈ RT −
δT
2

[
sin β

(n1,1)
T sinϕT + cos β

(n1,1)
T cosϕT cos(θT − α

(n1,1)
T )

]
(4.6b)

εn1,1q ≈ ξn1,1 −
δR

2ξn1,1

[
RT sin β

(n1,1)
T sinϕR −Qn1,1 cosϕR cos(α

(n1,1)
R − θR)

]
(4.6c)

εpn1,2 ≈ ξn1,2 −
δT

2ξn1,2

[
RR sin β

(n1,2)
R sinϕT +Qn1,2 cosϕT cos(α

(n1,2)
T − θT )

]
(4.6d)

εn1,2q ≈ RR −
δR
2

[
sin β

(n1,2)
R sinϕR + cos β

(n1,2)
R cosϕR cos(θR − α

(n1,2)
R )

]
(4.6e)

εn1,1n1,2≈
√[

D−RT cosα
(n1,1)
T −RR cos(α

(n1,1)
R −α(n1,2)

R )
]2

+
[
RT cos β

(n1,1)
T −RR cos β

(n1,2)
R

]2

(4.6f)

εpn1,3 ≈ ξ
(n1,3)
T − δT

2ξ
(n1,3)
T

[
ξ

(n1,3)
R sin β

(n1,3)
R sinϕT +Qn1,3 cosϕT cos(α

(n1,3)
T − θT )

]
(4.6g)

εn1,3q ≈ ξ
(n1,3)
R − δR

[
sin β

(n1,3)
R sinϕR + cos β

(n1,3)
R cosϕR cos(α

(n1,3)
R − θR)

]
(4.6h)

εpnl,3 ≈ ξ
(nl,3)
T − δT

2ξ
(nl,3)
T

[
ξ

(nl,3)
R sin β

(nl,3)
R sinϕT +Qnl,3 cosϕT cos(α

(nl,3)
T − θT )

]
(4.6i)
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εnl,3q ≈ ξ
(nl,3)
R − δR

[
sin β

(nl,3)
R sinϕR + cos β

(nl,3)
R cosϕR cos(α

(nl,3)
R − θR)

]
(4.6j)

where ξ≈Q ≈ D − δT
2

cosϕT cos θT , ξn1,1 =
√
Q2
n1,1

+R2
T sin2 β

(n1,1)
T , Qn1,1≈D − RT ×

cos β
(n1,1)
T cosα

(n1,1)
T , ξn1,2 =

√
Q2
n1,2

+R2
R sin2 β

(n1,2)
R , Qn1,2≈D+RR cos β

(n1,2)
R cosα

(n1,2)
R ,

ξ
(n1,3)
R =

2a1−Qn1,3
cosβ

(n1,3)

R

, ξ
(n1,3)
T =

√
Q2
n1,3

+(ξ
(n1,3)
R )2 sin2 β

(n1,3)
R , and Qn1,3 =

a21+f2+2a1f cosα
(n1,3)

R

a1+f cosα
(n1,3)

R

.

αLoST ≈ βLoST ≈ βLoSR ≈ 0, αLoSR ≈ π, ξ
(nl,3)
T =

a2l+f
2+2alf cosφ

(nl,3)

R

al+f cosφ
(nl,3)

R

, and ξ
(nl,3)
R =

b2l

al+f cosφ
(nl,3)

R

with bl denoting the semi-minor axis of the lth elliptic-cylinder. Note that

the azimuth/elevation angle of departure (AAoD/EAoD), (i.e., α
(nl,i)
T , β

(nl,i)
T ), and az-

imuth/elevation angle of arrival (AAoA/EAoA), (i.e., α
(nl,i)
R , β

(nl,i)
R ), are independent

for double-bounced rays, while are correlated for single-bounced rays. According to

spacial solid geometrical algorithms, for the single-bounced rays resulting from the

two-sphere model, we can derive the relationship between the AoDs and AoAs as

α
(n1,1)
R ≈π−RT

D
sinα

(n1,1)
T , β

(n1,1)
R ≈arccos

(D−RT cosβ
(1,1)
T cosα

(1,1)
T

ξn1,1

)
, and α

(n1,2)
T ≈ RR

D
sinα

(n1,2)
R ,

β
(n1,2)
T ≈ arccos

(D+RR cosβ
(1,2)
R cosα

(1,2)
R

ξn1,2

)
. For the single-bounced rays resulting from

elliptic-cylinder model, the angular relationship α
(nl,3)
T = arcsin

( b2l sinα
(nl,3)

R

a2l+f
2+2alf cosα

(nl,3)

R

)
and β

(nl,3)
T = arccos

[
a2l+f

2
l +2alf cosα

(nl,3)

R(
al+f cosα

(nl,3)

R

)
ξ
(nl,3)

T

]
hold with bl =

√
a2
l − f 2 denoting the semi-

minor axis of the lth elliptic-cylinder.

For the proposed theoretical 3D RS-GBSM, as the number of scatterers tends to

infinity, the discrete AAoD α
(nl,i)
T , EAoD β

(nl,i)
T , AAoA α

(nl,i)
R , and EAoA β

(nl,i)
R can be

replaced by continuous random variables α
(l,i)
T , β

(l,i)
T , α

(l,i)
R , and β

(l,i)
R , respectively. To

jointly consider the impact of the azimuth and elevation angles on channel statistics,

again, we use the VMF PDF to characterise the distribution of effective scatterers,

which has been defined in (3.4) Chapter 3.

In this chapter, for the angular descriptions, i.e., the AAoD α
(1,1)
T and EAoD β

(1,1)
T for

the Tx sphere, the AAoA α
(1,2)
R and EAoA β

(1,2)
R for the Rx sphere, and the AAoA

α
(l,3)
R and EAoA β

(l,3)
R for multiple elliptic cylinders, the parameters (α0, β0, and k) of

the VMF PDF in (3.4) can be replaced by (α
(l,1)
T0 , β

(l,1)
T0 , and k(l,1)), (α

(l,2)
R0 , β

(l,2)
R0 , and

k(l,2)), and (α
(l,3)
R0 , β

(l,3)
R0 , and k(l,3)), respectively.

67



Chapter 4: Modelling and Simulation of Wideband 3D MIMO V2V Channels

4.2.3 Non-stationary time-varying parameters

Based on the proposed 3D wideband V2V channel model, it is feasible to develop the

corresponding non-WSS model by imposing the time-varying parameters.

4.2.3.1 The total number of taps

In [82], V2V channel measurements have proved that the total number of taps has

the non-stationary tap persistence feature. A genetic appearance (birth) and dis-

appearance (death) process for modelling the Multi-Path Components (MPCs) was

proposed in [90]. Since in a time-variant (i.e., non-stationary) scenario, all multi-path

components only exist over a certain time period. With ongoing time, MPCs appear

and remain for a certain time span and then finally disappear. A suitable description

for such a generation-recombination behaviour is given by discrete Markov processes.

In V2V channel, the time variation of a wireless V2V channel is mainly caused by

movements of the Tx and Rx. Therefore, the movement of scenarios is introduced

and applied mathematically. The process of MPCs generation and recombination,

i.e., time dependent channel fluctuations, is caused by the movement of Tx (∆T,k) as

well as the movement of Rx (∆R,k) in the time span between tk−1 and tk, i.e.,

∆P,k = ∆T,k + ∆R,k (4.7)

with

∆T,k =

∫ tk

tk−1

Pc · v̄Tdt (4.8)

and

∆R,k =

∫ tk

tk−1

(|~xR(t)|) dt (4.9)

where Pc is a percentage of MPCs that contains moving scatterers with a mean velocity

v̄T and ~xR(t) is the motion difference of the Rx. Because of the short time steps, a

uniform motion in each time interval |tk − tk−1| is assumed. This simplifies (4.8) and

68



Chapter 4: Modelling and Simulation of Wideband 3D MIMO V2V Channels

(4.9) to

∆T,k = (tk − tk−1)Pcv̄T (4.10)

∆R,k = |~xR(tk)− ~xR(tk−1)| . (4.11)

Therefore, ∆P,k gives a measure for the correlation of CIRs at different time snapshots.

A Markov birth-death description results in a time-varying number L(t) of MPCs for

CIR realisations. At any time instant tk, one can distinguish between newly generated

MPCs and MPCs that were already existing in the previous CIR at time instant tk−1.

The latter are known as inherited paths. The Markov process is described by a

generation rate of new clusters (λG) and a recombination rate of existing ones (λR).

The expectation of the total number, also defined as the initial number, of MPCs in

a CIR realisation is given by

E {L(t)} = L(t0) =
λG
λR
. (4.12)

Observing a time series of CIRs, each MPC remains from one CIR at tk−1 to a following

one at tk with the probability

Premain(∆P,k) = e−λR·∆P,k . (4.13)

Hence, a number of new MPCs is generated by the Markov process with expectation

E {Lnewk} =
λG
λR

(
1− e−λR·∆P,k

)
. (4.14)

The correlation between two evolving MPCs is quantified by the scenario movement

∆P,k. Mathematically, higher values of ∆P,k result in a reduced correlation between

the properties of an ancestor MPC at tk−1 and its successor at tk. Therefore, the total
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Figure 4.4: The non-stationary geometry of the single-bounced rays in the lth tap
elliptic-cylinder model.

number of taps L(t) in (4.1) is time-variant demonstrating the non-stationarity of the

V2V channels.

4.2.3.2 Time-varying AoDs and AoAs

To derive time-varying AoDs and AoAs, we have to assume a V2V communication

scenario. Fig. 4.4 presents the projection of a V2V communication with the Tx and

Rx driving in the same direction along a straight road. In addition, the Rx always

drives equally or faster than the Tx so that a car crash will never happen with time

going. Please note that Fig. 4.4 only shows the time-varying AAoDs and AAoAs of

the elliptic-cylinder model as the figure is the horizontal projection of the 3D model.

Due to the over-complex issues, the corresponding 3D figure with MIMO antennas

are omitted here for brevity. Based on the theory of relative motion and geometrical

relationship in the model, the time-varying AoDs and AoAs can be derived in terms

of the scenario in Fig. 4.4 as follows.
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a) In the case of the LoS components, time-varying AAoD (αLoST (t)), EAoD (βLoST (t)),

AAoA (αLoSR (t)), and EAoA (βLoSR (t)) can be expressed as

αLoST (t) ≈ βLoST (t) ≈ βLoSR (t) = 0 (4.15a)

αLoSR (t) = π. (4.15b)

b) In the case of the single-bounced components SB1,i(i = 1, 2) resulting from the Tx

sphere and Rx sphere, respectively, time-varying AAoD (α
(n1,i)
T (t)), EAoD (β

(n1,i)
T (t)),

AAoA (α
(n1,i)
R (t)), and EAoA (β

(n1,i)
R (t)) can be expressed as

α
(n1,i)
T (t) ≈ α

(n1,i)
T (4.16a)

β
(n1,i)
T (t) ≈ β

(n1,i)
T (4.16b)

α
(n1,i)
R (t) ≈ α

(n1,i)
R (4.16c)

β
(n1,i)
R (t) ≈ β

(n1,i)
R . (4.16d)

c) In the case of the single-bounced components SBl,3 for the lth tap resulting from the

elliptic-cylinder, time-varying AAoA (α
(nl,3)
R (t)) and EAoA (β

(nl,3)
R (t)) can be expressed

as

α
(nl,3)
R (t) = π − arccos

vRt− ξ
(nl,3)
R cosα

(nl,3)
R√

ξ
(nl,3)
R

2
+ (vRt)2 − 2ξ

(nl,3)
R vRt cosα

(nl,3)
R

(4.17a)

β
(nl,3)
R (t)=arctan

ξ
(nl,3)
R tan β

(nl,3)
R√

ξ
(nl,3)
R

2
+(vRt)2−2ξ

(nl,3)
R vRt cosα

(nl,3)
R

. (4.17b)
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Note that the time-varying AAoD (α
(nl,3)
T (t)) and EAoD (β

(nl,3)
T (t)), are correlated with

time-varying AAoA (α
(nl,3)
R (t)) and EAoA (β

(nl,3)
R (t)) for single-bounced rays resulting

from the elliptic-cylinder model. Hence, the relationship between the AoD and AoA

for multiple confocal elliptic-cylinder models can be given by

α
(nl,3)
T (t) = arcsin

b(t)2 sinα
(nl,3)
R (t)

a(t)2+f(t)2+2a(t)f(t) cosα
(nl,3)
R (t)

(4.18a)

β
(nl,3)
T (t) = arccos

a(t)2+f(t)2+2a(t)f(t) cosα
(nl,3)
R (t)(

a(t)+f(t) cosα
(nl,3)
R (t)

)
ξ

(nl,3)
T (t)

. (4.18b)

d) In terms of the double-bounced component DB1,1 for the first tap resulting from

the Tx and Rx spheres, time-varying AAoD (α
(n1,1)
T (t)), EAoD (β

(n1,1)
T (t)), AAoA

(α
(n1,2)
R (t)), and EAoA (β

(n1,2)
R (t)) can be expressed as

α
(n1,1)
T (t) ≈ α

(n1,1)
T (4.19a)

β
(n1,1)
T (t) ≈ β

(n1,1)
T (4.19b)

α
(n1,2)
R (t) ≈ β

(n1,2)
R (4.19c)

β
(n1,2)
R (t) ≈ β

(n1,2)
R . (4.19d)

e) In terms of the double-bounced component DBl,1 for other taps resulting from

the Tx sphere and elliptic-cylinder, time-varying AAoD (α
(nl,1)
T (t)), EAoD (β

(nl,1)
T (t)),

AAoA (α
(nl,3)
R (t)), and EAoA (β

(nl,3)
R (t)) can be expressed as

α
(nl,1)
T (t) = α

(n1,1)
T (t) = α

(n1,1)
T (4.20a)
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β
(nl,1)
T (t) = β

(n1,1)
T (t) = β

(n1,1)
T (4.20b)

α
(nl,3)
R (t) = π − arccos

vRt− ξ
(nl,3)
R cosα

(nl,3)
R√

ξ
(nl,3)
R

2
+ (vRt)2 − 2ξ

(nl,3)
R vRt cosα

(nl,3)
R

(4.20c)

β
(nl,3)
R (t)=arctan

ξ
(nl,3)
R tan β

(nl,3)
R√

ξ
(nl,3)
R

2
+(vRt)2−2ξ

(nl,3)
R vRt cosα

(nl,3)
R

. (4.20d)

f) In terms of the double-bounced component DBl,2 for other taps resulting from

the elliptic-cylinder and Rx sphere, time-varying AAoD (α
(nl,3)
T (t)), EAoD (β

(nl,3)
T (t)),

AAoA (α
(nl,2)
R (t)), and EAoA (β

(nl,2)
R (t)) can be expressed as

α
(nl,3)
T (t) = arcsin

b(t)2 sinα
(nl,3)
R (t)

a(t)2+f(t)2+2a(t)f(t) cosα
(nl,3)
R (t)

(4.21a)

β
(nl,3)
T (t) = arccos

a(t)2+f(t)2+2a(t)f(t) cosα
(nl,3)
R (t)(

a(t)+f(t) cosα
(nl,3)
R (t)

)
ξ

(nl,3)
T (t)

(4.21b)

α
(nl,2)
R (t) = α

(n1,2)
R (t) = α

(n1,2)
R (4.21c)

β
(nl,2)
R (t) = β

(n1,2)
R (t) = β

(n1,2)
R . (4.21d)

Again, the two-sphere model describes the moving scatterers around the Tx and Rx,

and the elliptic-cylinder model depicts the static roadside scatterers. Therefore, the

AoDs and AoAs of LoS component and the two-sphere model including both single-

and double-bounced rays are actually time-invariant due to the feature of relative

rest. The reason behind is that we assume moving vehicles/scatterers around the Tx

and Rx having the same velocity (i.e., both in speed and direction) of the Tx and
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Rx, respectively. Therefore, the original fixed parameters can be replaced by these

time-varying parameters so that the proposed model is able to capture the channel

non-stationarity.

4.3 Local Statistical Properties of the Proposed

3D Wideband non-WSS MIMO V2V Channel

Model

4.3.1 Local space-time correlation function

The local correlation properties of two arbitrary CIRs hpq(t, τ
′) and hp′q′(t, τ

′) of a

MIMO V2V channel are completely determined by the correlation properties of hl,pq(t)

and hl,p′q′(t) in each tap, so that no correlations exist between the underlying processes

in different taps. Therefore, we can restrict our investigations to the following local

ST CF:

ρhl,pqhl,p′q′ (t, τ) = E
[
hl,pq (t)h∗l,p′q′ (t− τ)

]
(4.22)

where (·)∗ denotes the complex conjugate operation and E[·] designates the statistical

expectation operator. Since the LoS, single-, and double-bounced components are

independent to each other, based on (4.2) we have the following local ST CF for the

first tap

ρh1,pqh1,p′q′ (t, τ) = ρhLoS1,pqh
LoS
1,p′q′

(t, τ) +
I∑
i=1

ρ
h
SBi
1,pqh

SBi
1,p′q′

(t, τ) + ρhDB1,pqh
DB
1,p′q′

(t, τ) . (4.23)

Whereas for other taps, according to (4.4) we have the ST CF as

ρhl,pqhl,p′q′ (t, τ) = ρ
h
SB3
l,pq h

SB3
l,p′q′

(t, τ) + ρ
h
DB1
l,pq h

DB1
l,p′q′

(t, τ) + ρ
h
DB2
l,pq h

DB2
l,p′q′

(t, τ) . (4.24)

74



Chapter 4: Modelling and Simulation of Wideband 3D MIMO V2V Channels

Applying the corresponding VMF distribution, trigonometric transformations, and

following the similar reasoning in [81], we can obtain the local ST CF of the LoS,

single-, and double-bounced components as follows.

(a) In the case of the LoS component,

ρhLoS1,pqh
LoS
1,p′q′

(t, τ) = Ke
j2π
λ
ALoS × ej2πτ(fTmax cos γT−fRmax cos γR). (4.25)

where ALoS = 2D cosϕR cos θR.

(b) In terms of the single-bounced components SB1,i (i = 1, 2) for the first tap result-

ing from the Tx sphere and Rx sphere, respectively,

ρ
h
SB1,i
1,pq h

SB1,i

1,p′q′
(t, τ) = ηSB1,i

∫ π

−π

∫ π

−π

[
e
j2π
λ
A(1,i) × ej2πτ(fTmaxB(1,i)+fRmaxC

(1,i))

× f(α
(1,i)
T/R, β

(1,i)
T/R)

]
d(α

(1,i)
T/R, β

(1,i)
T/R) (4.26)

with A(1,1) =δT
[

sin β
(1,1)
T sinϕT+cos β

(1,1)
T cosϕT cos

(
θT−α(1,1)

T

)]
+ δR
ξn1,1

[
RT sin β

(1,1)
T ×

sinϕR − Qn1,1 cosϕR cos
(
θR−α(1,1)

R

)]
, B(1,i) = cos

(
α

(1,i)
T −γT

)
cos
(
β

(1,i)
T

)
, C(1,i) =

cos
(
α

(1,i)
R −γR

)
× cos

(
β

(1,i)
R

)
, A(1,2) =δR

[
sin β

(1,2)
R sinϕR + cos β

(1,2)
R cosϕR cos

(
θR −

α
(1,2)
R

)]
+ δT

ξn1,2

[
RR sin β

(1,2)
R × sinϕT + Qn1,2 cosϕT cos

(
θT − α(1,2)

T

) ]
, where the ex-

pressions of α
(1,i)
R , β

(1,i)
R , Qn1,i

, ξn1,i
, and ξ

n1,3

T (R) are given in Section II. Note that the

subscripts T and R are applied to i = 1 and i = 2, respectively.

(c) In the case of the single-bounced component SBl,3 for the lth tap resulting from

the elliptic-cylinder,

ρ
h
SBl,3
l,pq h

SBl,3

l,p′q′
(t, τ) = ηSBl,3

∫ π

−π

∫ π

−π

[
e−

j2π
λ
A(l,3) · ej2πτ(fTmaxB(l,3)+fRmaxC

(l,3))

× f(α
(l,3)
R , β

(l,3)
R )

]
d(α

(l,3)
R , β

(l,3)
R ) (4.27)

withA(l,3) = δT

ξ
(nl,3)

T

[
ξ

(nl,3)
R sin β

(l,3)
R sinϕT+Qnl,3 cosϕT cos

(
θT − α(l,3)

T

) ]
+δR

[
sin β

(l,3)
R ×

sinϕR + cos β
(l,3)
R cosϕR cos

(
θR−α(l,3)

R

)]
, B(l,3) = cos

(
α

(l,3)
T −γT

)
cos
(
β

(l,3)
T

)
, C(l,3) =

cos
(
α

(l,3)
R −γR

)
× cos

(
β

(l,3)
R

)
, where the expressions of α

(l,3)
T , β

(l,3)
T , Qnl,3 , and ξ

(nl,3)

T (R)

are given in Section 4.2.
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(d) In terms of the double-bounced component for the first tap resulting from the Tx

and Rx spheres,

ρhDB1,pqh
DB
1,p′q′

(t, τ) = ηDB1,1

∫ π

−π

∫ π

−π

∫ π

−π

∫ π

−π

[
e
j2π
λ
ADB · ej2πτ(fTmaxBDB+fRmaxC

DB)

× f(α
(1,1)
T , β

(1,1)
T ) · f(α

(1,2)
R , β

(1,2)
R )

]
d(α

(1,1)
T , β

(1,1)
T )d(α

(1,2)
R , β

(1,2)
R ) (4.28)

where ADB = δT
[

sin β
(1,1)
T sinϕT + cos β

(1,1)
T cosϕT cos

(
θT − α(1,1)

T

) ]
+ δR

[
sin β

(1,2)
R ×

sinϕR+cos β
(1,2)
R cosϕR cos

(
θR−α(1,2)

R

)]
, BDB =cos

(
α

(1,1)
T −γT

)
cos β

(1,1)
T , and CDB =

cos
(
α

(1,2)
R −γR

)
× cos β

(1,2)
R .

(e) In terms of the double-bounced component DBl,1 for other taps resulting from the

Tx sphere and elliptic-cylinder,

ρ
h
DB1
l,pq h

DB1
l,p′q′

(t, τ) = ηDBl,1

∫ π

−π

∫ π

−π

∫ π

−π

∫ π

−π

[
e
j2π
λ
A
DBl,1 · ej2πτ(fTmaxB

DBl,1+fRmaxC
DBl,1)

× f(α
(1,1)
T , β

(1,1)
T ) · f(α

(l,3)
R , β

(l,3)
R )

]
d(α

(1,1)
T , β

(1,1)
T )d(α

(l,3)
R , β

(l,3)
R ) (4.29)

where ADBl,1 = δT
[

sin β
(1,1)
T sinϕT +cos β

(1,1)
T cosϕT cos

(
θT − α(1,1)

T

) ]
+δR

[
sin β

(l,3)
R ×

sinϕR+cos β
(l,3)
R cosϕR cos

(
θR−α(l,3)

R

)]
, BDBl,1 =cos

(
α

(1,1)
T −γT

)
cos β

(1,1)
T , and CDBl,1 =

cos
(
α

(l,3)
R −γR

)
× cos β

(l,3)
R .

(f) In terms of the double-bounced component DBl,2 for other taps resulting from the

elliptic-cylinder and Rx sphere,

ρ
h
DB2
l,pq h

DB2
l,p′q′

(t, τ) = ηDBl,2

∫ π

−π

∫ π

−π

∫ π

−π

∫ π

−π

[
e
j2π
λ
A
DBl,2 · ej2πτ(fTmaxB

DBl,2+fRmaxC
DBl,2)

× f(α
(l,3)
T , β

(l,3)
T ) · f(α

(1,2)
R , β

(1,2)
R )

]
d(α

(l,3)
T , β

(l,3)
T )d(α

(1,2)
R , β

(1,2)
R ) (4.30)

where ADBl,2 = δT
[

sin β
(l,3)
T sinϕT +cos β

(l,3)
T cosϕT cos

(
θT − α(l,3)

T

) ]
+δR

[
sin β

(1,2)
R ×

sinϕR+cos β
(1,2)
R cosϕR cos

(
θR−α(1,2)

R

)]
, BDBl,3 =cos

(
α

(l,3)
T −γT

)
cos β

(l,3)
T , and CDBl,2 =

cos
(
α

(1,2)
R −γR

)
× cos β

(1,2)
R .
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Finally, the local ST CF of the CIRs hpq(t, τ
′) and hp′q′(t, τ

′) can be expressed as:

ρhpqhp′q′ (t, τ) =

L(t)∑
l=1

c2
l ρhl,pqhl,p′q′ (t, τ). (4.31)

4.3.2 Local FCF and PDP

The local FCF ρHpqHp′q′ (t,∆f
′) of the proposed wideband V2V channel model is

defined as

ρHpqHp′q′ (t,∆f
′) = E

[
Hpq (t, f ′)H∗pq (t, f ′ −∆f ′)

]
(4.32)

where, Hpq (t, f ′) denotes the time-variant transfer function, which is the Fourier trans-

form of the CIR hpq(t, τ
′) and can be expressed as Hpq (t, f ′) =

∑L(t)
l=1 clhl,pq (t) e−j2πf

′τ ′ .

Therefore, the local FCF can be derived as

ρHpqHp′q′ (t,∆f
′) =

L(t)∑
l=1

c2
l (t)e

−j2πf ′τ ′l . (4.33)

Applying the inverse Fourier transform to the local FCF ρHpqHp′q′ (∆f
′) in (4.33), we

can obtain the corresponding local PDP as

SHpqHp′q′ (t, τ
′) =

L(t)∑
l=1

c2
l (t)δ(τ

′ − τ ′l ). (4.34)

It is obvious that the local FCF and the local PDP are completely determined by

the number of propagation paths L(t) (i.e., clusters or taps), the path gains cl, and

the propagation delays τ ′l . Appropriate values for these parameters can be found in

many measurement campaigns for wideband V2V channels, e.g., those in [8], [58],

[82]. This allows us to fit the local FCF ρHpqHp′q′ (t,∆f
′) and the corresponding local

PDP SHpqHp′q′ (t, τ
′) of the proposed model to any specified or measured FCF and

PDP characterised by the sets {cl}L(t)
l=1 and {τ ′l}

L(t)
l=1 .
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4.4 3D Non-WSS Wideband SoS Simulation Model

for MIMO V2V Channels

Based on the proposed 3D theoretical RS-GBSM described in Section II, the corre-

sponding SoS simulation model can be further developed by using finite numbers of

scatterers or sinusoids Nl,1, Nl,2, and Nl,3. According to (4.1), the SoS simulation

model for the link Tp → Tq can be expressed as

ĥpq (t, τ ′) =

L(t)∑
l=1

clĥl,pq(t)δ (τ ′ − τ ′l ) (4.35)

where for the first tap and other taps it can be expressed respectively

ĥ1,pq (t) = ĥLoS1,pq (t) +
I∑
i=1

ĥSBi1,pq (t) + ĥDB1,pq (t) (4.36)

ĥl,pq (t) = ĥSB3
l,pq (t) + ĥDB1

l,pq (t) + ĥDB2
l,pq (t) . (4.37)

Actually, the unknown simulation model parameters to be determined are only the

discrete AoDs and AoAs, while the remaining parameters are identical to those of the

theoretical model. Therefore, a proper parameter computation method has to apply

to obtain these discrete AoDs and AoAs.

4.4.1 MEV for parameterization of the proposed SoS simu-

lation model

VMF distribution is adopted in order to jointly consider the impact of the azimuth

and elevation angles on channel statistics. Furthermore, the CDF of α and β, i.e.,

the double integral of the 3D VMF PDF, denotes the value of volume. The idea of

MEV is designed to select the set of
{
α(n1,i), β(n1,i)

}N1,i

n1,i=1
in such a manner that the

volume of the VMF PDF f(α, β) in different ranges of
{
α(n1,i−1), β(n1,i−1)

}
6 {α, β} <
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Table 4.2: Key parameters of different VTD scenarios (wideband).

K k(l,1) k(l,2) k(l,3) ηSB1,1
ηSB1,2

ηSB1,3
ηDB1,1

ηSBl,3
ηDBl,1

ηDBl,2

Low VTD 3.786 9.6 3.6 11.5 0.335 0.203 0.411 0.051 0.758 0.121 0.121

High VTD 1.351 0.6 1.3 11.5 0.126 0.126 0.063 0.685 0.088 0.466 0.456

{
α(n1,i), β(n1,i)

}
are equal to each other with the initial condition, i.e.,

∫ α(1,1)

−π

∫ β(1,1)

−π
f(α, β)dαdβ =

1− 1/4

N1,i

. (4.38)

The detailed procedure of MEV can be found in [81]. In this chapter, the MEV is

also applied to the novel proposed 3D non-WSS wideband V2V simulation model.

4.4.2 Local statistical properties of the proposed SoS simu-

lation model

Based on our 3D MIMO V2V theoretical RS-GBSM and MEV, it is achievable to de-

rive the corresponding statistical properties for the SoS simulation model by applying

the discrete angular parameters to (4.2), and (4.4). As the detailed derivations have

been explained in Chapter 4.3 for the theoretical model, those of the corresponding

simulation model with similar derivations are neglected here.

4.5 Numerical Results and Analysis

4.5.1 Model validation using local stationary time

Stationary Interval (SI) is an important concept for non-WSS channel models. It is

the maximum time length within which the correlation of channel coefficients exceeds

a pre-defined threshold. In [58], it is defined as Stationarity Region Length (SRL).

Please note that our non-WSS model only supports the scenarios 2 and 3 in [58]

as the proposed model can only capture the non-stationarity when the Tx and Rx

are driving in same direction. Moreover, it is worth mentioning that the measured
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scenarios 2 and 3 in [58], i.e., highway and urban, are corresponding to the low VTD

and high VTD in our case. To validate the proposed non-WSS models in terms of

the derived local statistical properties, the following parameters can be used to match

the measurements in [58]. Unless otherwise specified, basic parameters in this section

are obtained using fc = 5.2 GHz, fTmax = fRmax = 433 Hz for high VTD, fTmax =

fRmax = 144 Hz for low VTD, D = 300 m, a1 = 160 m, a2 = 180 m, RT = RR = 10 m,

γT = γR = 0◦, ϕT = ϕR = 45◦, θT = θR = 45◦, α
(1)
T0 = 21.7◦, β

(1)
T0 = 6.7◦, α

(2)
R0 = 147.8◦,

β
(2)
R0 = 17.2◦, α

(3)
R0 = 171.6◦, and β

(3)
R0 = 31.6◦. Considering the constraints of the

Ricean factor and power-related parameters to fit the measurements in [58], we have

k(1,1) = 9.6, k(1,2) = 3.6, k(1,3) = 11.5, K = 3.786, ηSB1,1 = 0.335, ηSB1,2 = 0.203,

ηSB1,3 = 0.411, and ηDB1,1 = 0.051 for tap one low VTD. For tap one high VTD, we

have k(1,1) = 0.6, k(1,2) = 1.3, k(1,3) = 11.5, K = 1.351, ηSB1,1 = 0.126, ηSB1,2 = 0.126,

ηSB1,3 = 0.063, and ηDB1,1 = 0.685. For tap two low VTD, we have k(2,1) = 9.6,

k(2,2) = 3.6, k(2,3) = 11.5, ηSB2,3 = 0.758, and ηDB2,1 = ηDB2,2 = 0.121. For tap two

high VTD, we have k(2,1) = 0.6, k(2,2) = 1.3, k(2,3) = 11.5, ηSB2,3 = 0.088, and ηDB2,1 =

ηDB2,2 = 0.456. Table 4.2 summarises key parameters adopted by low and high VTD

scenarios. The environment-related parameters k(l,1), k(l,2), and k(l,3) are related to

the distribution of scatterers (normally, the smaller values of k(l,1) and k(l,2) the denser

moving vehicles/scatterers, i.e., the higher VTD). In both high and low VTDs, k(l,3) is

large as the scatterers reflected from static roadsides are normally concentrated. Also,

Ricean factorK is small in higher VTD, as the LoS component does not have dominant

power. The reason is that dense vehicles (i.e., more vehicles/obstacles between the

Tx and Rx) on the road result in less likelihood of strong LoS components.

For the SoS simulation model, we must first choose adequate values for the numbers of

discrete scatterers N1,1, N1,2, and Nl,3. Based on our own simulation experiences and

suggested by [47], a reasonable values can be 40, which can be considered as a good

trade-off between realisation complexity and accuracy. To simulate rigorous channels,

e.g., very high VTD, the number of effective scatterers can be increased to improve the

performance of the channel simulator. In addition, when β
(n1)
T = β

(n2)
R = β

(n3)
R = 0◦,

the proposed 3D model will be reduced to a 2D two-ring and multiple ellipses model.
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Figure 4.5: The SRL of measured results and the simulation results (corresponding
to scenarios 2 and 3 in [58].)
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Figure 4.6: Simulated CCDF of the stationary interval for different VTDs.

The impact of elevation angle has been evaluated in [81] by comparing between the

3D and 2D models in terms of narrowband statistical properties.

Fig. 4.5 shows the simulation results compared with the measurement results in [58].

As the local SI is time-variant value, by using the proper channel model parameters,

the simulation mean result can fit the measured results, i.e., the 1479 ms and 1412 ms
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Figure 4.7: The absolute value of the local ST CF for the 3D reference model at tap 1

in high VTD scenario (δT = δR = 3λ, β
(1)
T0 = 6.7◦, β

(2)
R0 = 17.2◦, β

(3)
R0 = 31.6◦).

for scenarios 2 and 3, respectively. Furthermore, the Complementary CDF (CCDF)

of the SRL are compared in Fig. 4.6. Observing form Fig. 4.5, the mean value of

simulated results can match the measured results very well. Both the measured and

simulation results in Fig. 4.5 and Fig. 4.6 demonstrate that low VTD channels have

longer SI when the Tx and Rx moving in the same direction. So that the proposed

3D wideband non-WSS V2V channel model has the ability to capture the channel

non-stationarity when the Tx and Rx are driving in the same direction.

4.5.2 Local space-time correlation function

Fig. 4.7 depicts the absolute value of 3D local ST CFs when δT = δR = 3λ for tap

1 at high VTD. Fig. 4.8 shows the absolute value of the local ST CF for the 3D

reference model, simulation model, and simulated result in different VTD scenarios.

Observing from Fig. 4.8, the 3D reference model, simulation model, and simulated

result of tap 1 at low VTD t =0 s closely match to each other, which indicates the

correctness of our derivations. Therefore, we only show the simulation results of the

rest curves for clarity purpose. It is obvious that the VTD greatly affects the ST CF

at different taps. In low VTD scenario, the local ST CF is always higher than that in
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Figure 4.8: The absolute value of the local ST CF for the 3D reference model, simula-

tion model, and simulated result in different VTD scenarios (δT = δR = 3λ, β
(1)
T0 = 6.7◦,

β
(2)
R0 = 17.2◦, β

(3)
R0 = 31.6◦).

high VTD scenario. In others words, the local ST CF in high VTD is fading faster

than that in low VTD scenario. For further comparison along different time slots,

i.e., t =0 s and 2 s, the variations of local ST CFs for low and high VTDs at first tap

and second tap are indiscernible due to the assumption of same moving velocities of

the Tx and Rx. By considering the theory of relative motion, the state between the

Tx and Rx is actually relative stationary. In fact, only the single-bounced component

resulting from the elliptic-cylinder model shows the channel non-stationarity on the

local ST CF. Because, the elliptic-cylinder model characterises the roadside stationary

scatterers. Nevertheless, it is necessary to extend our 3D non-WSS model to support

the V2V channel of opposite motion in future work. The challenge in this future work

is that three different locations between the Tx and Rx have to be distinguished, i.e.,

vehicles are approaching, passing, and leaving.
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Figure 4.9: The absolute value of the FCF (a) and PDP (b) for the 3D V2V channel
models.

4.5.3 Local FCF and PDP

Fig. 4.9 (a) and Fig. 4.9 (b) show the local FCF and corresponding PDP of the

proposed models, respectively. The results are obtained by using the following pa-

rameters reported in [8], i.e., the propagation delays {τ ′}8
l=1 =

{
0, 100, 200, 300, 400,

500, 600, 700
}

ns and the tap powers {c2
l }

8
l=1 =

{
-10.3, -11.2, -19, -21.9, -25.3, -24.4,

-28.0, -26.1
}

dB when the Tx and Rx are moving in the same direction. Again, it is

obvious that the local FCF and the PDP are completely determined by the number

of propagation paths L (i.e., taps), the path gains cl, and the propagation delays τ ′l .

Once we have the measured local FCF and PDP at different time slots, we can easily

fit the proposed model to measurement data.
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Figure 4.10: The BER performance of the IEEE 802.11p system
using different channel models

4.6 Test of the Proposed Wideband Models in IEEE

802.11p Systems

To test the proposed V2V channel models, we apply our models to the IEEE 802.11p

system [91]. This system simulator is provided by Wireless Communications and

Signal Processing Research Centre at Peking University, China. Fig. 4.10 shows the

BER performance of the IEEE 802.11p system by considering the different channel

models. The same parameters in Table 4.2 are used to distinguish the different VTDs.

Again, when the elevation angles are set to be zero, the 3D models are degraded to

2D models. The exponential decay with 7 taps is the default channel model used in

the IEEE 802.11p system. In Fig. 4.10, we can observe that from the system’s point

of view, if the rest parameters are fixed, the BER performance is only determined

by VTDs. The BER performance with the low VTD V2V channel models is always

better than that with high VTD channel models as illustrated in Fig. 4.10. In the same

VTD condition, the difference between the 2D and 3D models is barely discernible

in terms of the system BER performance. Due to the system robustness, if the

basic configuration of a V2V communication system is fixed, such as total number

of transmitted bits, modulation method, Signal-to-Noise Ratio (SNR), etc., the BER
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performance is mainly determined by amplitude PDF, i.e, σ2
0 and Ricean factor K.

The results agree with the conclusions in Chapter 3, i.e., the elevation angle has minor

impact on the envelope LCR and AFD.

4.7 Summary

In this chapter, we have proposed a non-WSS 3D theoretical RS-GBSM and corre-

sponding SoS simulation model for non-isotropic scattering wideband MIMO V2V

Ricean fading channels. The novel parameter computation method, named as MEV,

has been used to jointly calculate the azimuth and elevation angles for the simulation

model. Based on proposed channel models, important local statistical properties have

been derived and thoroughly investigated, i.e., local ST CF, local FCF, and PDP.

The proposed 3D reference and simulation models are verified by simulated results

indicating the correctness of our derivations and simulations.

In addition, the non-stationarity of the proposed channel models is verified by mea-

surements in terms of local SI. By comparing these results, we can conclude that the

VTD has major impact on local statistical properties. The numerical and simula-

tion results have clearly shown that the low VTD condition always results in better

channel performance than the high VTD case. Finally, the BER performance of the

proposed models is tested by using IEEE 802.11p system. Consequently, the proposed

models have the ability to investigate the impact of the VTD on channel statistics

and capture the non-stationarity of the V2V channel when the Tx and Rx are moving

in the same direction.
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Chapter 5
Statistical Properties and Complexity

Analysis of IMT-A and LTE-A MIMO

Channel Models

5.1 Introduction

MIMO technologies, employing multiple antennas at both the Tx and Rx, can greatly

improve the link reliability and increase the overall system capacity [92], [93]. MIMO

has widely been used in various advanced wireless communication systems such as

the 4G and 5G systems. Realistic MIMO channel models are indispensable [71], [94],

[95] for the performance evaluation of candidate technologies for LTE-A and IMT-A

systems. This requires a proper balance between the model accuracy and complexity,

i.e., it must accurately reflect important statistical properties of real MIMO propaga-

tion channels with reasonable computational complexity. Inaccurate or over-simplified

channel models may lead to either too optimistic or too pessimistic performance eval-

uation results of chosen transmission schemes, which may cause wrong decisions on

product development or standardisation. On the other hand, too complex channel

models may significantly increase the simulation time and reduce the model usability.
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Standardised F2M MIMO channel models can roughly be classified into CBSMs, or

KBSMs, and GBSMs. A KBSM assumes that channel coefficients are complex Gaus-

sian distributed [48]. It also assumes the separability of the correlations between

the Tx and Rx so that the spatial correlation matrix of the MIMO channel can be

expressed as the Kronecker product of the Tx and Rx correlation matrices. This

assumption implies the independence between AoDs and AoAs, which is unrealistic

in certain scenarios such as in pico- and micro-cells. The IEEE 802.11 TGn channel

model [15], LTE channel model [16]–[18], and LTE-A channel model [22] all belong

to KBSMs. A GBSM characterises the propagation environment using a geometric

description. Standardised GBSMs are often characterized by using selected random

parameters such as AoD, AoA, and propagation delay. They all adopt the SoS based

double directional channel modelling approach. The 3GPP SCM [25], [26], SCME [27],

WIM1 [28], WIM2 [29], WIM+ [30], and IMT-A channel model [31], [32] belong to

GBSMs.

In the literature, there are only few references comparing GBSMs and KBSMs [20],

[21], [96], [97], while [9] is the only paper analysing the ST CFs of the SCM [25] and

a typical KBSM [48] in a great detail. However, in [9] some important statistical

properties, e.g., the envelope LCR, AFD, PDP, and FCF, were not analysed and

compared. Also, the computational complexities of both types of MIMO channel

models were not investigated in [9]. The LTE-A [22] and IMT-A [32] channel models

represent the latest developments of the standardised KBSM and GBSM, respectively.

To the best of our knowledge, no one has studied and compared the accuracy, in terms

of channel statistical properties, and computational complexities of both models. The

first part of this chapter aims to fill this research gap.

The comparison of the accuracy and computational complexities of the LTE-A and

IMT-A MIMO channel models shows that the LTE-A model is highly inaccurate in

terms of some important statistical properties despite its simplicity. For example, it

only describes the average spatial-temporal statistical properties of MIMO channels

and can only support system bandwidths up to 50 MHz, not the claimed 100 MHz.

The IMT-A channel model is complex but has much better accuracy. It allows us to
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simulate the variations of different MIMO channel realisations and can indeed support

system bandwidths up to 100 MHz [10]. Therefore, the second part of this chapter

concentrates on studying various complexity reduction methods to simplify the IMT-

A channel model, e.g., removing the randomness of some parameters, reducing the

number of clusters, removing the correlation of LSPs, and the combination of the above

methods. These methods are further developments of the approximation methods for

GBSMs suggested in [50], [65], [98]. The resulting models are named as the simplified

IMT-A channel models. We will use the number of ROs [97] and channel coefficient

computing time as the complexity metrics to compare the simplified models with

the original one. For the accuracy metrics, we will use important channel statistical

properties and system throughput of a system-level LTE simulator. It can be shown

that the proposed complexity reduction methods do not degrade much the accuracy

of the standardised IMT-A MIMO channel model, while can significantly reduce the

complexity in terms of the number of ROs and the channel coefficient computing time.

The major contributions and novelties of this chapter are summarised as follows:

1. We derive and compare theoretical expressions of the statistical properties of the

IMT-A and LTE-A channel models, such as the spatial CCF, temporal ACF,

amplitude PDF, envelope LCR/AFD, PDP, and FCF.

2. The theoretical derivation results are verified by corresponding simulation re-

sults. The inaccuracy problems of the LTE-A model were discussed.

3. The computational complexities of both channel models, in terms of the required

numbers of ROs to generate channel coefficients, are thoroughly investigated.

4. To simplify the IMT-A channel model, several complexity reduction methods

are proposed, which are shown to be effective in achieving a better trade-off

between the model accuracy and complexity.

The rest of this chapter is organised as follows. In Section 5.2, the statistical prop-

erties of the IMT-A and LTE-A channel models are fully investigated and compared.
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Figure 5.1: The BS and MS angular parameters in the IMT-A channel model.

The complexity comparison of the IMT-A and LTE-A channel models is made in Sec-

tion 5.3. Various complexity reduction methods are studied for the IMT-A channel

model in Section 5.4. Finally, conclusions are drawn in Section 5.5.

5.2 Statistical Properties of the IMT-A and LTE-

A Channel Models

In this chapter, the BS and MS are used to refer to the eNode B (eNB) and UE

in [22], respectively. Considering a downlink transmission system with an S element

linear BS array and a U element linear MS array, we will derive and compare some

important statistical properties of the IMT-A [32] and LTE-A [22] MIMO channel

models, including spatial CCF, temporal ACF, envelope LCR, AFD, PDP, and FCF.
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5.2.1 Statistical properties of the IMT-A MIMO channel model

Fig. 5.1 illustrates the spatial angles, defined in a similar way to those as defined in

the 3GPP SCM [9]. However, in the IMT-A channel model, the clusters with the

total cluster number N are further classified into two strongest clusters (n = 1, 2) and

N − 2 weakest clusters (n = 3, 4, . . . , N). A strongest cluster still contains M = 20

sub-paths but is subdivided into 3 sub-clusters, each of which contains Mq (q = 1, 2, 3)

sub-paths. For clarity purposes, in the following we will focus on describing the angle

definitions and deriving statistical properties for weakest clusters (n = 3, 4, . . . , N).

These can be easily applied to strongest clusters (n = 1, 2) by replacing the number

of clusters M by Mq (M1 = 10,M2 = 6,M3 = 4) (see Table A1-6 on Page 39 in [32])

and/or the subscript (n) by (n, q).

For the nth (n = 3, 4, . . . , N) weakest cluster, the AoA is expressed by [32]

ϕn,m = ϕn + ∆ϕn,m = [ϕLoS + (Xnϕn
′ + Yn)] + cAoAαm (5.1)

where ϕn = ϕLoS + Xnϕn
′ + Yn and ∆ϕn,m = cAoAαm denote the mean AoA and

AoA offset, respectively. In (1), ϕLoS is the LoS AoA direction with respect to the

broadside of the MS array, Xn is a RV with uniform distribution to the discrete set of

{1, -1}, Yn ∼ N(0, σϕ/7) is a Gaussian distributed RV with σϕ denoting the standard

deviation of the AoA spread as defined in Table A1-7 on in [32], cAoA is the cluster-

wise Root Mean Square (RMS) azimuth spread of arrival angles (cluster ASA) given

in Table A1-7 in [32], αm is the ray offset angles of the m (m = 1, 2, ...,M) subpaths

given in Table A1-5 in [32], and

ϕn
′ =

2σAoA
√
− ln ( Pn

max{Pn})

C
(5.2)

ϕn
′ =

σϕn − ln ( Pn
max{Pn})

C
(5.3)

for the wrapped Gaussian PAS and Laplacian PAS, respectively [32]. Here, Pn is

the power of the nth cluster/path that consists of M sub-paths (irresolvable rays)

with the same delay τn, C is a tabulated scaling factor, and σAoA = σϕn/
√

2 is the
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standard deviation of the AoA. The angle definitions related to the AoD are similar

to the above definitions for the AoA, e.g., φn,m = φn + ∆φn,m, where φn and ∆φn,m

denote the mean AoD and AoD offset, respectively.

Note that the AoA ϕn,m and AoD φn,m are determined by several parameters, each of

which can be either a constant or a RV. Different from [9], we redefine and distinguish

between two simulation levels, namely, link level and system level. At the link level,

the cell layout, BS and MS locations, and cluster positions are fixed, while only the

scatterer positions within a cluster are random. This means that the mean AoA ϕn

and mean AoD φn are kept constant, while the AoA offsets ∆ϕn,m and AoD offsets

∆φn,m are RVs. At the system level, the BS/MS locations and cluster/scatterer

positions are all considered as random, indicating that ϕn, ∆ϕn,m, φn, and ∆φn,m are

all RVs.

Without considering the antenna polarisation, the channel coefficients from the Tx

antenna element s (s = 1, 2, . . . , S) to Rx antenna element u (u = 1, 2, . . . , U) for the

cluster n can be expressed as [32]

hu,s,n(t) =

√
Pn
M

M∑
m=1

ejdsk sin (φn,m)ejduk sin (ϕn,m)ej2πvn,mtejΦn,m . (5.4)

Here, hu,s,n(t) denotes a narrowband process, k = 2π/λ is the wave number with λ de-

noting the carrier wavelength, and the Doppler frequency is vn,m = λ−1 ‖v‖ cos(ϕn,m−

θv), where θv is the MS direction of travel and ‖v‖ is the magnitude of the MS velocity.

The random phases Φn,m are uniformly distributed within [−π, π).

5.2.1.1 Space-time correlation function

The normalised ST CF ρs1u1s2u2
(∆ds,∆du, τ

′) between two arbitrary channel coefficients

connecting two different sets of antenna elements (s1→u1 and s2→u2) is defined as [9]

ρs1u1s2u2
(∆ds,∆du, τ

′) = E

{
hu1,s1,n(t)h∗u2,s2,n(t− τ ′)

σhu1,s1,nσhu2,s2,n

}
(5.5)
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where ∆ds = ds1 − ds2 is the distance between antenna elements s1 and s2 at the BS,

∆du = du1 − du2 is the distance between antenna elements u1 and u2 at the MS, τ ′

is the time difference, E{·} denotes the assemble average, h∗u2,s2,n(t) is the complex

conjugate of hu2,s2,n(t), and σhui,si,n =
√
Pn is the standard deviation of hui,si,n(t)

(i = 1, 2). Substituting (5.4) into (5.5) results in

ρs1u1s2u2
(∆ds,∆du, τ

′) =
1

M

M∑
m=1

E{ejk‖v‖ cos(ϕn,m−θv)τ ′ejk[∆ds sin(φn,m)+∆du sin(ϕn,m)]}. (5.6)

By imposing τ ′ = 0 in (5.6), we can get the spatial CCF ρs1u1s2u2
(∆ds,∆du) between two

arbitrary channel coefficients at the same time instant

ρs1u1s2u2
(∆ds,∆du) =

1

M

M∑
m=1

E{ejk[∆ds sin(φn,m)+∆du sin(ϕn,m)]}. (5.7)

By imposing ∆ds = 0, we can obtain the spatial CCF observed at the MS

ρMS
u1u2

(∆du)=
1

M

M∑
m=1

E{ejk∆du sin(ϕn,m)} . (5.8)

Similarly, substituting ∆du = 0 into (5.7) results in the spatial CCF observed at the

BS

ρBSs1s2(∆ds)=
1

M

M∑
m=1

E{ejk∆ds sin(φn,m)}. (5.9)

It is clear that for the IMT-A channel model the spatial separability ρs1u1s2u2
= ρBSs1s2ρ

MS
u1u2

does not always hold that is different from the LTE-A channel model as shown later.

In case the number of sub-paths in IMT-A channel model tends to infinity, i.e., M →

∞, the spatial CCF in (5.6) can be expressed as

lim
M→∞

ρs1u1s2u2
(∆ds,∆du)=

2π∫
0

2π∫
0

pus(φn,m, ϕn,m)ejk∆ds sin(φn,m)ejk∆du sin(ϕn,m)dφn,mdϕn,m,

(5.10)

where pus(φn,m, ϕn,m) represents the joint PDF of the AoD and AoA.
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By substituting ∆ds = 0 in (5.10), we have

lim
M→∞

ρMS
u1u2

(∆du)=

2π∫
0

ejk∆du sin(ϕn,m)pu(ϕn,m)dϕn,m, (5.11)

where pu(ϕn,m) denotes the PDF of AoA.

Imposing ∆du = 0 in (5.10) results in

lim
M→∞

ρBSs1s2(∆ds)=

2π∫
0

ejk∆ds sin(φn,m)ps(φn,m)dφn,m, (5.12)

where ps(φn,m) stands for the PDF of the AoD.

By substituting ∆ds = 0 and ∆du = 0 into (5.6), we can obtain the temporal ACF as

r(τ ′) =
1

M

M∑
m=1

E{ejk‖v‖ cos(ϕn,m−θv)τ ′}. (5.13)

Again, for the IMT-A channel model, the spatial-temporal separability, i.e.,

ρs1u1s2u2
(∆ds,∆du, τ

′) = ρs1u1s2u2
(∆ds,∆du)r(τ

′), is not necessarily fulfilled.

5.2.1.2 Envelope LCR and AFD

The amplitude process R(t) is obtained by taking the absolute value of the complex

process hu,s,n(t), i.e., R(t) = |hu,s,n(t)|. It can be shown that the envelope LCR can

be expressed by [10], [99]

NR(rE) = 4πpR(rE)

∫ ∞
0

∫ ∞
0

[
M∏
m=1

J0(4π2|cmfm|x)]J0(2πxy)xy2dxdy (5.14)

where rE denotes the envelope level, cm =
√

Pn
m

, fm = vn,m, and J0(·) is the zeroth

order Bessel function of the first kind. Following the similar derivation procedure to
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that in [78], [99], [100], the amplitude PDF pR(z) can be expressed as

pR(z) = 4π2z

∫ ∞
0

[
M∏
m=1

J0(2πcmy)]J0(2πzy)ydy, z ≥ 0. (5.15)

If M is sufficiently large, e.g., M ≥ 10, the LCR in (5.14) can be approximated by [10],

[99]

NR(rE) ≈

√√√√π
M∑
m=1

(cmfm)2 · pR(rE). (5.16)

The AFD is defined as TR(rE) = PR(rE)
NR(rE)

, where PR(rE) is the CDF of the amplitude

process R(t), i.e., PR(rE) =
∫ rE

0
pR(z)dz, where pR(z) defined in (5.15). The resulted

CDF PR(rE) can be expressed by PR(rE) = 4π2rE
∫∞

0
[
∏M

m=1 J0(2πcmy)]J1(2πrEy)ydy

[99], where J1(·) is the first-order Bessel function of the first kind.

5.2.2 Statistical properties of the LTE-A MIMO channel model

5.2.2.1 Space-time correlation function

The complex spatial CCF at the MS is given by the inverse Fourier transform of the

PAS pu(ϕ̂AoA) of the absolute AoA ϕ̂AoA [9], i.e.,

ρ̂MS
u1u2

(∆du) =

∫ 2π

0

ejk∆du sin(ϕ̂AoA)pu(ϕ̂AoA)dϕ̂AoA. (5.17)

Similarly, the complex spatial CCF at the BS is given by [9]

ρ̂BSs1s2(∆ds) =

∫ 2π

0

ejk∆ds sin(φ̂AoD)ps(φ̂AoD)dφ̂AoD (5.18)

where φ̂AoD is the AoD and ps(φ̂AoD) denotes the PAS of the absolute AoD. The spatial

CCF ρ̂s1u1s2u2
(∆ds,∆du) between two arbitrary transmission coefficients is the product of

the spatial CCF ρ̂BSs1s2(∆ds) at the BS and the spatial CCF at the MS ρ̂MS
u1u2

(∆du) [9],

i.e., ρ̂s1u1s2u2
(∆ds,∆du) = ρ̂BSs1s2(∆ds)ρ̂

MS
u1u2

(∆du), which implies the spatial separability of

the LTE-A channel model.
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The temporal ACF is given by

r̂(τ ′) = J0(2π ‖v‖ τ ′/λ). (5.19)

Because of the spatial-temporal separability feature, the ST CF of the LTE-A channel

model can be expressed as the product of the spatial CCF and the temporal ACF,

i.e., ρ̂s1u1s2u2
(∆ds,∆du, τ

′) = ρ̂s1u1s2u2
(∆ds,∆du)r̂(τ

′).

5.2.2.2 Envelope LCR and AFD

The theoretical LCR for the LTE-A channel model follows the LCR for a Rayleigh

model given by [2]

N̂R(r) =
√

2πfmaxre
−r2 (5.20)

where r = rE/
√

2σ2 is the normalised envelope level with 2σ2 = Pn denoting the total

power [2] and fmax = ‖v‖ /λ is the maximum Doppler shift. The AFD is given by [2]

T̂R(r) =
er

2 − 1√
2πfmaxr

. (5.21)

5.2.2.3 PDP and FCF

For TDL models, let us denote L, τl, and c2
l as the number of taps, tap delay, and

numerical power of the lth (l = 1, . . . , L) path, respectively. The normalised PDP can

be expressed as R̂τ (τ) = 1
Xp

∑L−1
l=0 c

2
l δ(τ − τl), where Xp =

∑L−1
l=0 c

2
l is the total power

of all taps, τ denotes the delay, and δ(·) denotes a Delta function. The normalised

FCF Ψ̂T (∆f) can be easily obtained by applying the Fourier transformation on the

normalised PDP R̂τ (τ). The resulted normalized FCF can be expressed as

Ψ̂T (∆f) =
1

Xp

L−1∑
l=0

c2
l · e−j2π∆fτl (5.22)

where ∆f denotes the frequency spacing. It is clear that Ψ̂T (∆f) is periodic with

the period Υ = 1

gcd{τ0,τ1,··· ,τL−1}
, where gcd{·} denotes the greatest common divisor.
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Therefore, we can write Ψ̂T (∆f) = Ψ̂T (∆f + k̂ ·Υ), where k̂ is an integer. Note that

Υ → ∞ as gcd{τ0, τ1, · · · , τL−1} → 0. Based on the fact that the FCF exhibits the

Hermitian symmetry property, i.e., Ψ̂T (∆f) = Ψ̂∗T (−∆f), it can be concluded that

Ψ̂T (∆f) = Ψ̂∗T (k̂ ·Υ−∆f) and Ψ̂T ((2k̂+ 1)/2 ·Υ−∆f) = Ψ̂∗T ((2m̂+ 1)/2 ·Υ + ∆f),

where m̂ is also an integer. Therefore, the real and imaginary parts of the FCF

are even and odd functions, respectively, and the FCF is Hermitian symmetric with

respect to a half of the period ∆f = Υ/2. Consequently, the complete information

on the FCF is contained in a half of the period of the FCF. Finally, since R̂τ (τ) = 0

for τ < 0, the real and imaginary parts of Ψ̂T (∆f) are related to each other by the

Hilbert transform Re{Ψ̂T (∆f)} = H{Im{Ψ̂T (∆f)}}, where Re{·}, Im{·}, and H{·}

denote the real part, imaginary part, and Hilbert transform, respectively.

5.2.3 Comparison and verification results

5.2.3.1 Spatial CCFs

The spatial CCFs of the IMT-A and LTE-A channel models are investigated at two

levels, namely, link level and system level. In Fig. 5.2, using the NLoS UMi scenario

with cluster ASA cAoA= 22◦ and cluster-wise RMS azimuth spread of departure angles

(cluster ASD) cAoD = 10◦, we show the absolute values of the link-level and system-

level spatial CCFs at the MS and between two arbitrary channel coefficients versus the

normalised MS antenna spacing ∆du/λ for both IMT-A and LTE-A channel models.

For calculating link-level spatial CCFs, the mean AoA ϕn and mean AoD φn are kept

constant and they were set as 60◦ for both channel models. For calculating system-

level spatial CCFs, both channel models used the same mean AoA/AoD, following

wrapped Gaussian distributions. Fig. 5.2 clearly shows that at the system level both

channel models have very closely matched spatial CCFs, i.e., ρMS
u1u2

(∆du) = ρ̂MS
u1u2

(∆du)

and ρs1u1s2u2
(∆ds,∆du) = ρ̂s1u1s2u2

(∆ds,∆du), demonstrating that IMT-A channel model

tends to be spatially separable at the system level. However, at the link level, the

IMT-A channel model experiences different behavior from the LTE-A model using the

same parameters since the spatial separability is not fulfilled for the IMT-A model.
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Figure 5.2: The absolute values of the spatial CCFs of the IMT-A and LTE-A channel
models at the link and system levels.

(NLoS UMi scenario, Cluster ASD = 10◦, Cluster ASA = 22◦, ∆ds/λ = 1)

5.2.3.2 Temporal ACFs

Fig. 5.3 shows the absolute values of the temporal ACFs of the LTE-A and IMT-A

channel models at both link and system levels. We still use the NLoS UMi scenario,

while the MS speed was chosen as 1 m/s and MS direction θv = 60◦. The ACF

for the LTE-A channel model keeps the same at both levels. Both models tend to

have identical ACFs at the system level using the same parameters while the IMT-A

channel model exhibits different behavior at the link level. Similar to the conclusions

in [9], the LTE-A channel model actually only models the average behavior of MIMO

channels, while the IMT-A channel model provides us with more details regarding the

variations across different realisations of MIMO channels.

Note that we have obtained simulation results for all the theoretical results shown in

Fig. 5.2 and Fig. 5.3, and they match very well, indicating the correctness of both

theoretical derivations and simulations. For presentation clarity purposes, simulation

results are not shown in Fig. 5.2 and Fig. 5.3.
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Figure 5.3: The absolute values of the temporal ACFs of the LTE-A and IMT-A
channel models at the link and system levels (Pn = 2σ2 = 1, θv = 60◦)

5.2.3.3 Envelope LCRs

As indicated by (5.14) and (5.20), the expressions of envelope LCRs have no differ-

ence between the link level and system level simulations. In other words, it presents

the deterministic feature on this property. Fig. 5.4 shows the theoretical normalised

envelope LCRs for the LTE-A and IMT-A channel models against the corresponding

simulation results. The simulation results closely match the corresponding theoretical

results. This verifies the correctness of both theoretical derivations and simulations.

5.2.3.4 PDPs and FCFs

Fig. 5.5 illustrates the normalised FCFs of the LTE-A channel model for the EPA

scenario [22] and the IMT-A channel model for the NLoS UMi scenario. It is clear that

the FCF of the IMT-A channel model has the period of 200 MHz and is symmetrical

with respect to 100 MHz. This means that the IMT-A channel model can indeed

support system bandwidths up to 100 MHz. For the LTE-A channel model, the FCF

has the period of 100 MHz and is symmetrical with respect to 50 MHz, implying that

the complete information of the FCF is contained within 50 MHz. This shows that
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Figure 5.4: The normalized envelope LCRs for the LTE-A and IMT-A channel models
(Pn = 2σ2 = 1,M = 20).
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Figure 5.5: The normalized FCFs of the LTE-A channel model (NLoS EPA scenario)
and the IMT-A channel model (NLoS UMi scenario).

the LTE-A channel model can only support system bandwidths up to 50 MHz, rather

than the claimed 100 MHz.
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Table 5.1: Required number of ROs for several mathematical operations.

Operation Required ROs
Exponential (ex) 15

Uniform distributed RV 5
Gaussian distributed RV 72
Complex multiplication 6

Complex division 11
Complex addition 2

Complex norm 5
Sin(x) 7

Look up table 1
Log(x) 1

5.3 Computational Complexities of the IMT-A and

LTE-A Channel Models

Computational complexity of channel models has become an important issue due

to the increasing requirements of wireless communication systems, e.g., numbers of

antennas/users and advanced network topologies. In this section, a thorough inves-

tigation about the IMT-A and LTE-A channel models will be performed considering

the number of ROs as the complexity metric. The number of ROs of any mathemati-

cal operations is based on four basic operations, i.e., real multiplication, real division,

real addition, and look up table, each requiring one RO. All the complex operations

and other functions are transformed to or approximated by these four basic opera-

tions. Table 5.1 shows the required numbers of ROs for some mathematical operations

similar to those proposed in [97], where the computational complexity of WIM2 and

KBSM were compared.

5.3.1 Computational complexity of the IMT-A channel model

We will formulate mathematically the number of ROs of generating a time sample of

channel coefficients in the IMT-A channel model, following the generation procedure

in [32]. The total required number of ROs for the IMT-A channel model should
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be obtained by multiplying the above RO number (for a sample) by the number of

generated time samples.

5.3.1.1 Generation of correlated LSPs

The five LSPs, namely, DS, AS of Arrival (ASA), AS of Departure (ASD), Shadow

Fading (SF), and Ricean K-factor are log-normal distributed in the IMT-A chan-

nel model. Generation of the Z=5 correlated LSPs follows the procedure described

in [29]. First, the cross-correlation between the LSPs is generated independently

by linear transformation, i.e., S̃Z×1 =
√
CZ×ZξZ×1 where CZ×Z is the correlation

matrix, ξZ×1 is a vector of Z independent zero-mean Gaussian RVs, while S̃Z×1 =

[S̃DS, S̃ASA, S̃ASD, S̃SF , S̃K ]T . The elements of CZ×Z are defined in Table A1-7 in [32].

From Table 5.1, generating a Gaussian RV requires 72 ROs. Therefore, generating

the vector ξZ×1 requires 72×5=360 ROs. Generating all the elements of CZ×Z using

the look up table technique requires 10 ROs. Performing the square root operation

requires 1 RO. The multiplication of
√
CZ×Z by ξZ×1 requires 25 real multiplications

and 20 real additions. Therefore, the number of the ROs required to calculate S̃Z×1

is CLS−corr = 360+10+1+25+20 = 416 ROs.

Then, the 5 Gaussian distributed elements of S̃Z×1 are transformed into log-normal

distributed RVs. The log-normal distributed RV of the DS is given by SDS =

10(σDS S̃DS+µDS), where µDS and σDS are the logarithmic mean and standard devia-

tion of the distribution of DS, respectively. By analogy, the log-normal distributed

RVs of the ASA SASA and ASD SASD can be calculated with their own logarithmic

means and standard deviations. The log-normal distributed RV of the SF is given

by SSF = 10(
σSF S̃SF

10
), where σSF is the corresponding logarithmic standard deviation.

The log-normal distributed RV of the K-factor is given by SK = 10(
σKS̃K+µK

10
), where

µK and σK are the relevant logarithmic mean and standard deviation, respectively.

Note that calculating 10x = exln10 needs 17 ROs. Therefore, for each LSP except

SF, finding the logarithmic mean and standard deviation of the distributions using

Table A1-7 in [32] needs 2 ROs. Additional 2 ROs are needed to calculate x for SDS,
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SASA, and SASD, while additional 3 ROs are needed for SK . For SSF , calculating

x requires 3 ROs (look up table, division, and multiplication). Thus, transforming

to the 5 log-normal distributed RVs requires Ctrans=5×17+3×4+5+3=105 ROs. For

each channel coefficient sample, the total number of ROs required to generate the

correlated LSPs is

CLS = CLS−corr + Ctrans = 521ROs. (5.23)

It is important to mention that [97] has underestimated the complexity of generating

the correlated LSPs by neglecting the generation of the linear transformation matrix

S̃Z×1 and ignoring the logarithmic mean and standard deviation of the distribution of

the LSPs.

5.3.1.2 Generation of small scale parameters

The five Small Scale Parameters (SSPs) in the IMT-A channel model are delays,

cluster powers, AoAs, AoDs, and random coupling of rays within clusters. In the

following, a thorough analysis will be performed for each of them.

The delays with an exponential distribution can be calculated by τn
′ = −rτστ lnXn

[32], where rτ is the delay distribution factor, στ is the DS, and Xn is uniform RV.

Calculating τn
′ will cost 2 real multiplications and 1 logarithm, in addition to 5 ROs

to generate the uniform RV Xn. The delays τn
′ will be subtracted by the smallest

one and then sorted in a descending order so that normalised delays τn are obtained.

The normalisation process costs 1 RO for each delay, while the descending order costs

(N − 1)2 ROs, where N represents the number of clusters. Thus, the number of ROs

required to generate the delays τn is Cτ = (2 + 1 + 1 + 5)N + (N − 1)2 = N2 + 7N + 1.

The cluster powers are calculated by Pn
′ = e(τn

1−rτ
rτ στ

)10−
Zn
10

[32], where Zn is a Gaussian

RV representing the per cluster shadowing term (dB). The powers are then normalised

so that the sum of all the normalised cluster powers Pn equals one. This normalisation

process costs N − 1 real additions and N real divisions. Calculating the expression

10−
Zn
10 costs 1 real division, 17 ROs for 10x, and 72 ROs to generate the Gaussian

RV Zn. Calculating the left exponential costs 2 ROs and 15 ROs for the value inside
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the exponential function. Therefore, the number of ROs to generate powers Pn is

CP = (16 + 1 + 72) + (2 + 15) +N + (N − 1) = 2N + 106.

The AoAs ϕn,m are calculated according to (5.1). Calculating ϕn
′ based on (5.2) or

(5.3) requires 2 real multiplications, 2 real divisions, 1 square root, and 1 logarithm,

totaling 6 ROs per cluster. For the N − 2 weakest clusters, calculating ϕn,m = ϕn +

cAoAαm requires 2 ROs per ray (M) per cluster and calculating ϕn = Xnϕ
′
n+Yn+ϕLoS

requires 3 ROs per cluster. For the 2 strongest clusters, each cluster consists of 3 sub-

clusters which has Mq (q = 1, 2, 3) rays. Note that M1 +M2 +M3 = M holds. Thus,

calculating ϕn,q,m requires 2 ROs per ray per sub-cluster and calculating ϕn,q needs

3 ROs per sub-cluster. From Table 5.1, Xn needs 5 ROs, Yn needs 72 ROs, while

cAoA and αm need 1 RO each. Calculating AoDs follows the same procedure as above

and requires the same number of ROs as for calculating AoAs. Therefore, the total

number of ROs required to generate the AoAs and AoDs is

Caz = 2[(72+5+6+1)N+3(N−2)+2(N−2)M+3×2×3+2×2(M1+M2+M3)]

= 174N + 4MN + 24. (5.24)

The increased complexity of the IMT-A channel model in comparison with WIM2

in [29] is due to the strongest clusters concept introduced by the IMT-A channel

model [32].

The random coupling of AoDs φn,m to AoAs ϕn,m can be easily obtained by assigning

a RV with a uniform distribution to the M rays within a cluster n, or within a sub-

cluster in case of the two strongest clusters. Thus, we have Ccoup = 5MN .

Finally, the total number of ROs required to generate the SSPs is

CSS = Cτ + CP + Caz + Ccoup = N2 + 183N + 9MN + 131. (5.25)
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5.3.1.3 Channel coefficients generation in the IMT-A channel model

Without considering polarisation, the required number of ROs for generating chan-

nel coefficients in the IMT-A channel model can be calculated as Ccc = CΦ + CH ,

where CΦ and CH represent the required numbers of ROs for generating random ini-

tial phases Φm,n and channel coefficient matrix H, respectively. The initial phases

have a uniform distribution within [−π, π), which costs 5 ROs. Thus, we can write

CΦ = 5MN . For the weakest clusters and uniform linear arrays, the channel coeffi-

cients or elements of H are given by (5.4). The expression ejk[ds sin(φn,m)+du sin(ϕn,m)] con-

tains 2 sines, 3 real multiplications, 1 real addition, and 1 exponential, which requires

2×7+3+1+15=33 ROs in total. The expression ej2πνn,mt with vn,m = λ−1 ‖v‖ cos(ϕn,m−

θv) has 1 cosine, 1 subtraction, 1 multiplication, 1 division, and 1 exponential, which

needs 15+8+3=26 ROs per ray per cluster. Calculating ejΦn,m requires 15 ROs. Note

that the product of the above 3 exponentials requires 2 complex multiplications, cost-

ing 2×6=12 ROs. Therefore, the required number of ROs to generate the channel

coefficient matrix H is

CH = [(33 + 26 + 15 + 12)M + 3]USN = (86M + 3)USN. (5.26)

Then, Ccc can be calculate as

Ccc = CΦ + CH = (86M + 3)USN + 5MN. (5.27)

The sum of (5.23), (5.25), and (5.27) gives the total required number CIMT−A of ROs

to compute a time sample of the IMT-A channel model, i.e.,

CIMT−A = CLS +CSS +Ccc = (86M + 3)USN +N2 + 183N + 14MN + 652. (5.28)

Using the 2×2 MIMO configuration and NLoS UMi scenario as an example, we

have U = S = 2, M=20, and N=19. Substituting these values to (5.28), we have

CIMT−A=140758 ROs.
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5.3.2 Computational complexity of the LTE-A channel model

Based on the procedure of generating the channel coefficients per tap in [48], the

required number of ROs for the LTE-A channel model can be expressed by

CLTE−A = L(CKron + CDopp + CMatrix) (5.29)

where CKron is the number of ROs required to perform the Kronecker product of

Rx and Tx correlation matrices, CDopp is the number of ROs of performing Doppler

shaping filtering with a Kth order IIR filter, CMatrix is the number of ROs in matrix

multiplications, and L is the number of taps.

The spatial correlation matrix RMIMO of the MIMO channel is the Kronecker product

of the correlation matrix RMS at the MS and the correlation matrix RBS at the

BS, i.e., RMIMO = RMS

⊗
RBS, where

⊗
is the Kronecker product. Thus, the

computation of U × S MIMO configuration costs US real multiplications and (US−

1)US complex multiplications. So, we have CKron = 6(US − 1)US + US = 6U2S2 −

5US.

The complexity of applying the Doppler shaping filtering is given by CDopp = Ci.i.d +

Cfilter. First, we need to generate complex i.i.d. RVs with zero mean. The total

number of ROs in generating the real and imaginary components of these complex

Gaussian RVs is Ci.i.d = 2×72US = 144US. These RVs are then Doppler shaped using

a Kth order IIR filter, which takes 2(K − 1) complex multiplications, 2K complex

additions, and 1 complex division per MIMO antenna pair. Assuming an 8th order

IIR filter, we have Cfilter = (2(8−1)×6+(2×8)×2+1×11)US = 127US. Therefore,

CDopp = Ci.i.d + Cfilter = 144US + 127US = 271US holds.

The output of the Doppler shaping filter is a US×1 vector, which is multiplied by the

US×US matrix RMIMO to obtain the LTE-A channel coefficients. This takes (US)2

complex multiplications and (US)2 complex additions. Thus, the number of ROs

required to perform the matrix multiplication is CMatrix = 6(US)2+2(US)2 = 8(US)2.
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According to (5.29), we can get the total number of ROs in generating channel coef-

ficients as

CLTE−A = L(CKron + CDopp + CMatrix) = L(14U2S2 + 266US) (5.30)

which is in general much less than the required number of ROs CIMT−A in (5.25) for

the IMT-A channel model. Using U = S = 2 and L = 20 as an example, we have

CLTE−A = 25760 ROs.

5.4 Complexity Reduction Methods for the IMT-

A Channel Model

From Section 5.2 and Section 5.3, it is clear that the LTE-A channel model has poor

model accuracy in terms of some important channel statistical properties. Despite

its simplicity, it cannot be recommended to be used, in particular for system-level

simulations. The IMT-A channel model has good accuracy but is too complex. This

section will therefore focuses on investigating simplification methods for the IMT-

A channel model, i.e., fixing the PDP, reducing the number of clusters, removing

the correlation of LSPs, and the combination of the above. We aim to reduce the

computational complexity of the IMT-A channel model as much as possible without

sacrificing too much the model accuracy. Some statistical properties such as the FCF

are used as the accuracy metrics. In addition, the impact of the simplified IMT-

A channel models on the LTE system throughput is investigated. For complexity

metrics, we use the number of ROs and the channel coefficient computing time.

5.4.1 Fixed PDP

Here, we fix the PDP when generating channel coefficients. According to the cal-

culations described in Section 5.3.1, this will only affect the number of ROs for the

generation of delays and powers, while the required numbers of ROs to generate other
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parameters remain unchanged. Simply using a look up table to generate delays τn and

cluster powers Pn, Cτ and CP can be rewritten as Cτ = N and CP = N , respectively.

Consequently, the total number of ROs required to generate the SSPs in (5.25) should

be rewritten as CSS = Cτ +CP +Caz+Ccoup = N+N+(174N+4MN+24)+5MN =

176N + 9MN + 24. It follows that the number of ROs of the IMT-A channel model

in (5.28) can be re-expressed as

CIMT−A = CLS + CSS + Ccc

= 521 + (176N + 9MN + 24) + (86M + 3)USN + 5MN

= (86M + 3)USN + 14MN + 176N + 545. (5.31)

Compared with (5.28), CIMT−A in (5.31) for the simplified IMT-A channel model

has been reduced by N2 + 7N + 107. When considering the NLoS UMi scenario

with U=S=2, M=20, and N=19, we have 140758 ROs and 140157 ROs according

to (5.28) and (5.31), respectively. This represents (140758-140157)/140758=0.43% of

complexity reduction. On the other hand, this will not degrade the accuracy in terms

of statistical properties.

5.4.2 Reducing the number of clusters

Further to fixing the PDP, we try to simplify the PDP by reducing the number of

clusters. This is conducted by merging some adjacent clusters/delays with low powers

in the PDP according to the following criteria: 1) The greatest common divisor of

the revised delays will remain unchanged, indicating that the modified FCFs keep

the same period Υ according to (5.22); 2) The resulting average delay and RMS DS

should be as close as possible to the original ones of the IMT-A channel model; 3) The

resulting FCF should approximate well the original FCF with a very small RMS error.

Using the NLoS UMi scenario as an example, in Table 5.2 we show the original PDP

with 19 clusters and the modified PDPs of the simplified IMT-A channel model with

15, 12, and 10 clusters. Clearly, the modified delays in all the cases keep the same

greatest common divisor, i.e., 5 ns. In Table 5.3, we compare the resulting average
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Table 5.2: The PDPs of the IMT-A channel model (UMi scenario) and its sim-
plified models.

19 clusters 15 clusters 12 clusters 10 clusters
Clu.
No.

Delay
[ns]

Power
[dB]

Clu.
No.

Delay
[ns]

Power
[dB]

Clu.
No.

Delay
[ns]

Power
[dB]

Clu.
No.

Delay
[ns]

Power
[dB]

1 0 -6.7 1 0 -6.7 1 0 -6.7 1 0 -6.7

2
10 -4.9

2
10 -4.9

2
10 -4.9

2
10 -4.9

15 -7.1 15 -7.1 15 -7.1 15 -7.1
20 -8.9 20 -8.9 20 -8.9 20 -8.9

3 20 -1.9 3 20 -1.9 3 20 -1.9 3 20 -1.9
4 35 -6.3 4 35 -6.3 4 35 -6.3 4 35 -6.3

5
40 -3

5
40 -3

5
40 -3

5
40 -3

45 -5.2 45 -5.2 45 -5.2 45 -5.2
50 -7 50 -7 50 -7 50 -7

6 55 -7.5 6 55 -7.5 6 55 -3.9 6 55 -3.9
7 55 -6.4 7 55 -6.4
8 200 -10.8 8 200 -10.8 7 205 -4.1

7 220 -1.59 205 -5.2 9 205 -5.2
10 250 -4.9 10 250 -4.9 8 290 -3.5
11 330 -9.2 11 330 -9.2

8 400 -7.712 440 -15.5 12 440 -13.0 9 440 -13.0
13 440 -16.7
14 515 -12.4 13 525 -11.1 10 525 -11.1

9 540 -8.815 530 -16.9
16 580 -12.7 14 585 -12.4 11 585 -12.4
17 590 -23.5

10 650 -18.218 625 -22.1 15 680 -19.8 12 680 -19.8
19 730 -23.6

delays and RMS DSs, which are at maximum 6.26% and 1.92% difference from the

original ones, respectively. Fig. 5.6 compares the FCFs of the original IMT-A channel

model with 19 clusters and simplified IMT-A channel models with 15, 12, and 10

clusters. They all look close to each other. To further investigate their differences, we

define the following RMS error ε of the FCF:

ε =

√∑
(ΨT (4f)−Ψsim

T (4f))2

Q
(5.32)

where ΨT (4f) and Ψsim
T (4f) denote the FCFs of the IMT-A channel model and

simplified IMT-A channel model, respectively, and Q is the total number of samples

of the FCF. After simple calculations, we find that the RMS errors ε of the resulting
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Table 5.3: Evaluation of several complexity reduction methods.

Simplification
methods

Average
delay
(ns)

RMS
DS (ns)

FCF
RMS
error

Throughput
(Mbps)

Complexity
reduction

Computing
time (s)

Fixed PDP
(19 clusters)

101.8956 132.8613 0% 827.12
(0.51%)

0.43% 1.416879

Fixed PDP
(15 clusters)

95.5181
(6.26%)

130.3076
(1.92%)

4.39% 874.20
(6.23%)

21.31% 1.362895

Fixed PDP
(12 clusters)

97.5656
(4.25%)

132.6077
(0.19%)

10.75% 836.76
(1.68%)

36.97% 1.347849

Fixed PDP
(10 clusters)

95.9122
(5.87%)

130.9396
(1.45%)

13.97% 824.41
(0.18%)

47.41% 1.325738

Removing the
correlation of

LSPs

101.8956 132.8613 0% 829.32
(0.78%)

1.35% 1.419689

19
clus.

101.8956 132.8613 0% 828.22
(0.65%)

1.78% 1.394587

Combined
method

15
clus.

95.5181
(6.26%)

130.3076
(1.92%)

4.39% 820.76
(0.26%)

22.38% 1.345518

12
clus.

97.5656
(4.25%)

132.6077
(0.19%)

10.75% 837.81
(1.81%)

37.83% 1.301662

10
clus.

95.9122
(5.87%)

130.9396
(1.45%)

13.97% 800.86
(2.68%)

48.13% 1.286018

FCFs with 15, 12, and 10 clusters are 4.39%, 10.75%, and 13.97%, respectively.

With respect to the complexity reduction, we calculate the number of ROs based on

(5.31). With U = S = 2, M=20, and N=15, 12, and 10, we have CIMT−A=110765,

88721, and 74025 ROs, respectively. Compared with 140758 ROs for the IMT-A

channel model using (5.28), the corresponding computational complexities have been

reduced by (140758-110765)/140758=21.31%, (140758-88721)/140758=36.97%, and

(140758-74025)/140758=47.41%. In the meanwhile, we recorded the MATLAB chan-

nel coefficient computing time for generating channel coefficients with 10000 sets of

2×2 channel matrices. The PC we used to run the simulations has Intel Core i5,

2×3.47 GHz CPU, and 4 G RAM. Table 5.3 presents the computing time in different

cases. Clearly, with the decrease of the number of clusters, the computing time can be

reduced to a good extent. This complexity reduction method will accelerate the sim-

ulation speed dramatically in real simulations, where millions of channel coefficients

samples are required to be generated.
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Original IMT−A channel model, 19 clusters
Simplified IMT−A channel model, 15 clusters
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Simplified IMT−A channel model, 10 clusters

Figure 5.6: The normalized FCFs of the IMT-A and simplified IMT-A channel models
(NLoS UMi scenario).

In summary, reducing the number of clusters can significantly reduce the complexity

of the IMT-A channel model in terms of the number of ROs and the computing time,

while the accuracy degradation is acceptable based on the average delay, RMS delay,

and FCF.

5.4.3 Removing the correlation of LSPs

Another method of reducing the complexity of the IMT-A channel model is to remove

the correlation of LSPs. In this case, the correlation matrix CZ×Z will become a

Z × Z identity matrix, which can save 10 ROs without using the look up table.

Then, CLS in (5.23) can be rewritten as CLS=521-10=511 ROs. Also, there is no

mutual coupling between AoAs and AoDs, which results in a further reduction of

Ccoup = 5MN ROs when generating SSPs. Therefore, CSS in (5.25) is reduced to

CSS = N2 + 183N + 4MN + 131. Note that Ccc in (5.27) is not affected. The total
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number of ROs in (5.28) is therefore reduced to

CIMT−A = CLS + CSS + Ccc = (86M + 3)USN +N2 + 183N + 9MN + 642. (5.33)

Substituting U = S = 2, M = 20, and N = 19 into (5.33), we have 138848 ROs,

which represents (140758-138848)/140758 = 1.36% of complexity reduction. After

some investigations, we find that this method has little effect on the model accuracy

in terms of statistical properties, such as the spatial CCF and FCF, which are not

shown here for space limitations.

5.4.4 Combination of the above methods

It is worth investigating the impact of the combination of all the above methods

on the model accuracy and complexity. Specifically, we first remove the correlation

of LSPs. Then, we fix the PDP, followed by reducing the number of clusters. As

removing the correlation of LSPs can save 5MN + 10 ROs and fixing the PDP can

save N2 + 7N + 107 ROs, in total N2 + 7N + 5MN + 117 ROs can be saved with

the combined method. Therefore, we can re-express the required number of ROs in

(5.28) as

CIMT−A = CLS + CSS + Ccc = (86M + 3)USN + 9MN + 176N + 535. (5.34)

Again, using U=S=2, M=20, N=19, 15, 12, and 10, we have 138247, 109255, 87511,

73015 ROs, respectively. In comparison with 140758 ROs of the original IMT-A

channel model, the relevant complexities have been reduced by 1.78%, 22.38%, 37.83%,

and 48.13%.

5.4.5 System throughput of a system-level LTE simulator

For the interest of system engineers, we further investigate the impact of the simpli-

fied IMT-A channel models on the system throughput of a system-level LTE simu-

lator [101]–[103]. Throughput is a very important accuracy metric to evaluate the
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Figure 5.7: System throughput obtained using a system-level LTE simulator with
IMT-A and simplified IMT-A channel models (5000 TTIs).

system performance and is defined as the average rate (in Mbps) of successful mes-

sage delivery over a communication channel. For the system-level LTE simulator, we

used the following parameters. The carrier frequency is 2.14 GHz, the bandwidth is

20 MHz, the distance of BSs is 500 m with a map resolution of 20 m, the speed of MSs

is 5 km/h (i.e., 1.38 m/s), and there are 7 BSs, each having 3 sectors with 10 MSs

per sector. We replaced the underlying WIM2 in the LTE simulator by the IMT-A

channel model and the above developed simplified IMT-A channel models. Fig. 5.7

compares the system throughputs, calculated as the sum of throughputs of all the

MSs in the system, of the system-level LTE system using the original IMT-A channel

model and simplified IMT-A channel models with 5000 Transmission Time Intervals

(TTIs). Note that 1 TTI represents 10−3 s. For clarity purposes, in Table 5.3 we also

compare the throughputs in Fig. 5.7 at t = 5 s, i.e., the 5000th TTIs. Compared with

the throughput of 822.91 Mbps using the original IMT-A channel model, the resulting

throughputs using the simplified IMT-A channel models only change slightly (in max-

imum 6.23% difference). This means that the proposed complexity reduction methods

do not affect the model accuracy significantly in terms of the system throughput.
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5.5 Summary

We have thoroughly investigated the statistical properties and computational com-

plexities, in terms of the number of ROs, of the LTE-A and IMT-A channel models.

Theoretical expressions have been derived for the spatial CCFs, temporal ACFs, enve-

lope LCRs, AFDs, PDPs, and FCFs, verified by the corresponding simulation results.

In general, the LTE-A channel model is simpler and requires much less number of ROs

than the IMT-A channel model. However, the LTE-A channel model has significant

flaws in terms of the model accuracy. From its FCF, it is clear that the LTE-A channel

model can only support system bandwidths up to 50 MHz, not the claimed 100 MHz.

Also, the LTE-A channel model describes only the average spatial-temporal properties

of MIMO channels. The IMT-A channel model allows us to simulate the variations of

different MIMO channel realisations and can indeed support system bandwidths up

to 100 MHz.

To simplify the IMT-A channel model, we have proposed several complexity reduction

methods. Besides the statistical properties, we have employed the system throughput

of a LTE system as an additional accuracy metric. The number of ROs and the

channel coefficient computing time are used as the complexity metrics. It has been

demonstrated that the proposed complexity reduction methods are effective for the

IMT-A channel model in the sense that the channel coefficient computing time and

number of ROs can be reduced significantly (in maximum nearly 50%), while the

accuracy is not degraded much (in most cases < 10%).
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Chapter 6
Non-WSS IMT-A MIMO Channel Models

with Time-Varying AoDs and AoAs

6.1 Introduction

In Chapter 5, we introduced that many standardised channel models in the litera-

ture are based on the assumption of Wide Sense Stationary Uncorrelated Scattering

(WSSUS), e.g., IEEE 802.11 TGn channel model [15], LTE-A channel model [22]–

[24], 3GPP SCM [25], [26], SCME [27], WIM1 [28], WIM2 [29], WIM+ [30], and

IMT-A channel model [31], [32]. All these standardised models have neglected the

non-stationarity of the fading channels.

Although the statistical characterisation of WSSUS MIMO channels has been in-

vestigated extensively in the literature, such as [9] and [54]–[56]. Many practical

measurement campaigns [57], [82]–[85], [104]–[106] have proved that the assumption

of WSSUS channels is violating by considering the time variation of wireless chan-

nels caused by the significant movements of MCs and MSs. The IMT-A channel

model is recognised as the latest development of channel modelling. However, the

non-stationarity of IMT-A MIMO channel model has not been investigated yet. The

research of non-stationary channel modelling has gradually become a hot topic.
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In the literature, only few papers [89], [107], [108] have studied the statistical proper-

ties of non-stationary channels in terms of the LSF and channel correlation function.

Based on the measurement campaign for V2V communications, the non-stationary

behaviour of both large-scale and small-scale fading statistics has investigated by the

proposed narrowband statistical channel models [82]–[85]. Moreover, the impact of the

channel non-stationarity on the channel capacity has been introduced for non-WSSUS

wideband V2V channels in [88].

Different modelling approaches have been adopted in the literature to model non-

stationary channels. A non-stationary GBDM have been proposed by [104] and [109]

to model V2V and HST channels, respectively. Both models used ray-tracing tech-

nique that incorporates the non-stationarity of the communication channel but it

requires a detailed and time-consuming geometric description of the propagation

environment. [82], [110]–[113] proposed Random Cluster Models (RCMs) for non-

stationary channels. RCMs are convenient to characterise the death/birth properties

of the MCs using the process of Markov chains. However, the local statistical proper-

ties of the non-stationary RCMs have not been investigated yet.

Time-variant GBSMs with time-varying parameters were proposed in [86], [87], [114],

[115], where some interesting local statistical properties were derived by taking time-

varying parameters into account. However, these existing time-variant GBSMs are

only modeled for some specific scenarios, such as specific moving directions for MCs

and MSs [114], fixed Tx and Rx indoor scenario [115], and the specific roadside con-

ditions [86], [87].

In conventional cellular wireless network, the BS is fixed while a MS is moving towards

a certain direction with a constant speed. In non-stationary IMT-A channel models,

we assume that the movements of MCs and MSs result in the time-variant properties.

Following the trajectory of the MCs and a MS, we can obtain SSPs, such as the number

of clusters, the number of rays per cluster, the mean power and delay of each cluster

(PDP), AoDs, and AoAs. The lack of implementation for non-stationarity IMT-A

MIMO channel models and the aforementioned research gaps inspire us to propose a
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non-stationary channel model with time-varying AoDs and AoAs. The proposed time-

varying functions of these parameters can be applied to various scenarios in terms of

the moving features of MCs and MSs. Based on our previous work in Chapter 5, we

summarise the major contributions and novelties of this chapter as follows:

1. We establish a non-stationary IMT-A channel model that includes only time-

varying AoDs and AoAs.

2. These time-varying or time-dependent parameters are derived as functions of

time t, with some parameters which are not time-varying and can be adjusted.

3. Based on the proposed non-stationary IMT-A channel model and time-varying

functions, important statistical properties, i.e., the local spatial CCF and local

temporal ACF are derived and analysed.

4. The impacts of time-varying parameters on these statistical properties are com-

pared and investigated thoroughly by MATLAB simulations.

The rest of this chapter is structured as follows. In Section 6.2, the baseline IMT-A

MIMO channel model is briefly introduced. Section 6.3 presents the proposed novel

non-stationary IMT-A channel models with time-varying AoDs and AoAs. The local

statistical properties of the non-stationary IMT-A channel model with time-varying

parameters are derived and analysed in Section 6.4 and Section 6.5. Finally, the

conclusions are drawn in Section 6.6.

6.2 The Baseline WSSUS IMT-A MIMO Channel

Model

For the evaluation of IMT-A systems the ITU has defined a channel model [32] con-

sisting of a primary module and an extension module. The primary module consists

of path loss models, scenario-specific parameter sets for the InH, UMi, UMa, RMa,

and SMa scenarios, and a so-called generic model. The generic model specifies the
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mathematical model and the algorithms used for channel modeling that apply to all

scenarios. It is based on the WIM2 channel model [29]. The optional extension mod-

ule allows alternate parameter sets for different scenarios to be generated. In this

chapter, we will focus on the primary module with its default parameter sets because

this was actually used for the IMT-A evaluations on channel modelling.

Fig. 6.1 illustrates the IMT-A channel model between each BS antenna s and each

MS antenna u for a link between a BS and a MS with multi-bounced scattering. The

generic model employs a GBSM approach to represent the multi-path propagation

channel between a BS and MSs. WSSUS channel assumes that the channel fading

statistics remain invariant over a short period of time and that the scatterers with

different path delays are uncorrelated. Please note that the WSSUS assumption is

only valid to describe the short-term variations of the radio channel. Based on the

WSSUS assumption and the TDL concept, the original IMT-A MIMO channel model

has the complex CIR between the BS antenna element s and MS antenna element u

as [32]:

hu,s (t, τ) =
N∑
n=1

hu,s,n(t)δ (τ − τn) (6.1)

where

hu,s,n (t) =

√
Pn
M

M∑
m=1

ejdsksin(φn,m)ejduksin(ϕn,m)ej2πυn,mtejΦn,m . (6.2)

Here, hu,s,n(t) denotes a narrowband process where all the M sub-paths within each

of the N clusters are irresolvable rays and have the same delay τn, Pn is the power

of the nth cluster associated with the delay τn, ds and du are the antenna element

spacings at the BS and MS, respectively, k = 2π
λ

is the wave number where λ is the

carrier wavelength, φn,m and ϕn,m denote the AoD and AoA, respectively, and the

random phases Φn,m are uniformly distributed within [−π, π). The Doppler frequency

component is represented by υn,m = ||~vMS || cos(ϕn,m−θMS)

λ
, where ||~vMS|| and θMS denote

the magnitude of the MS velocity and MS direction of travel, respectively. In fact, all of
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Figure 6.1: The angular parameters in non-WSS IMT-A channel model.

the aforementioned parameters are time-invariant because of the WSSUS assumption

in the original IMT-A channel model.

6.3 Derivations of Novel Non-WSS IMT-A Chan-

nel Models with Time-Varying Parameters

In reality, because of the observable movement of MCs and/or MSs, the WSSUS

assumption may be violated and the channel model parameters will change over the

time. In this case, the complex impulse response of the new non-stationary IMT-A

channel model with time-varying parameters can be expressed as

hu,s (t, τ) =

N(t)∑
n=1

hu,s,n (t) δ (τ − τn (t)) (6.3)

where

hu,s,n (t) =

√
Pn (t)

M

M∑
m=1

ejdsksin(φn,m(t)) ejduksin(ϕn,m(t))ejk||~vMS ||cos(ϕn,m(t)−θMS)tejΦn,m .

(6.4)
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Here, the channel model parameters N(t), τn(t), Pn(t), φn,m(t), and ϕn,m(t) need to

be represented using proper time-varying functions. In the following, we will explain

all parameters in Fig. 6.1 and derive corresponding time-varying functions for these

parameters.

Fig. 6.1 illustrates the angular parameters of the proposed non-stationary IMT-A

channel model, which is derived from the original IMT-A channel model [32]. Note

that φn,m(t0), ϕn,m(t0), ∆φn,m and ∆ϕn,m denote the initial mean AoD, initial mean

AoA, the AoD offset and AoA offset, respectively. The subscripts n,m indicate one of

the N paths and one of the M rays/sub-paths in the wideband channel. The geometric

description covers that AoD relates to the first bounce (Cluster A) interacted from

the BS side and AoA is from the last bounce (Cluster Z) at the MS side. There

are multi-bounced clusters happened between the BS and MS. Furthermore, angles of

φLoS and ϕLoS are the line-of-sight (LoS) components for BS and MS, respectively.

In Fig. 6.1, we assume that the first cluster, cluster A, ~vc, is in motion with the

direction θc and speed vc. As we consider multi-bounced scattering occurred for each

path, cluster Z refers to the last bounce MC (~vMC), with the moving direction θMC

and speed vMC . For the MS (~vMS), θMS is the moving direction with the speed vMS.

Further to assume that c(t0) and a(t0) are known, which present the initial distances

between the BS and first cluster (i.e., Cluster A), and the initial distance between the

MS and last cluster (i.e., Cluster Z), respectively. b(t0) is the initial distance of the

LoS components between BS and MS. To derive the time-varying function of AoD

and AoA, we set four assistant angles, which are αn,m(t), β, γn,m(t), and δ in Fig. 6.1.

Note that αn,m(t) and γn,m(t) have the time variabilities.

Based on the geometric relations in Fig. 6.1, we derive the time-varying functions

of AoDs and AoAs. The detailed derivations are lengthy and therefore presented in

the appendices. In addition, the theoretical ranges of all angular parameters, i.e, θc,

θMC , θMS, φn,m(t0), φn,m(t), ϕn,m(t0), and ϕn,m(t), are within the range of [−π, π).

The distance parameters, i.e., c(t0), a(t0), and b(t0) are in [0,+∞) m. The speed

parameters, i.e., vc, vMC , and vMS, are in [0,+167) m/s.
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Figure 6.2: The range of time-varying AoD.
(φn,m(t0) ∈ [−π, π), c(t0) = 100 m, θc = 15◦, vc = 30 m/s)

6.3.1 Time-varying AoD

In terms of the interaction of relevant parameters, referring to the derivation in the

Appendix A, the time-varying function of AoD φn,m(t) can be expressed as follows:

1) if −π ≤ φn,m(t0) < 0,

φn,m (t) = φn,m (t0)−αn,m (t) , if −π ≤ θc ≤ φn,m (t0) ∪φn,m (t0)+π ≤ θc < π, (6.5)

φn,m (t) = φn,m (t0) +αn,m (t) , if φn,m (t0) < θc < φn,m (t0) +π. (6.6)

2) if 0 ≤ φn,m(t0) < π,

φn,m (t) = φn,m (t0)+αn,m (t) , if−π ≤ θc ≤ φn,m (t0)−π ∪φn,m (t0) ≤ θc < π, (6.7)

φn,m (t) = φn,m (t0)−αn,m (t) , if φn,m (t0)−π < θc < φn,m (t0) , (6.8)
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Figure 6.3: AoD vs. time t with different φn,m(t0).
(φn,m(t0) varies, c(t0) = 100 m, θc = 15◦, vc = 30 m/s)

where

αn,m (t) = arccos
c (t0) + vct cos (φn,m (t0)− θc)√

c2 (t0) + (vct)
2 + 2c (t0) vct cos (φn,m (t0)− θc)

. (6.9)

Note that φn,m(t0), c(t0), θc and vc are assumed to be obtained from a measurement

campaign. Now we are aiming to verify the theoretical results of the time-varying

AoD. For example, if t = 0 s, the AoD φn,m(t) can be expressed as being proportional

to the initial AoD φn,m(t0) with the proportionality constant equal to 1. The numerical

result as the solid line in Fig. 6.2 is consistent with this conclusion, which exemplifies

the validation of the theoretical range for the AoD φn,m(t). In other words, both

the initial AoD φn,m(t0) and time-varying AoD φn,m(t) fall in the range of [−π, π) at

t = 0 s, while at other instantaneous time, i.e. t = 3 or 6 s, the time-varying AoD

φn,m(t) may not be the same, but still within the range of [−π, π). Furthermore, when

time tends to infinity, we have limt→∞ φn,m(t) = θc.

To investigate the impact of important parameters on the time-varying function of

AoD, relevant parameters should be carefully selected in terms of the real environment.

For example, the angular direction of AoD can go anywhere and the speed of the
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MCs might be from 0 to 100 m/s. The distance parameter c(t0) can be chosen from

0 to 2 km depending on the scenario. The impacts of parameters c(t0) and vc are

much more obvious compared with φn,m(t0) and θc. Therefore, we plot Fig. 6.3 and

Fig. 6.4 for time-varying AoD, φn,m(t), with different parameters, i.e., φn,m(t0) and θc

respectively.

The variations of φn,m(t0) are investigated by choosing the representative values in

Fig. 6.3. The reason to select these values is to cover the four cases, i.e., (6.5) – (6.8),

in the time-varying function of AoD as well as two special cases. One is φn,m(t0) = 10◦

selected from the first strongest cluster of NLoS Umi scenario in the standard IMT-

A CDL channel model [32]. The other one is φn,m(t0) = −165◦, which follows the

inverse direction of the MC A, i.e., θc = 15◦. To sum up, Fig. 6.3 shows that different

φn,m(t0) will only affect the initial AoDs. With time going, the time-varying φn,m(t)

will gradually approach the extreme value θc.

Fig. 6.4 compares the φn,m(t) with different θc. Observing from Fig. 6.4, we can see

that starting from the same φn,m(t0), the different θc will be approached separately.

It is also worth mentioning that the choices of the different θc aim to cover the four
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cases in the time-varying function of AoD as well as two special cases, i.e., θc = −170◦

and θc = 0◦.

In summary, with the motion of the cluster A, Fig. 6.3 and Fig. 6.4 show that whatever

the parameters we change, all AoDs will approach the moving direction θc of the MC

A when time tends to infinity. Fig. 6.3 shows that different φn,m(t0) will only affect

the initial AoDs. In Fig. 6.4, the simulation results show that starting from the

same φn,m(t0), the different θc will be approached with time going. The impacts of

parameters c(t0) and vc are obvious. Because, the larger c(t0), the more time will be

needed to reach the θc, since the long distance slacks the impact of the motion on the

time varying φn,m(t). It is clearer that if the speed of MC A (i.e., vc) increases, the

φn,m(t) will approach the θc faster.

6.3.2 Time-varying AoA

Here, we consider both motion effects from MC Z and MS. However, by considering

the relative velocity, the time-varying AoA function can be simplified to that the MS

is only in motion with a velocity relative to MC Z. As the velocity is a vector, which

is equivalent to a specification of its speed and direction of motion, we define the

velocity of MC Z as ~vMC = vMC · ejθMC and that of MS as ~vMS = vMS · ejθMS , where

vMC and vMS are the speeds of the MC and MS, respectively. θMC and θMS are the

moving directions of the MC and MS, respectively.

In terms of the Newton’s classical mechanics, we assume that the MC is fixed as a

reference point, the velocity of MS relative to the MC can be expressed as

~vMS/MC = ~vMS − ~vMC

= vMS · ejθMS − vMC · ejθMC (6.10)

= vMS · cos θMS + j · vMS · sin θMS − vMC · cos θMC − j · vMC · sin θMC

= (vMS · cos θMS − vMC · cos θMC) + j (vMS · sin θMS − vMC · sin θMC) .
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Therefore, vMS/MC and θMS/MC can be calculated by taking the magnitude and argu-

ment of ~vMS/MC , i.e., vMS/MC = ||~vMS/MC || and θMS/MC = arg(~vMS/MC), respectively.

Similarly, based on the interaction of relevant parameters, referring to the derivation

in the Appendix B, the time-varying function of AoA ϕn,m(t) can be expressed as

follows:

1) If −π ≤ ϕn,m(t0) < 0,

ϕn,m (t) = θv−γn,m (t)±π, if −π ≤ θv < ϕn,m (t0) ∪ π+ϕn,m (t0) < θv < π, (6.11)

ϕn,m (t) = θv +γn,m (t)±π, if ϕn,m (t0) ≤ θv ≤ π+ϕn,m (t0) , (6.12)

2) if 0 ≤ ϕn,m(t0) < π,

ϕn,m (t) = θv+γn,m (t)±π, if−π ≤ θv < ϕn,m (t0)−π ∪ ϕn,m (t0) < θv < π, (6.13)

ϕn,m (t) = θv−γn,m (t)±π, if ϕn,m(t0)−π ≤ θv ≤ ϕn,m (t0) , (6.14)

where

v = vMS/MC = ||~vMS/MC ||, (6.15)

θv = θMS/MC = arg(~vMS/MC), (6.16)

γn,m (t) = arccos
vt− a (t0) cos (θv − ϕn,m)√

a2 (t0) + (vt)2 − 2a (t0) vtcos (θv − ϕn,m)
. (6.17)

Again, ϕn,m(t0), a(t0), θMC , vMC , θMS, and vMS are assumed to be obtained from

measurement campaign. It is worth mentioning that “±π” in (6.11) – (6.14) is the

corrector to ensure ϕn,m(t) within the range of [−π, π). To verify the range of time-

varying AoA, the same procedure has been conducted as the time-varying AoD does.

Due to the similar results for AoA, we will not show the corresponding figures here.

Nevertheless, the results demonstrate that when ϕn,m(t0) within [π, π), the time-

varying ϕn,m(t) is still in the range of [π, π) at t = 0 s. However, at other instantaneous

time, i.e. t = 3 or 6 s, the time-varying ϕn,m(t) varies with the variation of ϕn,m(t0).
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Figure 6.5: AoA vs. time t with different ϕn,m(t0). (Note: AoAn,m(t0) indicates
ϕn,m(t0) in the figure.) (ϕn,m(t0) varies, a(t0) = 70 m, θMC = −60◦, vMC = 5 m/s,

θMS = 120◦, vMS = 15 m/s.)

Furthermore, when time tends to infinity, ϕn,m(t) is approaching the inverse direction

of θMS/MC , i.e., a supplementary angle of θMS/MC .

To investigate the impact of important parameters on the time-varying functions of

AoA, we should select the parameters in terms of the real environment. For example,

the direction of AoAs can be from anywhere and the speed of the MC Z and MS can

be from 0 to 100 m/s. The distance parameter (i.e., a(t0)) can be chosen from 0 to 1

km depending on the scenario.

By considering the four cases, i.e., (6.11) – (6.14), of the AoAs time-varying function,

we investigate the impact of parameters ϕn,m(t0), θMC , and θMS, which are more

interested than a(t0), vMC , and vMS. As the impacts of parameters a(t0), vMC and,

vMS are obvious. Therefore, we plot Fig. 6.5 and Fig. 6.5 for different ϕn,m(t0), θMC ,

and θMS, respectively. In general, time-varying AoAs will gradually approach the

inverse direction of the MS when time tends to infinity.

The comparison of the ϕn,m(t) with the different ϕn,m(t0) has been analysed in Fig. 6.5.

It presents that different ϕn,m(t0) only affect the initial AoAs. Again, six curves cover

four cases in the time-varying function of AoAs also with two special cases, which is
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Figure 6.6: AoA vs. time t with different θv.
(ϕn,m(t0) = 54◦, a(t0) = 70 m, θMC & θMS vary, vMC = 5 m/s, vMS = 15 m/s.)

ϕn,m(t0) = 120◦ and ϕn,m(t0) = −60◦. One is the same direction as θv. The other one

is the inverse direction of θv.

The impact of the θMC and θMS on the ϕn,m(t) has been studied in Fig. 6.6. With

the variation of the θMC and θMS, different extreme AoAs will be achieved, although

the initial ϕn,m(t0) are identical. Similarly, the angles we chose by taking into account

all cases in the time-varying function of AoAs, such as θMC and θMS are in the same

direction, opposition, and arbitrary direction. It is worth mentioning that the example

of ϕn,m(t0) = 54◦ is taken from the first strongest of the NLoS Umi scenario in the

IMT-A standard CDL channel model [32].

In summary, regarding the motions of MC Z and MS, Fig. 6.5 and Fig. 6.6 show that

all AoAs will gradually approach the inverse direction of θMS/MC when the time tends

to infinite. Fig. 6.5 illustrates that different ϕn,m(t0) only affects the initial AoAs.

Fig. 6.6 is observed that the different θMC and θMS result in different extreme AoA.

Similarly, a(t0) have more obvious effect, i.e., the shorter a(t0), the less time is needed

to reach the inverse direction of θMS/MC . Again, the faster vMS/MC experiences a

shorter time to approach the inverse direction of θMS/MC .
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6.4 Statistical Properties of Non-WSS IMT-A MIMO

Channel Models

6.4.1 Derivations of local spatial CCF

For WSSUS systems, the spatial CCF depends only on the relative BS and MS antenna

element spacings, ∆ds = |ds1 − ds2| and ∆du = |du1 − du2|, respectively. However, for

non-stationary systems, the spatial CCF does not only depend on the relative antenna

spacings, but also on time t. Due to this dependency, spatial CCF of non-stationary

channel model is called local spatial CCF and can be expressed as [86]

ρs1u1s2u2
(t,4ds,4du) = E

{
hu1,s1,n (t)h∗u2,s2,n (t)

}
(6.18)

=
1

M

M∑
m=1

E
{
Pn(t)ejk4dssin(φn,m(t)) ejk 4dusin(ϕn,m(t))

}
where (·)∗ denotes the complex conjugation operation and E{·} designates the statis-

tical expectation operator.

Under the WSSUS assumption, the AoAs and AoDs are considered as time-invariant.

In this case, the spatial CCF will be reduced to [10]

ρs1u1s2u2
(4ds,4du) = E

{
hu1,s1,n (t)h∗u2,s2,n (t)

}
(6.19)

=
Pn
M

M∑
m=1

E
{
ejk4dssin(φn,m)ejk 4dusin(ϕn,m)

}
.

6.4.2 Derivations of local temporal ACF

Based on the proposed non-stationary IMT-A channel model, the local temporal ACF

can be expressed as

r (t, τ ′) = E
{
hu,s,n (t)h∗u,s,n (t− τ ′)

}
(6.20)

=
1

M

M∑
m=1

E
{
Pn(t)Aϕn,m(t, τ ′)Bφn,m(t, τ ′)Cϕn,m(t, τ ′)

}
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where

Aϕn,m (t, τ ′) = ejkdu[sin(ϕn,m(t))−sin(ϕn,m(t+τ ′))], (6.21a)

Bφn,m (t, τ ′) = ejkds[sin(φn,m(t))−sin(φn,m(t+τ ′))], (6.21b)

Cϕn,m (t, τ ′) = e−jk||v||[cos(ϕn,m(t)−θv)(t)−cos(ϕn,m(t+τ ′)−θv)(t+τ ′)]. (6.21c)

By applying the WSSUS assumption on (6.21), we get

Aϕn,m (t, τ ′) = 0, (6.22a)

Bφn,m (t, τ ′) = 0, (6.22b)

Cϕn,m (t, τ ′) =ejk||v||cos(ϕn,m−θv)τ ′ . (6.22c)

Therefore, (6.20) can be written as [10]

r (τ ′) =
Pn
M

M∑
m=1

E
{
ejk||v|| cos(ϕn,m−θv)τ ′

}
. (6.23)

6.5 Simulation Results and Analysis

6.5.1 Local spatial CCF

By using the NLoS UMa scenario and main simulation parameters as follows: φn,m(t0) =

random, c(t0) = 100 m, θc = 15◦, vc = 30 m/s, ϕn,m(t0) = random, a(t0) = 150 m,

θv = 120◦, and v = 20 m/s, Fig. 6.7 shows the absolute values of three-dimensional

(3D) local spatial CCF of the non-stationary IMT-A channel model at the system

level. It is obvious that the absolute value of the local spatial CCF changes with time

t due to the non-stationarity of the channel.

To highlight these changes, Fig. 6.8 shows two-dimensional (2D) theoretical and sim-

ulated system-level local spatial CCF at three time instants, i.e., t = 0, 5, 10 s. It

is worth noting that t = 0 represents the WSSUS case. It is clear that simulated
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Figure 6.7: The absolute value of the system-level local spatial CCF of the non-
stationary IMT-A channel model (UMa NLoS scenario).
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Simulation, t=0s
Simulation, t=5s
Simulation, t=10s

Figure 6.8: The theoretical and simulated system-level local spatial CCF of the non-
stationary IMT-A at different time instants (UMa NLoS scenario).

results match theoretical ones very well, verifying the correctness of our theoretical

derivations as well as simulations.
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Figure 6.9: The absolute value of the system-level local temporal ACF of the non-
stationary IMT-A channel model (UMa NLoS scenario).
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Figure 6.10: The theoretical and simulated system-level local temporal ACF of the
non-stationary IMT-A at different time instants (UMa NLoS scenario).

6.5.2 Local temporal ACF

Still using the NLoS UMa scenario, the following parameters are used for simulating

the local temporal ACF: φn,m(t0) = random, c(t0) = 100 m, θc = 15◦, vc = 30 m/s,
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ϕn,m(t0) = random, a(t0) = 70 m, θMC = −140◦, vMC = 5 m/s, θMS = 120◦, and

vMS = 20 m/s,.

Fig. 6.9 shows the absolute value of the 3D local temporal ACF of the non-stationary

IMT-A channel model at the system level for the NLoS UMa scenario. Similar to the

local spatial CCF, the absolute value of the local temporal ACF varies with time t

because of the time-varying AoDs and AoAs. Fig. 6.10 illustrates this differences by

plotting the 2D theoretical and simulated system-level local temporal ACF at three

different time instants, i.e., t = 0 s (WSSUS), t = 5 s, and t = 10 s. Again, the

simulated results match theoretical results very well, verifying the correctness of our

theoretical derivations as well as simulations.

6.6 Summary

Based on the original WSSUS IMT-A channel model, this chapter has developed

a non-stationary IMT-A MIMO channel model to investigate the time variation of

the wireless channels in different moving scenarios by considering only time-varying

AoDs and AoAs. The impacts of these parameters on the time-varying functions

have been investigated thoroughly. According to the proposed non-stationary IMT-

A channel model, the statistical properties in terms of the local spatial CCF and

local temporal ACF have been derived. Furthermore, the corresponding simulation

results have been obtained by MATLAB simulations. Satisfied agreement between

the theoretical results and simulated results is achieved to prove the correctness of

our derivations. Finally, numerical results have demonstrated that the local statistical

properties would vary with time due to the time-variant angular parameters of the

proposed channel model.
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For the successful design and development of wireless communication systems, prop-

agation channel modelling and simulations are crucial and indispensable. This thesis

presents a wealth of comprehensive research on geometry-based wireless channel mod-

elling and simulation for advanced MIMO V2V communication systems (i.e., Chap-

ter 3 and Chapter 4) and F2M cellular systems (i.e., Chapter 5 and Chapter 6). The

importance of our research has been proved and introduced in detail. In this con-

cluding chapter, the key findings of my PhD research are summarised and several

potential future research directions are proposed as well.

7.1 Summary of Results

• V2V Channel Models

In Chapter 3, a novel 3D theoretical RS-GBSM and corresponding SoS simulation

model have been proposed for non-isotropic scattering MIMO V2V fading channels.

The proposed models have the ability to investigate the impact of the VTD and

elevation angle on channel statistics. In addition, we have developed a novel parameter

computation method, named as MEV, to jointly calculate the azimuth and elevation

angles. Based on proposed models, comprehensive statistical properties have been
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derived and thoroughly investigated. The simulation results have validated the utility

of the proposed model. The difference between the proposed 3D and existing 2D

models has been investigated and analysed in terms of the impact of the elevation

angle on channel statistical properties. By comparing these results, we can see that

the VTD has a great impact on all channel statistical properties, whereas the elevation

angle has significant impact only on ST CF and Doppler PSD. Our simulations and

analysis have demonstrated that the low VTD condition always shows better channel

performance than the high VTD case. Compared with the existing less complex 2D

RS-GBSMs and 3D RS-GBSMs, the proposed 3D MIMO V2V RS-GBSMs are more

practical to mimic a real V2V communication environment.

In Chapter 4, a non-WSS 3D theoretical RS-GBSM and corresponding SoS simulation

model have been proposed for non-isotropic scattering wideband MIMO V2V fading

channels. The impact of the VTD and non-stationarity on channel statistics can be

captured by the proposed models. Again, the MEV proposed in Chapter 3 is used to

jointly calculate the azimuth and elevation angles. Based on proposed channel models,

important local statistical properties have been derived and thoroughly investigated,

i.e., local ST CF, local FCF and PDP. The proposed 3D reference and simulation

models are verified by simulated results indicating the correctness of our derivations.

It has shown that the VTD has major impact on these local statistical properties. To

demonstrate the utility of proposed wideband non-WSS model, the channel simulator

has been validated by measurements in terms of local SI.

• F2M Cellular Channel Models

In Chapter 5, the statistical properties and computational complexities of the LTE-A

and IMT-A channel models have been thoroughly investigated in terms of the number

of ROs. Theoretical expressions have been derived for the spatial CCF, temporal

ACF, envelope LCR, AFD, PDP, and FCF, verified by the corresponding simulation

results. Overall, the LTE-A channel model is simpler and requires much less number of

ROs than the IMT-A channel model. However, the IMT-A channel model has better

accuracy to simulate the various MIMO scenarios but with higher complexities. To
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simplify the IMT-A channel model, several complexity reduction methods have been

proposed. Besides the statistical properties, we have employed the system throughput

of the 4G LTE-A system as an additional accuracy metric. The number of ROs and the

channel coefficient computing time are used as the complexity metrics. The simulation

results have shown that the proposed simplification methods can significantly reduce

the complexity of the IMT-A channel model whereas the accuracy is not degraded

much. Therefore, it has been demonstrated that the proposed complexity reduction

methods are effective to apply to the original IMT-A channel model.

In Chapter 6, a framework of non-stationary IMT-A MIMO channel model has been

developed according to the baseline WSS IMT-A channel model. The non-WSS IMT-

A model is expected to investigate the time variation of the wireless channels in

different moving scenarios by considering time-varying AoDs and AoAs. The impacts

of these parameters on the time-varying functions have been investigated thoroughly.

Moreover, important local statistical properties have been derived, such as the local

spatial CCF and local temporal ACF. After that, the corresponding simulation results

have been obtained by MATLAB simulations, which indicate a satisfactory agreement

between the theoretical results and simulated proving the correctness of our deriva-

tions. It is concluded that the local statistical properties vary with time due to the

time-variant parameters of the proposed channel model.

7.2 Future Research Directions

There are several potential directions of this thesis that can be further expanded.

• V2V Channel Measurements

Although our contributions have been limited to proposing theoretical RS-GBSMs

and simulation models of MIMO V2V wireless channels, it can be considered as a

theoretical guidance for establishing more purposeful V2V measurement campaigns

in the future. A few publications on V2V channel measurements can be found in the
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literature, there are research gaps to verify these proposed RS-GBSMs compared with

more purposeful measurement data, such as the measurements for high VTD scenarios

and the channel non-stationarity. Therefore, future research efforts may be devoted to

conducting measurement campaigns cooperating with other universities or industries.

Combining with actual measurements, it is interesting to compare the performance of

different V2V models, such as pure-GBSM and semi-GBSM. It may be useful for the

development of a new type of V2V channel model that provides better compromise

between the model accuracy and complexity.

• Realistic non-WSSUS Channel Models

In the future advanced wireless communication systems, high speed moving scenar-

ios will be ubiquitous, such high speed train and motorway vehicular communica-

tions [116]. The high mobility results in the existence of many moving scatterers

around the Tx/Rx so that the time variation in such channels can be more rapid than

that in conventional channels. This essentially means that non-stationarity has to be

considered in realistic non-WSS channel models, since the WSSUS conditions pertain

to a much shorter time period.

The framework of the non-WSS V2V and F2M channels models have been intro-

duced in Chapter 4 and Chapter 6, respectively. However, the trade-off between the

model accuracy and complexity in capturing the non-stationarity still needs more

comprehensive investigations. This requires that the realistic channel models have

to associate with the measurement data. Therefore, it is desirable to further extend

the proposed channel models to be more realistic for capturing the non-stationarity

of dynamic channels. Moreover, the correlated scattering (i.e., non-US) should be

considered in non-WSSUS channel models. For the channel simulation, the optimal

number of N should be performed as well. It is worth investigating if the experienced

value (i.e., N=40) is still sufficient in non-WSSUS channel models.

Due to the fact that the non-WSSUS GBSMs make the models extremely complicated,

it is also interesting to investigate whether it is worth sacrificing the complexity to
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capture the non-stationarity by using GBSMs. Again, how to properly incorporate the

non-stationarity into channel models is still an open question. Based on the conducted

measurement campaigns in the future, it is extremely important to investigate the

features of different types of modelling approach (e.g., NGSM and GBSM) in capturing

the non-stationarity of channels in order to find a feasible approach to fill this research

gap. On the other hand, the proposed channel models should be tested by integrated

communication systems to evaluate the model performance.

• Massive MIMO Channel Models

Massive MIMO, also known as large MIMO, is an emerging technology in advanced

wireless communications, such as 5G systems. It has been shown both in theory

and in practical propagation environments that massive MIMO has very promising

features, including large gains in spectral efficiency and several orders of magnitude

lower transmitted power [117], compared with conventional MIMO systems with a

small number of antennas.

In massive MIMO systems, either the Tx or Rx or both can be equipped with a

large number of antennas (e.g., tens to hundreds). Modelling the effective scatter-

ers in massive MIMO, it is observed that some scatterers may be invisible over the

whole antenna array, and for scatterers being visible over the whole antenna array,

their power contribution may vary considerably. Thus, the fading variation caused by

the large antenna array can be critical to performance evaluation for massive MIMO

systems. However, current theoretical studies of massive MIMO channel models are

mostly done with i.i.d. complex Gaussian coefficients. To efficiently evaluate such a

new technique in real scenarios, new channel models are needed that capture impor-

tant properties of massive MIMO propagation channels.
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Derivation of time-varying AoD for IMT-A

To derive the time-varying function of AoD, we assume that φn,m(t0), c(t0), θc, and

vc are known, and can be obtained from a measurement campaign.

A.1 Case A.1

(−π ≤ φn,m(t0) < 0)

A.1.1 Sub-case A.1.1

(−π ≤ θc ≤ φn,m(t0) ∪ φn,m(t0) + π ≤ θc < π)

In Fig. A.1, the sub-case A.1.1 φn,m (t) is expressed as

φn,m (t) = φn,m(t0)− αn,m (t) (A.1)

In trigonometry, based on the law of cosines, αn,m (t) and c(t0) can be expressed as

αn,m (t) = arccos
c2 (t0) + c2 (t)− (vct)

2

2 · c (t0) · c(t)
, αn,m (t) ∈ [0, π] (A.2)
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c (t) =

√
c2 (t0) + (vct)

2 − 2 · c (t0) · vct · cos β (A.3)

Moreover, β can be expressed as:

β = (π + φn,m(t0)− θc) , β ∈ [0, π] (A.4)

By substituting (A.3) and (A.4) into (A.2), we get

αn,m (t) = arccos
c2 (t0) + c2 (t)− (vct)

2

2 · c (t0) · c(t)

= arccos
c2 (t0) + c2 (t0) + (vct)

2 − 2 · c (t0) · vct · cos (π + φn,m(t0)− θc) − (vct)
2

2 · c (t0)
√
c2 (t0) + (vct)

2 − 2 · c (t0) · vct · cos (π + φn,m(t0)− θc)

= arccos
c (t0)−vct · cos (π + φn,m(t0)− θc)√

c2 (t0) +(vct)
2−2 · c (t0) · vct · cos (π + φn,m(t0)− θc)

= arccos
c (t0) +vct · cos (φn,m(t0)− θc)√

c2 (t0) +(vct)
2+2 · c (t0) · vct · cos (φn,m(t0)− θc)

(A.5)

And then, put (A.5) into (A.1), we finally obtain the φn,m (t) as

φn,m (t) = φn,m(t0)− αn,m (t)

= φn,m(t0)− arccos
c (t0) +vct · cos (φn,m (t0)− θc)√

c2 (t0) +(vct)
2+2 · c (t0) · vct · cos (φn,m (t0)− θc)

(A.6)

To expressly show the result, we re-write φn,m (t) as follows in this thesis.

φn,m (t) = φn,m (t0)− αn,m (t) (A.7)

where

αn,m (t) = arccos
c (t0) +vct · cos (φn,m (t0)− θc)√

c2 (t0) + (vct)
2+2 · c (t0) · vct · cos (φn,m (t0)− θc)

. (A.8)
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A.1.2 Sub-case A.1.2

(φn,m(t0) < θc < φn,m(t0) + π)

In Fig. A.1, the sub-case A.1.2 φn,m (t) is expressed as

φn,m (t) = φn,m(t0) + αn,m (t) . (A.9)

Following the same procedure as in (A.2), (A.3), (A.4) and (A.5) we can express the

φn,m (t) as

φn,m (t) = φn,m(t0) + αn,m (t)

= φn,m(t0) + arccos
c (t0) +vct · cos (φn,m (t0)− θc)√

c2 (t0) +(vct)
2+2 · c (t0) · vct · cos (φn,m (t0)− θc)

.

(A.10)

Again, to expressly show the result, we re-write φn,m (t) as follows in this thesis.

φn,m (t) = φn,m (t0) + αn,m (t) , (A.11)

where

αn,m (t) = arccos
c (t0) +vct · cos (φn,m (t0)− θc)√

c2 (t0) +(vct)
2+2 · c (t0) · vct · cos (φn,m (t0)− θc)

. (A.12)

A.2 Case A.2

(0 ≤ φn,m(t0) < π)

A.2.1 Sub-case A.2.1

(−π ≤ θc ≤ φn,m(t0)− π ∪ φn,m(t0) ≤ θc < π)
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In Fig. A.1, the sub-case A.2.1 φn,m (t) is expressed as:

φn,m (t) = φn,m(t0) + αn,m (t) . (A.13)

Similar to (A.2), (A.3), (A.4) and (A.5), we can write the φn,m (t) as:

φn,m (t) = φn,m(t0) + αn,m (t)

= φn,m(t0) + arccos
c (t0) +vct · cos (φn,m (t0)− θc)√

c2 (t0) +(vct)
2+2 · c (t0) · vct · cos (φn,m (t0)− θc)

.

(A.14)

A.2.2 Sub-case A.2.2

(φn,m(t0)− π < θc < φn,m(t0))

In Fig. A.1, the sub-case A.2.2 φn,m (t) is expressed as:

φn,m (t) = φn,m(t0)− αn,m (t) . (A.15)

Following the same procedure as before, φn,m (t) can be expressed as:

φn,m (t) = φn,m(t0)− αn,m (t)

= φn,m(t0)− arccos
c (t0) +vct · cos (φn,m (t0)− θc)√

c2 (t0) +(vct)
2+2 · c (t0) · vct · cos (φn,m (t0)− θc)

.

(A.16)
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Figure A.1: Sub-case A.1.1 (−π ≤ θc ≤ φn,m(t0) ∪ φn,m(t0) + π ≤ θc < π)
Sub-case A.1.2 (φn,m(t0) < θc < φn,m(t0) + π)

Sub-case A.2.1 (−π ≤ θc ≤ φn,m(t0)− π ∪ φn,m(t0) ≤ θc < π)
Sub-case A.2.2 (φn,m(t0)− π < θc < φn,m(t0)).
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To derive the time-varying function of AoA with both cluster and MS are in motion,

we assume that ϕn,m(t0), a(t0), θv = θMS/MC and v = vMS/MC are known.

B.1 Case B.1

(−π ≤ ϕn,m(t0) < 0)

B.1.1 Sub-case B.1.1

(−π ≤ θv < ϕn,m(t0) ∪ π + ϕn,m(t0) < θv < π)

In Fig. B.1, the sub-case B.1.1 ϕn,m (t) is expressed as:

ϕn,m (t) = θv − γn,m (t)± π, ϕn,m (t) ∈ [−π, π) (B.1)

In trigonometry, based on the law of cosines, γn,m (t) and a (t) can be derived as:

γn,m (t) = arccos
a2 (t) + (vt)2 − a2 (t0)

2 · a (t) · vt
, γn,m (t) ∈ [0, π] (B.2)
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a (t) =

√
a2 (t0) + (vt)2 − 2 · a (t0) · vt · cos δ . (B.3)

Moreover, δ can be expressed as:

δ = (ϕn,m(t0)− θv) , δ ∈ [0, π] (B.4)

So, we put (6.14) and (6.17) into (6.13), we have

γn,m (t) = arccos
a2 (t) + (vt)2 − a2 (t0)

2 · a (t) · vt

= arccos
a2 (t0) + (vt)2 − 2 · a (t0) · vt · cos (ϕn,m(t0)− θv) + (vt)2 − a2 (t0)

2 · vt
√
a2 (t0) + (vt)2 − 2 · a (t0) · vt · cos (ϕn,m(t0)− θv)

= arccos
vt−a (t0) · cos (ϕn,m(t0)− θv)√

a2 (t0) + (vt)2 − 2 · a (t0) · vt · cos (ϕn,m(t0)− θv)
(B.5)

Therefore, putting (6.17) into (6.12), we finally obtain the ϕn,m (t) as:

ϕn,m (t) = θv − γn,m (t)± π

= θv − arccos
vt−a (t0) · cos (ϕn,m(t0)− θv)√

a2 (t0) + (vt)2 − 2 · a (t0) · vt · cos (ϕn,m(t0)− θv)
± π

(B.6)

To expressly show the result, we re-write ϕn,m (t) as follows in this thesis.

ϕn,m (t) = θv − γn,m (t)± π, (B.7)

where

γn,m (t) =arccos
vt−a (t0) · cos (ϕn,m(t0)− θv)√

a2 (t0) + (vt)2 − 2 · a (t0) · vt · cos (ϕn,m(t0)− θv)
. (B.8)

144



Appendix B: Derivation of time-varying AoA for IMT-A

B.1.2 Sub-case B.1.2

(ϕn,m(t0) ≤ θv ≤ π + ϕn,m(t0))

In Fig. B.1, the sub-case B.1.2 ϕn,m (t) is expressed as:

ϕn,m (t) = θv + γn,m (t)± π, ϕn,m (t) ∈ [−π, π) (B.9)

and

δ =
(
θv − ϕn,m(t0)

)
, δ ∈ [0, π] . (B.10)

By repeating the similar calculation for sub-case B1.1, we derive the ϕn,m (t) as:

ϕn,m (t) = θv + γn,m (t)± π

= θv + arccos
vt−a (t0) · cos (ϕn,m(t0)− θv)√

a2 (t0) + (vt)2 − 2 · a (t0) · vt · cos (ϕn,m(t0)− θv)
± π.

(B.11)

B.2 Case B.2

(0 ≤ ϕn,m(t0) < π)

B.2.1 Sub-case B.2.1

(−π ≤ θv < ϕn,m(t0)− π ∪ ϕn,m(t0) < θv < π)

In Fig. B.1, the sub-case B.2.1 ϕn,m (t) is expressed as:

ϕn,m (t) = θv + γn,m (t)± π, ϕn,m (t) ∈ [−π, π) (B.12)
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and

δ =
(
θv − ϕn,m(t0)

)
, δ ∈ [0, π] . (B.13)

Again, by repeating the similar calculation for sub-case B1.1, we derive the ϕn,m (t)

as:

ϕn,m (t) = θv + γn,m (t)± π

= θv + arccos
vt−a (t0) · cos (ϕn,m(t0)− θv)√

a2 (t0) + (vt)2 − 2 · a (t0) · vt · cos (ϕn,m(t0)− θv)
± π.

(B.14)

B.2.2 Sub-case B.2.2

(ϕn,m(t0)− π ≤ θv ≤ ϕn,m(t0))

In Fig. B.1, the sub-case B.2.2 ϕn,m (t) is expressed as:

ϕn,m (t) = θv − γn,m (t)± π, ϕn,m (t) ∈ [−π, π) (B.15)

and

δ =
(
θv − ϕn,m(t0)

)
, δ ∈ [0, π] . (B.16)

Again, by repeating the similar calculation for sub-case B1.1, we derive the ϕn,m (t)

as:

ϕn,m (t) = θv − γn,m (t)± π

= θv − arccos
vt−a (t0) · cos (ϕn,m(t0)− θv)√

a2 (t0) + (vt)2 − 2 · a (t0) · vt · cos (ϕn,m(t0)− θv)
± π.

(B.17)
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Figure B.1: Sub-case B.1.1 (−π ≤ θv < ϕn,m(t0) ∪ π + ϕn,m(t0) < θv < π)
Sub-case B.1.2 (ϕn,m(t0) ≤ θv ≤ π + ϕn,m(t0))

Sub-case B.2.1 (−π ≤ θv < ϕn,m(t0)− π ∪ ϕn,m(t0) < θv < π)
Sub-case B.2.2 (ϕn,m(t0)− π ≤ θv ≤ ϕn,m(t0)).
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[38] A. G. Zajić and G. L. Stüber, “Space-time correlated mobile-to-mobile channels:

modelling and simulation,” IEEE Trans. Veh. Technol., vol. 57, no. 2, pp. 715–

726, Mar. 2008.

151

http://projects.celtic-initiative.org/winner+/index.html


References

[39] X. Cheng, C.-X. Wang, D. I. Laurenson, S. Salous, and A. V. Vasilakos, “An

adaptive geometry-based stochastic model for non-isotropic MIMO mobile-to-

mobile channels,” IEEE Trans. Wireless Commun., vol. 8, no. 9, pp. 4824–4835,

Sep. 2009.
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