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Abstract

In this study, a novel lattice Boltzmann model (LBM) of CO2 dissolution at porous scale is

proposed and developed to predict the CO2 dispersion and dissolution in geo-formations.

The developed LBM dissolution model consists of an interfacial momentum interaction

model, a mass transfer model and a convection (advection) model.

Shen-Chen’s pseudopotential model using Equation of State (EOS) of real fluids is tested

for momentum interaction model. It is found that a sharp interface can be maintained by

optimizing the interaction strengths of two fluids with minimum numerical diffusion in

the interfacial momentum interaction model. This makes it possible to model physical

diffusion and interfacial tension individually.

A new diffusion force, describing the particle diffusion driving by chemical potential

at given solubility, is proposed for mass transfer model by applying the interparticle

interaction pseudopotential concept. The dissolution is governed by coupling mechanism

of diffusion and convection. The interface between the solute of CO2 and solvent water is

monitored by the solubility, which changes and indicates the moving of interface as CO2

dissolving. The solution is considered as the mixture of dissolved CO2 and water. Instead

of using an additional Lattice that is requested by the existed LBM, the further dispersion

of dissolved solutes is attached to the Lattice of water, by which the cost of computing

memory size and time is significantly reduced.

The developed LBM dissolution model is calibrated by the data from Lab experiment of

dissolution of CO2 droplet in water at a state of CO2 geological storage about 1000m

depth. The calibration is made by comparison of simulation results with the data, in terms

of the shrinking rate of CO2 droplet and the concentration distribution of dissolved CO2

in the solution layer. As the whole, the numerical predictions are well agreement with

those of lab experiment.

The developed model is then applied to investigate the mechanism of dispersion and dis-

solution of CO2 droplet in channels at pore scale, in terms of the effects of the Eo number,
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channel width and channel tilt angle. It is found under the state at 1000m depth that it is

difficult for a dissolving CO2 droplet, unlike that of an immiscible droplet, to reach to

a ’terminal velocity’. Because of the shrinking, dissolving CO2 droplets accelerate from

a quiescent state to a maximum velocity and then decelerate in the channels. The ratio

of droplet diameter (Do) to channel width (Lx), M=Do/Lx, and the inclination are the

parameters that significantly affect the dynamics of dissolving CO2 droplets. The smaller

the channel width or the tilt angle of the pores of the geoformation, the slower of stored

CO2 can penetrate vertically and dissolve out. While, as the channel width increases to

provide enough space, M<1, the shrinking rate is independent of the channel width and

wobbling of droplets is observed at the region with the Re number of 300-600 and the Eo

number of 20-43.

The interactions of droplets in the channels (M=1 and M=0.3) are investigated by simu-

lating of a pair of droplets dispersion and dissolution, with an initial distance of 4.5 times

of droplet diameter. Comparison is made to that of single droplet in terms of the rising

velocity and shrinking rate. It is found that the shrinking rate of the upper droplet is larger

than that of the following droplet when the following droplet moves into the solution field

of the upper droplet. The following droplet rises, when M=1 and M=0.3, faster than that

of the upper droplet and also than that of the single droplet under the same conditions.

The coalescence of two droplets is observed in the channel at M=0.3, which is due to the

action of tail vortex of the upper droplet on the following droplet. The following droplet

accelerates at a different wobbling frequency with that of the upper droplet.

As the implication in model development, in term of numerical stability, the so called

’non-linear implicit trapezoidal lattice Boltzmann scheme’, proposed by Nourgaliev et

al. [1], is re-examined in order to simulate the large density ratio of two-fluid flows. It is

found from the re-derivation that the scheme is a linear scheme in nature. Therefore, the

re-derived scheme is more efficient and the CPU time can be reduced. The test cases of the

simulation of a steady state droplet using SC EOS show that re-derived scheme improves

the numerical stability by reducing the spurious velocity about 21.7% and extending the

density ratio 53.4% as relaxation time of the improved scheme is 0.25, in comparison to

those from the traditional explicit scheme. Meanwhile, in the multicomponent simulation,

with the same density distribution at steady state, the improved scheme reduces both the
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magnitude and spreading region of the spurious velocity. The spurious velocity of the

improved method reduces approximate 4 times than that of the explicit scheme.
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Chapter 1

Introduction

1.1 Perspective

Global warming is widely regarded as a serious environmental issue to be addressed.

The average Earth surface temperature correlates well with the amount of CO2 in the

atmosphere. Until a clean and abundant source of energy is developed, a solution must be

found to mitigate the effects of such emissions.

Carbon Dioxide Capture and Storage (CCS) has been widely accepted as one of means to

mitigate global warming. With regard to the potential biological impact of direct injection

into the ocean, carbon dioxide geological storage is considered to be more suitable in an

engineering scale. The main risk of CO2 geological storage is leakage. A series of field

observation, laboratory experiments and numerical simulations in different spatial and

temporal scales have been undertaken to predict the possibilities of leakage and assess

their risk. The conclusions from the studies indicated that it is essential to understand the

full physical and chemical mechanisms of interactions between fluids (brine, CO2, natural

gas, and oil) and the interactions between fluids and geoformations.

In order to investigate the mechanisms of CO2 geological storage, the mechanism at pore

scale will provide the fundamental knowledge for prediction model developments. One

of the mechanism models to be developed is the CO2 mass transfer model. The Lattice

Boltzmann method (LBM), as an effective algorithm with which to simulate the single

phase or multiple phase/component fluid flows in complex geometries, is applied in the

development of the novel Lattice Boltzmann multicomponent multiphase mass transfer

model at pore scale.

From the literature reviews of the existing Lattice Boltzmann mass transfer models, it has
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1.3. Research Objectives

been recognized that none of the existing models have been found to be suitable to de-

scribe the CO2 dissolution in water. Therefore, construction of a novel Lattice Boltzmann

multicomponent multiphase CO2 dissolution model is necessary.

1.2 Research Hypothesis

A LBM CO2 dissolution model at porous scale can be constructed by joining an interfacial

momentum interaction model, a mass transfer model and a convection (advection) model.

The interfacial momentum interaction model is based on Shan-Chen’s pseudopotential

model incorporated with an Equation of state of real fluid. The mass transfer of CO2 into

water is due to CO2 dissolution, which is governed by the coupling mechanisms of diffu-

sion and convection. The CO2 diffusion, driven by the gradient of the chemical potential,

is described by the interparticle interaction pseudopotential. Once the CO2 is dissolved

into water, the solution is considered as a mixture of dissolved CO2 and water. The further

dispersion of dissolved CO2 solutes is attached to the Lattice of water. For such a proposed

model, no additional Lattice is required for the CO2 solution; consequently, the cost will

be reduced regarding both the memory and CPU time.

1.3 Research Objectives

The objectives of this research are, in LBM theory, to challenge simulation of the mass

transfer by adopting pseudopotential concepts for a LB mass transfer model. In practice,

this would address the lack of appropriate LBM CO2 dissolution model at pore scale

based on the mechanism and physical model of CO2 dissolution in water.

The availability of the developed model should be tested or calibrated by the published lab

experiment data at CO2 geological storage condition, in terms of the shrinking rate of the

droplet and the concentration distribution of the dissolved CO2. The effects of numerical

diffusion on the dissolution, taking into account the system of static CO2 droplet in water,

must be examined in order to identify the schemes which distinguish it from physical

diffusion.
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To investigate the characteristics of CO2 dispersion and dissolution in pores, a set of pore-

scale channels with variance of sizes and tilt angles was used; these are assumed to be the

geo-units of formation, and are regarded as an artificial geoformation for storage of CO2.

The shrinking rate, rising velocity, and deformation of CO2 droplet are the key parameters

used to describe the CO2 dynamics in the artificial geoformation. They are to be predicted

by simulations using model developed in this study.

In order to identify the role of droplet interaction, simulations of the dissolution of mul-

tiple droplets is designed using the developed model to enable comparison with that

of a single droplet in the channels. The mechanisms of the break-up of a droplet and

coalescence of two droplets are to be studied.

With regard to the numerical stability of the LBM model, one of the objectives of the study

is to improve the LBM scheme. The ’non-linear implicit trapezoidal lattice Boltzmann

method’ proposed by Nourgaliev et al. [1] is to be re-examined and a simple linear scheme

will be derived from it. The aim of the improved model is to preserve the trapezoidal rule

central approximation and to avoid the iteration calculation. The improved model is to be

tested by simulation of multiple phases and multiple components in terms of high density

ratios and spurious velocity comparison.

1.4 Contributions to the development of Lattice Boltz-

mann method

The main contributions of this study to the development of Lattice Boltzmann method

include:

1). A novel multicomponent Lattice Boltzmann dissolution model for simulating mass

transfer at pore scale is developed, which can be used to study the mechanism of CO2

dissolution and dispersion in geo-formation.

2). A diffusion force driven by the chemical potential is proposed in LBM mass transfer

model. The physical diffusion is separated from the interfacial tension. The relationship
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between diffusion potential strength in LBM dissolution model and physical diffusivity is

obtained .

3). The mechanisms of CO2 dissolution and dispersion in geoformation are investigated,

in terms of the pore structure, and the interaction of CO2 droplets in a pore-scale channel.

4). A linear LBM numerical scheme is derived from no linear implicit trapezoidal LBM

scheme and applied in simulations of multiple fluid flow.

1.5 Organization of the Dissertations

This dissertation is organized into seven chapters. The literature review of carbon capture

and storage is described in Chapter 2, including the briefly description of global warming

and CCS, the experimental investigations and numerical simulations of CO2 geological

storage. In Chapter 3, the evolution and the governing equation of LBM are introduced,

along with the reviews of LBM multicomponent multiphase models and mass transfer

models. The challenges of LBM are reviewed and discussed. In Chapter 4, a new LBM

multicomponent mass transfer model is developed and calibrated by the lab experiment

of static droplet dissolution with natural convections. In Chapter 5, the developed model

is applied to investigate the mechanisms of dispersion and dissolution of CO2 droplet in

channels with different sizes and tilt angles at pore scale under CO2 geological storage

state. In Chapter 6, the examination on an implicit LBM numerical scheme and the details

of the derivation of a linear LBM scheme are provided with test and validation examples.

Finally, Chapter 7 is the summarization of the main conclusions from this study and the

suggestions for the future research.
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Chapter 2

Background

2.1 Introduction

Carbon geological storage, which has been considered as a potential option to mitigate the

emission of carbon dioxide in the atmosphere, is outlined and discussed in this chapter.

Firstly, the background related to carbon geological storage is presented in Section 2.2.

The technologies of carbon dioxide geological sequestration are summarized in Section

2.3, which is followed by a review of the experimental mechanisms studies of carbon

geological storage in Section 2.4, in terms of the experiment studies in the field and in

the laboratory. In Section 2.5, the studies of numerical simulation of carbon geological

storage are reviewed and discussed in terms of modelling and modelling applications in

different spatial scales. Finally, Section 2.6 summarizes the studies of carbon geological

storage and highlights the objectives of the dissertation.

2.2 Global warming and CCS

Global warming is regarded as a serious environmental problem which human beings

have to face today. It has been estimated that global warming could produce a number

of effects, including rising sea levels, extinction of various species, and expansion of

deserts [24].

The average temperature of the Earths’ near-surface air and oceans has been increasing

continuously since the mid-twentieth century. For example, the earth surface temperature

increased by 0.74±0.18◦C during the last century, based on surface air measurement at

meteorological stations and satellite measurements of sea surface temperature [25], as
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2.2. Global warming and CCS

Figure 2.1: Global annual mean temperature changes with time from surface air
measurement at meteorological stations and satellite measurements of sea surface
temperature, which is relative to the mean temperature (0.54◦C) during 1951-1980 [2].

shown in Figure 2.1. The linear warming rate between 1950 and 2000 of 0.13◦C per

decade is nearly twice the rate observed from 1900 to 1950. Consequently, the global

average sea level rose approximately 1.8 mm per year from 1961 to 2003; it should be

noted that the rate increased to 3.1 mm per year from 1993 to 2003 [25].

According to the Intergovernmental Panel on Climate Change (IPCC), anthropogenic

greenhouse gases are responsible for the most of the observed temperature increase through

the use of the fossil fuels oil, natural gas, coal and land clearance [25]. Model experiments

suggest that further warming will continue at a rate of approximately 0.1◦C per decade,

even if the concentration of greenhouse gases were kept at the level found in the year 2000

level [25].

The main greenhouse gases include water vapor, carbon dioxide (CO2), methane (CH4)

and nitrous oxide (N2O) [25]. With the exception of water vapor, carbon dioxide as part

of greenhouse gases contributes most to the greenhouse effect, contributing 9-26% [26].

The observation results appear to confirm this, showing that the concentration of carbon

dioxide in the atmosphere correlates with the variations in Earth surface temperature

since 400000 years before 2007 [4], as shown in Figure 2.2. It should be noted that the

concentration of carbon dioxide significantly increased in the past thirty years at the rate
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2.2. Global warming and CCS

Figure 2.2: Historical trends in the change of carbon dioxide concentration and
temperature [3].

of approximately 1.6 ppm per year, as shown in the observation data at the right side

of Figure 2.2 (the enlarged part). Meanwhile, the observed temperature has risen rapidly

during the same period. In 2013, the earth system research laboratory reported that the

concentration of carbon dioxide in the atmosphere had increased to 395.09 ppm in January

2013, which is approximately 0.4 times more than that of the pre-Industrial Revolution

in the 1800s, which was 280ppm [27]. The total CO2 emissions from industrial activities

worldwide are approximately 13,466 million tonnes per year, of which 10,539 million

tonnes per year are emissions from power plants [4]. The consumption of fossil energy

sources is a primary factor (>80%) related to the increase of CO2 concentration [25].

In order to restrict the concentration of carbon dioxide below 500ppm, the EU countries

planned to reduce the greenhouse gas emissions by 30% in 2020 and by 50% in 2050, in

comparison with the figure in 1990 [28]. However, the latest data from the U.S. Energy

Information Administration (IEA) indicates that global energy-related CO2 emissions in

7



2.2. Global warming and CCS

Figure 2.3: Overview of CO2 geological storage [4]

2013 are 2% higher than the 2012 level.

Faced with such a challenge, several mitigation technologies have been proposed to min-

imize carbon dioxide emissions, such as improvements in energy efficiency, increasing

the use of renewable energies, switching to nuclear energy, biological sinking and carbon

capture and storage [29].

Energy Efficiency Improvement consists of a series of technologies used to improve

energy efficiency in industry. World Energy Council (WEC) investigated the potential

of Energy Efficiency Improvement in a series of scenarios. The studies assume that the

equipment is replaced by the current most efficient technologies; the industrial energy

requirement is 173 EJ in 2020 and the energy efficient technologies are applied in all

major countries. Finally, the studies suggest that the use of Energy Efficiency Improve-

ment technology can successfully reduce the industrial energy consumption about 70EJ

per year, in comparison with that using the baseline technology, which is equivalent to

approximately 1100 MtC per year [30].

Renewable energy is derived from the intermittent sources such as wind, solar, tidal, wave,

biofuels and geothermal heat energy [30]. In recent years, the development of renewable

energy has increased rapidly [31]. In 2008, renewable energy supplied 12.9% of the

total global primary energy, including Biomass 10.2%, Solar energy 0.1%, ocean energy
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2.2. Global warming and CCS

Figure 2.4: Carbon Dioxide Capture and Storage worldwide projects. Yellow Mark:
Power Plant CCS projects; Blue Mark: Pilot CCS projects; Red Mark: Commercial EOR
projects; Green Mark: Non-Power CCS projects; White Mark: Canceled or Dormant CCS
projects

0.002%, wind energy 0.2%, hydropower 2.3% and geothermal energy 0.1% [31]. From

2008 to 2009, the global electricity generating capacity increased by approximately 300

GW; renewable energy contributed 46.67%. However, most of these renewable sources

are restricted by the intermittent sources, cost, and environmental impacts [30].

Nuclear energy is one of the non-carbon energy sources which use exothermic nuclear

processes to generate electricity and heat [30]. Nuclear energy capacity increased signif-

icantly from 1 GW in 1960 to 300 GW in the 1980s. After that, the increase in nuclear

energy capacity has been slow as most of the nuclear projects were cancelled. This change

occurred at the time of the Chernobyl disaster in 1986, regarded as the worst nuclear

power plant accident in history [32]. In 2012, nuclear energy contributed 5.7% of the total

global primary energy and 13% of the global electricity [33]. Due to operation safety and

waste issues, nuclear energy expansion is restricted [34] [35].

Biological sinks are natural sinks that store CO2 from the atmosphere for an uncertain

period by plants, ocean and soils through the global carbon cycle [36]. A large quantity

of CO2 has been stored by biological sinks. The amount of carbon stored in the ocean by

biological sink is approximately 20 times the amount of carbon in soils and plants [4].

From 1980 to 2000, the average amount of CO2 sunk into the ocean from the atmosphere

was 7 Gt CO2 per year [37]. However, the sinking rate of biological sinks is slow and

cannot meet the need to mitigate CO2 at a level of 500 ppm in 2100 [38]. As shown in case
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2.2. Global warming and CCS

Figure 2.5: The simulation results of the atmospheric CO2 concentration varying with
time in five cases with cumulative emissions of 18,000 GtCO2. (1)100% release to the
atmosphere; (2)after 2050, 50% emissions to atmosphere and 50% injected to ocean;
(3)after 2050, 50% emissions to atmosphere and 50% by other permanent sequestration
method; (4)100% injected into Pacific; (5)100% injected into atlantic [5].

(1) of Figure 2.5, the simulation results using a nonlinear convolution model indicated that

if 100% of CO2 emissions are released into the atmosphere and sunk by means of global

carbon cycle, the CO2 concentration will reach a peak of 1925 ppm by the year 2300.

Moreover, it takes approximately 1000 years to decrease to less than 1000 ppm. When the

global carbon cycle is combined with the ocean injection or the permanent sequestration

method, as shown in case (2) and (3) of Figure 2.5, the peak in CO2 concentration will

reduce to approximately 1100 ppm. Finally, The results of case (4) and (5) show that

when CO2 is injected into the Atlantic and the Pacific, respectively, the CO2 concentration

will not be over 1000 ppm and 800 ppm, respectively. Thus, use of the biological sink

is insufficient to reduce atmospheric CO2 concentration. The permanent sequestration

method is a more effective method of reducing the atmospheric CO2 concentration.

Carbon dioxide Capture and Storage (CCS), as a CO2 mitigation option, has the potential

to enable continuing use of fossil fuels. Model studies show that CCS could reduce the

mitigation cost and would increase flexibility in reducing CO2 emissions, in comparison

with other mitigation technologies [4]. Up to the end of 2013, 57 CCS projects had been
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undertaken worldwide such as the Sleipner gas project in Norway, enhanced oil recovery

in Canada and USA and enhanced recovery of coal bed methane in Canada and New

Mexico [39]. The project distribution is shown in Figure 2.4.

Coal is still the primary fuel used to generate electricity. In 2000, 38% of electricity

globally was generated by coal, 17.5% by hydro power, 17.3% by natural gas, 16.8%

by nuclear, 9% by oil and 1.6% by non-hydro renewable energy. Coal is projected to be

the dominant fuel in 2020 [4]. Thus, one aspect of the competitiveness of CCS is that it

achieves the continued use of coal as fuel. Another aspect is that CCS is compatible with

most energy infrastructures [4]. MiniCAM model studies, in other words an alternative

integrated assessment model of CO2 mitigation analysis, indicate that the CCS contri-

bution to CO2 emissions reduction will increase to 32.6% in 2095. The contributions of

CO2 emissions reduction by coal to gas substitution, Renewable Energy, Nuclear and

Conservation and Energy Efficiency technologies will be 23.9%, 13.04%, 8.7%, and

21.7% respectively, in 2095 [4].

2.3 Carbon Capture and Storage

In general, CCS is a technology designed to perform in three stages, including capture,

transport and storage. It performs by directly capturing CO2 from CO2 emission sources,

such as electricity generation from burning fossil fuels; it sequentially transports the

captured and compressed CO2 via pipelines to the storage site and finally permanently

stores the captured CO2 in suitable sites, such as old oil fields, gas fields, deep saline

formations or unmineable coal beds as shown in Figure 2.3 for long-term storage, which

were occupied originally by saline water or oil/gases. Injected CO2 will either replace the

original formation fluids or be dissolved into them.

The captured CO2 is separated from the gas steam; finally the concentrated CO2 obtained

at high pressure can be transported to the storage sites [4]. Based on the process, three

basic systems are used in capturing CO2. Post-combustion capture systems capture CO2

from the flue gases produced by the combustion. The concentration of CO2 is about 3-15%

by volume in the flue gas. CO2 can be captured by the liquid solvent. Oxy-fuel combustion
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capture systems use oxygen for combustion to produce the flue gas, which is composed

only of water vapour and CO2. The concentration of CO2 is more than 80% by volume in

the flue gas; CO2 can be separated by cooling. Pre-combustion capture systems separate

CO2 before combustion by causing fuel to react with air or oxygen to produce a "synthesis

gas" consisting of carbon monoxide and hydrogen. The carbon monoxide reacts with

steam in the shift converter to obtain CO2 and hydrogen. The concentration of CO2 is

approximately 15-60% by volume. Finally, the CO2 is separated by means of chemical or

physical absorption [4]. All of these systems require the CO2 separation technologies by

the means of sorbents, separation with membranes and refrigerated separation [4]. Those

capture techniques were developed 60 years ago; the challenge of successful application

to engineering scale is the reduction of costs [4].

The captured CO2 is transported by tanks, pipelines and ships to the storage sites in

supercritical, liquid and even solid states. The pipelines which have been used for oil and

natural gas transport are not new [4]. With regard to safe operation, corrosion resistant

pipelines are desirable [4].

The geological formations for CO2 storage need to have sufficient porosity to satisfy the

storage capacity, with permeability required by injection and with a low-permeability

barrier or cap-rock to avoid the CO2 leakage. There are three main geological formation

options in which to store the CO2. These are active and depleted hydrocarbons reservoirs,

namely oil or gas reservoirs; deep saline aquifers and the unmineable coal beds. The

worldwide capacities of these three options are estimated to be 100-1000 Gt, 100-10,000

Gt and 10-1000 Gt, respectively [4]. CO2 has been injected into active and depleted

hydrocarbons reservoirs to enhance oil or gas recovery in the petroleum industry; this is a

mature technology [4]. A deep saline aquifer is an underground rock formation, which is

composed of saline fluids and permeable materials [4]. In comparison with the other two

options, the deep saline aquifer has the largest potential capacity [6]. Injection of CO2 into

the unmineable coal beds has been developed to enhance coal bed methane recovery [40].

CO2 can be absorbed by the coal in the pore formation [40].

Carbon dioxide can be stored in the geo-formation by relying on various trapping mecha-

nisms related to its properties at various pressures and temperature conditions. The critical
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Figure 2.6: Carbon Dioxide density varies with pressure and temperature [6].

point of CO2 is Tc=304 K and Pc=7.38 MPa. When both the temperature and pressure

are at or above the critical point, the CO2 is in a supercritical state. In the supercritical

condition, CO2 behaves like a gas that can expand to fill the container, and a liquid with a

large density. The brine density depends on the salinity, temperature and pressure, which

is in the range of 1020-1050 kg/m3. CO2 is generally stored in a supercritical state in

reservoirs or deep saline at depths below 800 m [4]. The supercritical CO2 is lighter than

the brine, and the buoyancy force then becomes dominant to drive the CO2 upwards. As

shown in Figure 2.6, only in the case of lithostatic pressure conditions in which the depth

is greater than 2000 m, CO2 density is larger than that of the water [6].

When CO2 is injected in the storage sites, the fraction and retained CO2 depend on the

primary and secondary trapping mechanisms. The primary trapping, is hydrodynamic and

stratigraphic or structural trapping beneath seals of low permeability rocks, known as cap

rock, in oil or gas reservoirs and absorption in coal beds, which occurs immediately after

injection to prevent leakage near the surface zone. In the coal beds, the gaseous CO2

can be adsorbed, as coal contains a number of micropores [4]. For example, Tiffany coal

can absorb 16 m3/tonne CO2 at 55◦C and 140 bar [41]. In the storage sites of oil or

gas reservoirs, the permeability and thickness of the rock above the storage formation
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Figure 2.7: The comparison between various trapping mechanisms (a)timeframe for
operating; (b)contribution for storage security [6].

are regarded as the important characteristics regarding selection of suitable reservoirs for

CO2 storage. The permeability for single fluid, is defined by its ability to allow fluid to

pass through porous material, as a factor in Darcy’s law

κ = v
µ∆x
∆P

(2.1)

where v is the fluid flow velocity through the material (m/s), κ is the permeability of the

material (m2), µ is the dynamic viscosity of the fluid (Pa·s), ∆P is the pressure difference

(Pa), and ∆x is the thickness of the porous material (m). Darcy’s law is only suitable for

steady and slow viscous flow. A low-permeability layer, such as shale, acts as a the barrier

to prevent the upward migration of CO2 and causes lateral migration [42].

The secondary trapping, known as geochemical trapping, occurs when the narrow pore

spaces in reservoir rock restrict CO2 mitigation to the surface. Geochemical trapping,

which consists of residual or capillary trapping, solubility trapping and mineralization, is

a much slower process than the primary trapping; however, it takes place over a longer

operating timeframe (Figure 2.7(a)) and makes an important contribution to the long-term

storage of carbon dioxide (Figure 2.7(b)) [43].

Residual trapping retains CO2 in pore spaces in the form of disconnected blobs by cap-

illary force. This occurs as a result of intermolecular forces between liquid and solid
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Figure 2.8: Potential CO2 leakage pathway [4] .

surfaces in small pores, reacting against gravity [44] [45] [46]. This trapping begins after

injection has ceased and is important for a storage site without closure [44]. It has been

suggested that capillary trapping can immobilize almost all of the injected CO2 [45] [47].

Solubility trapping occurs as CO2 dissolves in formation water due to the chemical re-

action (CO2(g)+H2O↔ H2CO3↔ HCO−3 +H+↔CO2−
3 +2H+), which results in the

decrease of the PH of geo-fluid. Once the CO2 is dissolved in brine, less CO2 migrates

upwards, since the density of the CO2 solution is greater than that of the brine.

Mineral trapping occurs as dissolved CO2 reacts with reservoir minerals (H++CaCO3⇔

Ca2+ + HCO−3 and 2H+ + MgCa(CO3)2 ⇔ Mg2+ +Ca2+ + 2HCO−3 ) to produce bi-

carbonate ions (HCO−3 ). Finally, a carbonate mineral is formed by the reaction of the

bicarbonate ions with calcium, magnesium and iron over millions of years [48].

Although the trapping mechanisms contribute to storage security, there are still some

risks of CCS. The main risk of CO2 geological storage is leakage, which is also the

major concern regarding application of CCS in engineering scales. There are a number

of potential pathways for CO2 migration, which may result in the leakage of CO2 to

the surface. They include poorly plugged wells, caprock seal failure, fractures, or CO2

injection well, as shown in Figure 2.8. Poorly plugged old abandoned wells have been

recognized as the most probable leakage pathways [47]. Apart from that, natural seepage

has also occurred in the past few decades [49]. For example, in Poggio dell’Ulivo, central
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Italy, CO2 is emitted from vents of CO2 rich groundwater in quantities ranging from less

than 100 to more than 430 tCO2/day, which have resulted in the asphyxiation of animal

and plants [4]. In Mammoth Mountain, California, USA, high CO2 flux, induced by a

resurgence of volcanic activity, leads to ecosystem damage [4]. A high concentration

of CO2 generated by a total in the affected areas of approximately 530 t/day in 1996

killed the trees in that location [50] [51]. Thus, natural CO2 seepage in volcanic regions

provides examples of CO2 leakage from the storage sites, although natural seepages are

not conclusive evidence that leakages would occur from CO2 storage sites in sedimentary

basins.

From the above discussion of the trapping and leakage of CO2 in storage sites, it is

clear that understanding the mechanisms of interaction of CO2/brine and geoformation

is obviously important and necessary in order to reduce assessment uncertainties and to

enable assessment the associated risks. In principle, the dynamics of interaction in CO2

geological storage can be described by theories of multi-component fluid flow with mass

and energy transfer in a porous media, in other words geoformation. The details of the

study will be discussed in the next section.

In order to assess the risk of CO2 geological storage, field observation, laboratory exper-

iments and simulations in different spatial and temporal scales are required. These are

reviewed in the following sections.

2.4 Reviews of the experimental investigation of CO2

geological storage

Several options are available regarding storage of CO2, including geological storage,

ocean storage and mineral carbonates storage. Due to serious concerns and uncertainties

regarding the potential biological impact of direct injection into the ocean, geological

storage is currently considered as the most widely available sequestration sites and has

been undertaken worldwide.

Carbon dioxide geological sequestration was first proposed in the 1970s and a boom

in development were seen until the 1990s because of worldwide research in terms of
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Figure 2.9: Seismic results of CO2 plume at Sleipner from 1994 to 2006. Top layer shows
the vertical seismic sections. Bottom layer shows the development of CO2 plume by the
horizontal seismic sections [7]

investigation of the mechanisms and other industrial projects [52] [53] [54] [55] [56]

[57]. The geological sites can be deep saline aquifers, coal beds, and depleted oil or gas

reservoirs [58] [55] [59] [60] [61]. In order to investigate CO2 fluid flow in reservoirs,

a number of studies have been carried out both in the field and in the laboratory scales,

involving the field observation, laboratory experiments, theoretical studies and numerical

simulation.

In the field scale, several projects of CO2 geological storage have been undertaken world-

wide [4]. The major objectives of these projects are to demonstrate and to monitor the

migration of the injected CO2 [62]. Currently, at least three field experimental projects

have been designed and carried out for CCS; these are the Sleipner [7], In Salah [63] and

Weyburn [64] Projects.

The first commercial scale geological storage project has been operated at Sleipner in the

North Sea since 1996. Storage is achieved by injecting 1.0Mt/yr CO2 into an underground

saline aquifer at a depth of 800 m below the seabed. The migration of injected CO2 has

been successfully monitored by 3D time-lapse seismic surveys as shown in Figure 2.9.

The CO2 plume horizontal extent had reached 3.6 km by 2006 [7]. It can be confirmed

from those long-term monitored images of the CO2 plume that: (1) As shown in Figure

2.9(a), in the vertical cross-section, the migration of the plume goes upward and spreads
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Figure 2.10: δ 13CHCO−3
in produced fluids at each stage in Weyburn field project. The

black dots are the location of the sample wells [8].

Figure 2.11: Ca2+ in produced fluids at each stage in Weyburn field project. The black
dots are the location of the sample wells [8].

out in horizontal direction, driven by the buoyancy force; the CO2 plume forms as multi-

tier distribution, because of the structure of the geoformation. The layers already existed

before the formation of the CO2 plume; In the upper layers, the CO2 continues to migrate

laterally, while in the lower layers, the lateral spreading is limited and becomes fainter. (2)

As shown in Figure 2.9(b), the CO2 in the topmost layer has continued to expand since

it developed in 1999 [65]. The CO2 migration along the north direction is significant,

and occurs because of the north-trending topographic ridge. Apart from this, the survey

suggests that permeability of the Utsira sand of the strata plays an important role in

inducing the plume motion [7]. In 2003, surveys of the Sleipner project showed that

the CO2-saturated brine eventually becomes denser and sinks, which avoids the potential

for long-term leakage [66]. In 2009, the monitoring results indicated that CO2 is being

restrained by the low-permeability mudstone (4×10−19 m2) in the reservoir site [7]. Thus,

the reservoir structure and permeability of the rock are two important factors regarding

the migration of CO2. These observed results have been used to help design the modelling

to investigate the fate of the injected CO2 [67] [68] [7].
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The Weyburn CO2 Enhanced Oil Recovery (EOR) project operated in Saskatchewan,

Canada, has injected 6500 t/day CO2 since 2000. By June 2010, 16.1 Mt CO2 had been

stored. As a practice transition of CO2 EOR to CO2 long-term storage, the project investi-

gates the site characterization and wellbore integrity, monitors the motion of the injected

CO2 and conducts performance assessment of the risk of migration from the injection

zone at a depth of 1500 m depth to the surface [69]. The behavior of the CO2 in the

Weyburn field is monitored by using the techniques of surface seismic, vertical seismic

and cross-well seismic profiles, together with tracer injection monitoring [70]. The survey

detected carbon isotopes δ 13CHCO−3
produced by supercritical CO2 dissolution in short

term and mineral dissolution in long term, and Ca2+ produced by the mineral dissolution

(CaCO3 +H2O+CO2 → Ca2++ 2HCO−3 ). The monitoring results identified that CO2

dissolution and mineral reactions did occur. Figure 2.10 shows that δ 13CHCO−3
values

decrease from -1 - -7 per mil to -4 - -11 per mil after 10 months, due to the dissolution of

the injected CO2. The mineral dissolution is also realized by the continued increase of the

concentration of Ca2+ in the produced fluids, as shown in Figure 2.11. The monitoring

results from this project provide important information for assessment of the dissolution

and mineral reactions during the underground CO2 storage. Based on more than 10 years

of experience, the monitoring results indicate that the Weyburn reservoir is a suitable

place in which to store CO2 and there do not appear to be any changes in chemistry of the

shallow groundwater [69].

In Salah field project, CO2 has been injected at the rate of approximately 1Mt/yr through

three horizontal wells into the lower permeability zone at the base of the gas reservoir, a

Carboniferous sandstone reservoir in Algeria since 2004. By 2013, it had stored 3.8 Mt of

CO2 at a depth of 1.9 km with a thickness of 20-25 m below the Earth’s surface [71].

In this project, the change of the sub-surface pressure induced by CO2 injection has

been measured by Interferometric Synthetic Aperture Radar (InSAR) [71]. The vertical

leakage has been monitored by the technologies of 3D/4D seismic imaging, microseismic

imaging, shallow aquifer monitoring and soil gas sampling [71]. In addition, monitoring

of the wellbore leakage has been carried out by the technologies of annulus monitoring,

casing logging and soil gas sampling [71]. The monitoring results indicate that surface

uplift occurred as a result of the injection of CO2, which is useful to understand the
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behavior of the subsurface CO2 in the aquifer [71]. Short-term modelling has been used to

predict the movement of CO2. The results suggest that approximately 25% of the injected

CO2 migrated to the lower caprock before well injection ceased in July 2007. These

studies reveal that in the early injection stage, it is important to understand the structural

geological and rock mechanical aspects of the storage system. Moreover, during long-

term storage stage of 100-1000 years, the distribution of CO2 is related to the fracture

network and the fracture flow [72]. Since In Salah project is relatively new, only a limited

amount of data have been published. More insights will be gained in the following years

[71].

In the laboratory scale, studies are focused on investigating the mechanism of multi-phase

flow in porous media, including physical-chemical and transport properties or parameters,

such as relative permeability [73] [74], capillary pressure [9] [75] [76], heterogeneities

[77], CO2 solubility [78] [79] [80], CO2 dispersion [28], and interfacial tension [81] [82],

which are primary factors to evaluate the storage integrity of the reservoir [4].

Among these characteristics, the relative permeability and capillary pressure are regarded

as the crucial impacts on the processes of injection, migration and storage of CO2 in

porous media [73] [83]. A series of simulations studies found that these two parameters

are important to predict the fate of the injected CO2, because the distribution of CO2 is

sensitive to these parameters [84] [85].

Capillary pressure in porous media is defined by the force required to push the droplet

through the porous media, which is against the interfacial tension between two phases

[86]. It increases with the decrease of the diameter of the pores. The capillary pressure is

related to the normalized water saturation and given by

Pc = cS−a
w (2.2)

where Pc and c are the capillary pressure and entry capillary pressure, respectively. Sw is

the normalized water saturation, and a is the pore-size distribution index.

Relative permeability, as a dimensionless parameter, is given as the ratio of the effective
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Figure 2.12: Top: A porosity mapping along the center of the core. Middle: CO2
saturation mapping in the case of 100% water flooding following 100% CO2 flooding.
Bottom: averaged porosity and the CO2 saturation alone the core in three different
condition, 50% CO2 flooding, 100% CO2 flooding and 100% water flooding, respectively
[9].

permeability to the absolute permeability [87]. It is defined by

κri = κi/κ (2.3)

where κri is the relative permeability, κi is the permeability of phase i, and κ is the absolute

permeability of the porous media with a single phase. The relative permeability is a func-

tion of water saturation. It is often described by the relative permeability-saturation curve,

which is determined by the experimental measurement of the drainage and imbibition.

Drainage is a process in which a non-wetting fluid is injected into a media saturated with

the wetting fluid. Imbibition occurs when a non-wetting fluid is displaced by a wetting

fluid.

A series of experiments on the capillary force have been carried out in the Laboratory of

Dr. Sally Benson to investigate CO2 residual trapping in Reservoir rocks by 3D mapping

[77] [74] [76] [9] [83]. Krevor et al. investigated the residual trapping by injecting CO2
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Figure 2.13: Relative permeability curves by the laboratory experiment [10].

into four rocks samples (Berea, Paaratte, Mt. Simon and Tuscaloosa); the experimental

results show that capillary pressure restricts maximum CO2 saturation [83]. Krevor et al.

carried out another laboratory observation to monitor the effect of capillary force and

heterogeneities on the trapping mechanisms, by injecting CO2 through the Mt. Simon

sandstone core at P=9 MPa and T=323 K [9]. The core sample is comprised of two parts,

upstream homogeneous sand (10cm) with high porosity (0.23-0.26) and downstream sand

(3 cm) with low porosity (0.17). The cross-bedding can be clearly seen in the top figure

of Figure 2.12. The experimental results of CO2 saturation, as shown in the middle and

bottom of Figure 2.12, indicate that capillary barriers can immobilize the CO2 plume,

since the higher CO2 saturation appears before the capillary barriers. The comparative

test suggested that the CO2 saturation without the capillary barriers is 1/4-1/7 of that

with capillary barriers [9]. Based on a number of laboratory studies the relationship

between the capillary pressure and brine saturation in three sample cores under 5 types

CO2 injection are obtained [10], as shown in Figure 2.13 and Figure 2.14. The capillary

pressure reduces with the increase of the brine saturation. In addition, the relationship

between capillary pressure and brine saturation depends on the porosity or permeability

and the type of CO2 injection [10].

Studies of the heterogeneity effect on the migration of CO2 found that the volume of

residual trapping depends on the heterogeneity [88] [28]. Aggelopoulos et al. [28] inves-

tigated the CO2 dissolution in water-saturated porous media by measuring the gas pressure

in the laboratory scale. The experiment results indicated that CO2 dissolution is related
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Figure 2.14: Capillary pressure varies with brine saturation [10].

to micro-heterogeneity. The same conclusion was found in a study by Zuo et al. [74].

The CO2 dissolution rate in coarse-grained sorted sand appears to be higher than that in

uniform beads [28]. The heterogeneity effect has been investigated in laboratory studies,

which have not yet established how to upscale to the reservoir scale. One apparent fact is

that the heterogeneity of the sample core cannot fully represent the heterogeneity of the

reservoir [89].

2.5 Numerical Simulations for CO2 geological storage

Numerical simulation is an effective method with which to understand the long-term

fate of CO2 in geological storage. According to the spatial scale, modelling of CO2

geological storage can be classified into four scales: Pore scale (10nm-10cm), Reservoir

Scale (10cm-100m), Site scale (100m-10km) and Regional scale (10km-1,000km) [13].

Researches on different scales have focused on specific problems of the CO2 geological

storage. In general, the investigation in regional and site scales focus on cost and decision-

making, while in pore and reservoir scales the models tend to be concerned with physics.

The focus of this study is on reviews of CO2 geological storage in pore and reservoir
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Figure 2.15: Illustration of CO2 storage modelling at reservoir and pore scales.

scales, as shown in Figure 2.15.

In region scale, the investigation aims to optimize the infrastructure for CO2 geological

storage. A number of simulation models have been proposed to optimize the distribution

of sources and the pipeline connection, in order to reduce the total cost [90] [91].

In the Site scale, the investigation is applied to select the CO2 storage site and assess the

safety and effectiveness of the storage site. A number of models have been developed [92];

these are the Features, Events, and Processes (FEP) scenario approach [93], Probabilis-

tic Risk Assessment (PRA) method [94], Predicting Engineered Natural Systems (CO2-

PENS) [95] and Certification Framework (CF) model [96].

Among these models developed in the site scale, the CO2-PENS and CF models are the

system model, which take into account the entire system. Viswanathan et al. developed

the system model CO2-PENS, which incorporates the modules of CO2 capture, pipelines

transportation, subsurface injection, wellbore release, plume extent, atmospheric disper-

sion and economic considerations in different time-scales [97] [95]. The model operates

under the assumption of a homogeneous and isotropic reservoir. The governing equations

include the CO2 mass balance, flow rate and cost [95]. Based on Darcy’s law, this model

can be used to calculate the injection capacity of wells by Q =
(Pw−Pin f )4πkB

[ln(td)+0.80907]µc
, Pw and

Pin f are the pressure at the wellbore and reservoir pressure, respectively; k is the averaged

reservoir permeability; µc and B are the viscosity of CO2 and thickness of the formation,

respectively. The dimensionless time td = kt
φ µccr2

w
, φ and rw represent porosity and the
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radius of well bore, respectively; t is time. In addition, the number of wells used at each

time step is updated according to the capacity, and consequently affects the economic

module. In the plume extent module, the plume thickness can be obtained by an analytical

expression [98], and the plume radius is restricted by the reservoir radius. The drawback

of this model is that broad and complex data is needed to reduce uncertainty [96].

In order to develop a simple model to assess the CO2 geological storage, Oldenburg pro-

posed another system module, called the CF model [96]. The CF model focuses on CO2

storage, without considering capture, compression and transportation [96]. It is assumed

that the capture, compression and transportation have been well evaluated by other risk

framework models, and that the well and faults are the only potential leakage pathways in

CF [96]. CO2 leakage risk(CLR) is defined by [99]

CLR = Impact×Probabilitya×Probabilityb×Probabilityc (2.4)

where Impact is the CO2 concentration or flux into the compartment, and Probabilitya,

Probabilityb and Probabilityc are the probability of leakage from wells and faults, the

probability of CO2 coming into contact with the leakage pathways and the probability

of the fault and well being sealed, respectively. The CO2 plume movement is simu-

lated by the reservoir simulation software using the multiphase flow simulator. Reservoir

properties such as injection rate, porosity, permeability, thickness and dip are the input

parameters. If the CLR is less than the threshold, the potential site is viewed as an the

effective trapping site. Otherwise, the input parameters are adjusted to find a new site [96].

In the Reservoir scale, physical modelling is used to understand the evolution of the CO2

plume after injection, the storage capacity and CO2 leakage rates. The CO2 geological

storage is descried by the multi-phase multi-component fluids flow. The modellings is

based on empirical Darcy’s law for momentum transport and conservation equations of

mass and energy. A number of commercial numerical simulators are used to investigate

the multi-phase multi-component fluids flow; these are listed in Figure 2.16 [11]. The dif-

ferent finite forms are used in these simulators to solve the governing equations, including

finite element such as CODE-BRIGHT [100], FEFLOW [101], FEHM [102], IPARS-CO2
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Figure 2.16: Overview of the numerical simulator for geological storage [11].

[103], ROCKFLPW [104], RTAFF2 [104] and SUTRA [105], finite difference including

ECLIPSE [106], MODFLOW [107], PHAST [108], SUTRA [109] and TOUGHREACT

[110], and finite volume methods such as COORES [104], DUMUX [111], MIN3P [112],

MT3DMS [113] and MUFTE [114] for spatial discretization. The finite element method

is a mathematical method using simple element equations in sub-domains to approximate

a complex partial differential equation in a large domain, based on the idea that the larger

circle can be discretized by a number of connecting tiny straight lines. The finite differ-

ence method uses finite difference equations to approximate the solution, for example a

Taylor series expansion, by discretizing the domain into a uniform grid. The finite volume

method uses the volume integral form of the governing equations to approximate the

solution, by discretizing the domain into uniform control volumes. A comparison study
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Figure 2.17: Modeling results of topmost layer comparison in horizontal scale. a)
Observation results of the topmost CO2 layer in 2006; b) TOUGH2 simulation assuming
with 3 Darcy permeability; c) with 3/10 Darcy. Note 1 Darcy=9.869233×10−13 m2.

using twelve different commercial simulators was applied to investigate the benchmark

cases in CO2 geological storage [104]. The CO2 leakage rates under different models

was obtained with the curve trend, while the differentiation was apparent in the results

from the different models, even using the same code by the different modellers [104].

A similar conclusion was reached by Jiang et. al. [11]. This suggests that the simulator

successfully analysed the impacts of the CO2 plume in saline storage; meanwhile, the

differences between the numerical simulation and experimental results are difficult to

ignore, and this may be the result of the uncertain parameters and mechanisms. It has

been found that the accuracy of the simulator relies on the experimental data; however,

this is not available in the published paper [11].

The TOUGH family of codes such as TOUGH2 and TOUGHREACT have been widely

used as one common simulator to investigate the behaviors of CO2 in saline forma-

tion storage, which is a multicomponent multiphase flow simulator in one, two, or three

dimensions for water, CO2 and salt (NaCl) [59]. TOUGH2 has been developed since

1991. It uses an extension of Darcy’s law to describe fluid advection. It also includes

diffusive mass transport, conduction and convection. The basic mass or energy equation

conservation is defined by

d
dt

∫
Vn

MkdVn =
∫

Γn

Fn ·ndΓn +
∫

Vn

qkdVn (2.5)
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Figure 2.18: The simulation results of permeability effect on deep saline formations
storage.(a)top one is heterogeneous sample with random permeability and the bottom
one is a sample with two higher permeability layers separated by a low permeability layer.
(b)the distribution of CO2 saturation on three periods. Sg is the CO2 saturation. [12]

where Vn and Γn are the arbitrary sub-domain and the closed surface, respectively. M

represents mass or energy per volume. The superscript k indicates the mass components

such as water, CO2, air and H2, k=1,...NK, and k=NK+1 presents the heat component.

F is the mass or heat flux. q is the sources term. n demotes the normal vector on dΓn.

Continuous space and time are discretized by the integral finite difference method(IFDM)

[115] [116] and the fully implicitly first-order backward finite difference method, re-

spectively. In comparison with the conventional finite difference, IFDM is suitable for

regular and irregular discretizations in 1D, 2D and 3D, without any reference to the

global coordinates [110]. The simulation results using TOUGH2 were compared with

an experiment investigating the CO2-driven convection in CO2 saline storage [117]. It

was concluded that similarities were found in the finger formation, while differences in

the finger distribution and convection were apparent [117]. The application of TOUGH2

in capillary heterogeneity trapping of CO2 suggested that capillary barriers prevent CO2

plume migration; while these results are similar to the findings of the experiment, there

are also difference [9].

Some studies also implement TOUGH2 to investigate capillary pressure, permeability,

storage capacity and mass transfer [118] [58] [42] [117] [119] [9]. TOUGH2 has been
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Figure 2.19: Effect of IFT on the CO2 relative permeability - brine saturation curve [13].

used to study the migration of CO2 in the Sleipner project. However, a discrepancy was

found in the modelling results. Figure 2.17 illustrates the simulation results obtained by

TOUGH2 [110]. The simulation results have not been successfully matched with the

observation, especially in the lateral direction. The factors of the mismatch were estimated

to be the modelling assumptions, such as reservoir permeability and anisotropy, CO2 prop-

erties and topseal topography [7]. Orr et al. [12] investigated the impact of permeability

and CO2 saturation on large-scale storage using TOUGH2, using two samples; one was a

heterogeneous sample with random permeability, while the other was a sample with two

higher permeability layers separated by a low permeability, as shown in Figure 2.18(a).

The CO2 is injected on the left hand side. The simulation results of spatial distribution

by injected CO2 at some time steps are shown in Figure 2.18(b). It can be seen that in

the heterogeneous sample with random permeability, the lateral migration of the injected

CO2 in the upper layer is greater than that in the lower layer, which is related to the

buoyancy force. On the other hand, the results of the three layer permeability sample

show that the distribution of the CO2 plume is discontinued in the vertical direction. The

distribution is layered by the middle low permeability zone. All of the results indicate

that the distributions of the CO2 plume in each sample are different and are sensitive

to the permeability. The simulation results produced the same conclusion that of the

experimental observation. Therefore, the investigation of detailed modelling constraint

restricts the accuracy of CO2 plume prediction [7].

Apart from the commercial simulator, some researchers have developed codes to study

CO2 geological storage. Qi et al. extended the 3D field scale streamline simulator [120],
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which is widely used in the oil industry, to investigate CO2 migration in aquifer and oil

reservoirs, including the thermodynamic model of mutual dissolution between CO2 and

water [121]. The traditional streamline simulator is a grid-based model with two phases,

aqueous and hydrocarbon, and two components, water and oil, which is used to simulate

advective transport in a heterogeneous system [120]. Qi et al. extended the model to four

components, CO2, water, oil and salt, and three phases, namely aqueous, hydrocarbon,

and solid. CO2 exists in the hydrocarbon, aqueous and solid phases. Salt exists in both

aqueous and solid phases. Water is in both the hydrocarbon and aqueous phases. Oil

only exists in the hydrocarbon phase. The saturation and concentration of each phase are

obtained by the phase equilibrium, based on mass conservation. The velocity is calculated

by Darcy’s law. The streamlines are applied to track the grid at each time step by used of

the Pollock method [122]. The modelling results proposed that in order to increase storage

efficiency, simultaneously injecting CO2 and water, followed by the injection of brine, is

more effective than injecting only CO2 [121]. It also suggested that capillary trapping

is an effective mechanism for long-term CO2 storage. Middleton et al. investigated the

interfacial tension (IFT) effect on the CO2 relative permeability-brine saturation curve at

an offshore storage site using the Finite Element Heat and Mass transfer code [13]. As

the IFT is related to the pressure, temperature and salinity, the IFT varies according to

the different storage depth. The simulations were carried out in two site samples. Sample

one is a relatively shallow regime at 800 m - 1360 m depth, corresponding to IFT in the

range of 19-49×10−9 N/m. Sample two is a deeper regime at 1360 m - 3000 m depth,

corresponding to IFT in the range of 29-48×10−9 N/m. The simulation results, shown in

Figure 2.19, show that the CO2 relative permeability-brine saturation curve is related to

the IFT in both samples. The lower IFT obtained the higher relative permeability.

A growing number of investigations are being conducted in the reservoir scale. However,

because of the inaccuracies from Darcy’s law induced by the physical process in the reser-

voir scale, investigations at pore scale are crucial in order to understand CO2 geological

storage [123]. Furthermore, the results obtained at pore scale can be used to improve

modelling in the reservoir scale.

At pore scale, the main purpose is to investigate the key parameters and physical-chemical

process in multiphase multicomponent flow, which are not achieved in the larger scale
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simulations. For example, the effect of capillary number, viscous fingering in the displace-

ment fronts, gravity number and CO2 dissolution and dispersion on the fluid flow can be

investigated at pore scale, while not captured in larger scale model. Another purpose of

the simulation modelling at pore scale is to determine the constitutive parameters used in

upscaled modelling, such as relative permeability and CO2 solubility [13].

The capillary number is defined by the ratio of viscous force to interfacial tension,

Ca =
µU
σ

(2.6)

where µ and σ are the dynamic viscosity and interfacial tension, respectively. U is the

characteristic velocity. The capillary number is related to the behavior of a two-phase

flow at pore scale. The gravity number is the ratio of gravitational force to the viscous

forces. It is defined by Gr = ∆ρgk
µU , where ∆ρ is the density difference, g is the gravitational

acceleration, k is the permeability, U is the characteristic velocity and µ is the dynamic

viscosity. Viscous fingering occurs between two fluids, and is the result of the different

viscous or density of two fluids in porous media. In CO2 geological storage, unstable

fingering in the displacement fronts reduces the capacity for sequestration and it is still

not well understood [123].

Published pore-scale modelling studies of CO2 geological storage are rare [16] [123] [89]

[124] [125] [126] [127]. The research at pore scale tends to focus on CO2 dissolution

and dispersion into water [128] [125] [129], capillary trapping [89], relative permeability

[130] and solid dissolution [124].

The aims of modellings at pore scale are to simulate multi-phase or multi-component

flows with moving and deformable interfaces deriving from the interactions among fluid

molecules. The conventional computational fluid dynamic (CFD) method cannot be used

to model CO2 geological storage, because the grid needs to be fine enough to simulate

the CO2/brine multiple phase flow [11]. The simulation methods, applied in CO2 geo-

logical storage at the pore scale, include the pore-throat method [16], Smoothed Particle

Hydrodynamics model [89], pore-network modelling [126] and the Lattice Boltzmann

method [124] [125]. Most of the simulations at the pore-scale apply the Lattice Boltz-

mann method, considering gravity, viscous force and capillary force [89]. The Lattice
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Figure 2.20: Left column: the effect of Ca number on fingering phenomenon with M=1
(a) Ca=0.0091, ∆t=1000; (b) Ca=0.0274, ∆t=500; (c) Ca=0.0457, ∆t=500; (d) Ca=0.064,
∆t=200; (e) Ca=0.0732, ∆t=200. Right column: the effect of viscous ratio on fingering
phenomenon (a) M=1, ∆t=1000; (b) M=2, ∆t=400; (c) M=3, ∆t=400; (d) M=4, ∆t=400; (e)
M=5, ∆t=400. [14]

Boltzmann method is regarded as a promising method with which to simulate the pore-

scale multiple phase multiple component flow in complex media such as porous media,

as it is easy to control the fluid/fluid and fluid/solid interaction and the interface is formed

automatically. More details of the Lattice Boltzmann method will be introduced in the

next chapter.

The LBM has been used in studies of the physical mechanisms of viscous fingering at pore

scale [131] [14]. Viscous fingering is becoming a concern in the industrial application

of enhanced oil recovery by injecting CO2, because it affects the recovery efficiency of

oil. This viscous fingering also occurs in CO2 geological storage, when the less viscous

CO2 displaces the more viscous brine/water in the porous structure. The understanding

of the physical mechanisms and factors from the oil field can be also applied to CO2

displacement in CO2 geological storage.

Kang et al. [131] investigated the relative permeability saturation curve which varies

according to the viscosity ratio, M=viscous of displaced fluid/viscous of displacing fluid,

for multiphase flow in porous media. They achieved this by carrying out a series of nu-

merical simulations of fluid displacement in a horizontal channel. The simulation results
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of the relative permeability curve obtained from the Shan-Chen multiphase LBM model

get a good agreement with the analytical results. Furthermore, Kang et al. evaluated the

capillary number, viscosity ratio and wettability on the fingering phenomenon using the

Shan-Chen multicomponent LBM model. The capillary number is defined by

Ca =
utρovo

σ
(2.7)

where ut is the velocity of the interface in the center. ρo and vo are the density and kinetic

viscosity of the displaced fluid, respectively. σ is the surface tension. The simulation

results suggested that the finger width decreases with the increase of M or Ca. Finger

development is related to the wettability of the displacing fluid. The minimum capillary

number forming a finger formation decreases with the reduction in the wettability of the

displacing fluid.

Dong et al. also used the Shan-Chen multicomponent LBM model to investigate the

effects of the Ca number (see Eq.2.7), Bo number, wettability and viscosity ratio on the

viscous fingering phenomenon [14]. The Bo number represents gravity versus surface ten-

sion, Bo = ρgL2

σ
, where ρ is the density, g is gravitational acceleration, L is characteristic

length, and σ is surface tension. The simulation confirmed the ability of the LBM in the

application of immiscible displacement studies. The results, as shown in left hand side

of Figure 2.20(a)-(e), indicate that the curvature of the interface between two immiscible

fluid increases with Ca. In addition, fingering is formed when Ca increases to 0.0732.

Figure 2.20(b) shows that the viscosity ratio affects the fingering formation, while the

relationship between the fingering length and viscosity ratio is not linear. Moreover, the

simulations indicate that the Bo number significantly changes the contact point of the

displacing fluid with the upper boundary. The simulation results got a good agreement

with Kang’s results in terms of the simulation results of the different viscosity ratios [131].

In addition to the investigation of the fingering phenomenon, fluid dissolution and solid

precipitation occurring during CO2 geological storage have been studied at pore scale.

There has been some concern about this process, because it significantly changes the

properties of the porous media, such as porosity and permeability [132].

Kang et al. [132] using the LBM method investigated the solid dissolution and precip-
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itation in porous media with the different dimensionless numbers, Péclet and Péclet-

Damköhler. Two lattices have been applied to describe the fluid flow and solid concen-

tration, respectively. A special boundary condition, derived from the first-order kinetic

reaction equation (D f
∂C
∂n = kr (C−Cs), where C and Cs are the solute concentration on

the solid/fluid interface and the saturated concentration, respectively. D f is the diffusivity,

kr is the reaction rate, and n is the normal direction pointing inwards the fluid), has been

proposed to control dissolution and precipitation. The Péclet number and Damköhler

numbers are defined by Pe = UL
D f

and Da = kr
U , respectively. U and L are the characteristic

velocity and length, respectively. Pe is the ratio of advection to the molecular diffusion.

PeDa is the reaction versus the molecular diffusion. The simulation results show that

(a)PeDa>1 and Pe>1, the wormhole phenomenon has been observed. (b)PeDa>1 and

Pe<1, the permeability slowly increases, as the dissolution occurs on the wall facing the

inlet. The simulation results also found that the dissolution and precipitation cannot be

reversed.

Huber et al. proposed another LBM model to investigate heterogeneous dissolution and

precipitation in porous media [133]. Unlike Kang’s dissolution/precipitation model [132]

using the special boundary condition to describe the reaction, Huber’s model includes the

solid/fluid interface in the simulation domain. A flag variable is adopted to distinguish

the advection-diffusion fluid and solid. It uses a Two Relaxation Time (TRT) model to

represent the advection-diffusion fluid with the iterative. TRT offers the possibility of ad-

justing the advection-diffusion fluid function. The reaction of dissolution or precipitation

has been imposed by the source/sink term. Regarding these two relaxation times, one is in

the collision term, while the other is embedded in the source/sink term to control the solid

diffusion. The simulation results indicate that permeability increases with the increase of

Pe and the decrease of PeDa during the dissolution process and the relationship is the

opposite for precipitation [133]

Parmigiani et al., coupling the thermal reactive model, known as enthalpy conservation to

the Shan-Chen multicomponent LBM model, investigated the mass and reactant transport

in porous media [15]. The simulations were carried out by injecting the non-wetting

fluid into the porous media, which was filled with the wetting fluid. With the exception

of two sets of particle distribution functions for wetting and non-wetting fluid, a set
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Figure 2.21: The effect of St number on the non-wetting fluid distribution in 3D porous
media [15]

of particle distribution functions for the advection-diffusion was introduced to describe

the temperature distribution. A source term and a sink term were applied to control the

crystallization and melting, respectively. The simulation results, as shown in Figure 2.21,

present that the capillary fingers distributions became unstable as the increase of St. The

Stefan number is the ratio of enthalpy resulted by the dissolution/melting to the enthalpy

kept in the system, which is defined by St = c∆T
L f

, where ∆T is the temperature difference

between the non-wetting fluid and the melting temperature, c and L f are the specific heat

and the latent heat of fusion, respectively. Figure 2.21 shows that as St increase, the non-

wetting fluid is not continuous and breaks into several slugs.

Apart from the LBM method, Ferer et al. proposed a two-dimensional pore-scale model

to investigate the injection of CO2 into the brine saturated reservoir [16]. This model

includes a series of pore bodies with a finite volume connected by the throats, as shown in

Figure 2.22. The model is based on the capillary pressure equation, known as Young-

Laplace’s Law, and volume conservation, assuming the pressure in the pore body is

uniform. Young-Laplace equation is defined by ∆P = σ

R , ∆P is the pressure difference on

the fluid interface. σ is the interfacial tension. R is the radius of curvature. The modelling

results suggest that the fractional saturation of CO2 in two-dimensional porous media

is related to the viscosity of CO2. The lower viscosity CO2 results in the low fraction

saturation of CO2 [16]. Bromhal et al. includes buoyancy forces into Ferer’s model to
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Figure 2.22: Two dimensional distribution of the throats and pore bodies of Ferer’s pore-
scale model [16]. The black fluid is the non-wetting displacing fluid. The white fluid is the
wetting displaced fluid.

investigate the CO2/oil flow in porous media, in terms of viscosity ratio and density

ratio [123]. It was found that saturation decreases with the decrease of viscosity or density

ratio.

Bandara et al. used the Smoothed Particle Hydrodynamics model to investigate the two-

dimensional capillary trapping mechanisms at pore scale [89]. Ca and Gr are in the

range of 0.0003-0.0345 and 0.21-39.27, respectively. The porous media is assumed by

the uniform crossed distribution of a spherical circle. It was found that the proportion of

trapped CO2 relies on the balance between gravitational, capillary and viscous forces [89].

As Gr is high (e.g. Gr=24.5 and 39.27) and Ca is low (Ca=0.0305 and 0.0009), the gravity

dominates the displacement of CO2 and the gravity fingers are obtained, which gets a

good agreement with the experimental observations [134]. CO2 is driven to reach the

caprock and the trapping fraction is approximately 60%. As Ca is low, the capillary force

dominates the displacement of CO2 and the CO2 plume is discontinuous. The capillary

force restricts the development of the CO2 plume. A small fraction of the CO2 is separated

from the plume. As Gr is small, the trapped fraction of CO2 depends on the capillary

force [89]. The simulation results at pore scale agree with the results in Darcy scale [89].

In addition, the simulation results suggest that high injection rates obtain more effective

capillary trapping.
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Lopez et al. applied the pore-network modelling to investigate CO2/brine displacement

in porous media for the In Salah project [126]. The relative permeability curve confirms

the experimental results [126]. The residual CO2 saturation obtained by the simulation,

36%-44%, is a little higher than the experimental results: 15%-40%.

Raoof et al. used a multidirectional pore network model to investigate the effects of

saturation on dispersion with the use of advection-dispersion equation [128]. The porous

media was constructed of different angular forms of pores with a cubic shape. It concluded

that dispersivity is strongly affected by saturation, and that relationship is not monotonic

[128].

Overall, traditional numerical methods are inadequate for consideration of both small-

scale and large-scale processes, and this may be the reason why the numerical simulation

diverges from the monitored results. The investigation in each scale is important to com-

prehensively understand the CCS. The modellings in each scale supports the other and

enables an exchange the information. In the upscaled investigation, it has been proven

that the dissolution and capillary in the small scale impact on the migration and immo-

bilization of CO2 in the large scale [135]. Therefore, the models developed in the small

scale can be used to support the upscaled models. In this study, the focus is on the pore

scale study using the lattice Boltzmann method.

2.6 Summary

Global warming is regarded as a serious problem. The Carbon dioxide Capture and Stor-

age is proposed as an effective approach to capture CO2 emissions, store them and prevent

them from being released into the atmosphere, leading to a reduction in the concentration

of greenhouse gas in the atmosphere.

Of the two technologies of carbon dioxide storage techniques discussed above, ocean stor-

age and geological storage, considering the impact on the ocean environment, geological

storage appears to be a more effective mitigation option. Geological storage sites include

deep saline aquifers, depleted oil and gas fields and coal beads.
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Although CO2 geological storage is underway in several places, the technology must

be developed further for worldwide application on large scale as a primary pathway

to cut CO2 emissions. Because of the fact that natural seeps has occurred worldwide,

understanding CO2 storage mechanisms is obviously important and necessary to im-

prove technologies and reduce assessment uncertainties, such as assessing risk, efficiency

and safety problems. Answering these questions depends on understanding the complex

mechanisms of geological underground storage, including the interplays of viscous, cap-

illary, buoyancy forces and heterogeneity in geological formations. The studies of CO2

geological storage in terms of the experimental investigation and numerical simulations

are reviewed at various scales in this chapter.

It appears the investigation of the CO2 geological storage at pore scale does contribute to

understanding of the large-scale processes, and it has enabled improvement of large-scale

models. However, few numerical simulations of CO2 geological storage at pore-scale have

been published. In comparison with investigations at other scales, one of the advantages

of studies at pore-scale is that it can describe the motion of CO2 in a relatively elementary

volume by changing the properties and boundary condition.

Thus, in this study the focus is on the mechanisms investigation of geological storage

at pore scale, which can be used firstly to answer the question of how CO2 is stored and

secondly what happens to the CO2 in the storage state. A numerical simulation framework

will then be built which provides the basis for the design, management and optimization

of operations in CO2 geological storage.
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Chapter 3

Lattice Boltzmann method

3.1 Introduction

The objective of this thesis is to develop a novel numerical model of two-phase flows

and mass transfer at pore scale. The first step is to choose the numerical scheme of mul-

tiphase/multicomponent fluids at pore scale to build up the model. Several methods are

used to simulate multiphase flow at pore scale, such as Pore-network models (a network of

pore volumes connected by channels) [130] [136] [128], Lattice Boltzmann method [137]

[125] [138] [139] [124] [89], Smoothed particle hydrodynamics (SPH)(superposition of

smooth bell-shaped functions) [140] and volume-of-fluid method (grid-based computa-

tional fluid dynamics with interface tracking) [141]. These pore-scale multiphase fluid

flow methods have been reviewed in detail by Meakin et al. [142]. In this study, LBM is

used to simulate multiphase/multicomponent flow at pore scale.

In comparison with other numerical methods, there are two primary advantages of the

lattice Boltzmann model. Firstly, it achieves an effective algorithm to simulate the single

phase or multiple phase/component fluid flows in complex geometries [143], such as

the flow in porous materials [144]. Secondly, it enables utilization of the parallelize

simulation process to reduce the computational time for the enormous operations [145].

Because of the variously successful applications, LBM has become a promising option for

simulating single and multiphase fluids flow [144], especially for simulations of unsteady

flows [146], phase separation [147], phase change [148], solute and heat transfer [149].

Lattice Boltzmann model (LBM) evolved from Lattice Gas Automata (LGA) and can

be obtained by means of Boltzmann equation. Unlike conventional computational fluid

dynamics methods which solve the discretization of macroscopic continuum equations,
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the lattice Boltzmann method incorporates microscopic models and mesoscopic kinetic

equations to make the macroscopic averaged properties obey the macroscopic equation

[144]. The application of LBM in immiscible fluids flow (oil/water) in porous media has

been investigated [150], such as the simulation of Enhanced Oil Recovery (EOR).

In this chapter, the evolution from LGA to LBM is introduced in Section 3.2. Since

lattice Boltzmann equation is not only the evolution of LGA, but also can be obtained

by discretization of the continuous Boltzmann equation, the discretization process from

Boltzmann equation to lattice Boltzmann equation is described in Section 3.3. The LBM

models for multicomponent fluids flow are reviewed in Section 3.4. The governing equa-

tions of LBM multicomponent multiphase are introduced in Section 3.5. Because the

particles interaction is one of the key models of LBM, it was investigated, not only the

introduction from literature review, but also the evaluation in Section 3.6. The boundary

conditions is introduced in Section 3.7, following by the review of the challenges of LBM

MCMP in Section 3.8. LB unit are introduced in Section 3.9. The applications of LBM in

the simulation of mass transfer are reviewed in Section 3.10..

3.2 Lattice Gas Automata (LGA)

LBM is the evolution of the LGA, which is considered as the cellular automata methods

used to simulate fluid flows utilizing the discrete space and time [151]. The LGA is a

discrete system with a series of Boolean variables on the regular gird.

The first LGA was developed by Hardy, de Pazzis and Pomeau in 1973 [152], named

the HPP model. The HPP model is a two-dimensional model with square lattices. It has

been used to simulate sound waves [153]. However, it has been approved that the HPP

model does not obey the Navier-Stokes equation, because of the insufficient degree of

rotational lattice symmetry [154]. In 1986, a two-dimensional LGA was proposed by

Frisch, Hasslacher and Pomeau (FHP) [155], which discovered the importance of the

symmetry constraint and promoted the development of LGA [154]. The FHP used the

triangular lattice, which has enough symmetry and recoveries Navier-Stokes equations of

incompressible fluid dynamics [156]. The collision rule is based on the local conservation
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of mass and momentum. Based on the FHP model, many LGA models have been intro-

duced and applied in the simulation of fluid mixture [157] [158], chemical reaction [159]

and the immiscible Cellular-Automaton model with interfacial tension [160].

However, considering about the defects of the LGA, such as lack of Galilean invariance,

statistical noise, exponential complexity for three-dimensional lattices [161], the Lattice

Boltzmann Models was introduced.

In the lattice gas automaton, a Boolean variables ni(x, t) (i=1,...,M) is used to describe the

particles occupation on the nodes. M is the number of directions of the particle velocity.

The evolution equation of LGA is given by

ni (x+ ei, t +1) = ni (x, t)+Ωi
(
n(x, t)

)
(3.1)

where ei is the local particle velocity. The Boolean field ni(x, t)=1 or 0. ni(x, t)=1 indicates

the presence of the particle at site x. In contrast, ni(x, t)=0 means the absence of the

particle. The particles’ moving is determined by the rule of collision (Ωi
(
n(x, t)

)
) and

streaming (ni (x+ ei, t +1) = ni (x, t)). Streaming is the particles moving to its neighbor

nodes in its velocity direction. Collision occurs as the particles interact with other par-

ticles and change the velocity direction by the scattering rules. Finally, the macroscopic

quantities are obtained by counting the average over a large region to reduce the statistical

noise. Therefore, the model is not efficient.

The improvement of LBM is to replace the Boolean variables ni(x, t) by the particle

density distribution function fi (mean numbers of particles), is introduced in Sec.3.3),

and neglects the motion of individual particle [162]. The density distribution function is

as the ensemble average of the Boolean variable. Consequently, the discrete collision is

modified by the collision operator in LBM [161].
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3.3 From Boltzmann equation to lattice Boltzmann equa-

tion

The lattice Boltzmann equation is not only the evolution of LGA, but also can be obtained

by discretization of the continuous Boltzmann equation [163]. The Boltzmann equation

describes the probability of a single particle within a given position and momentum by a

distribution function f , for which the governing equation is,

∂ f
∂ t

+ξ ·∇x f +F ·∇ξ f = Ω( f ) (3.2)

where x is the particle’s coordinate, ξ is the particle microscopic velocity, F is the external

force, and Ω is collision integral. With assumption of homogeneous distribution for all

particles, the collision term can be expressed by the BGK collision operator [164],

∂ f
∂ t

+ξ ·∇x f +F ·∇ξ f =
f − f eq

λ
(3.3)

where λ is the relaxation time. The f eq is the Maxwell-Boltzmann distribution function

and defined by

f eq =
ρ

(2πRT )(D/2)
exp

−(ξ −u
)2

2RT

 (3.4)

where R is specific gas constant, D is the dimension of the space, and T is the temperature.

The macroscopic density ρ and the velocity u can be obtained by

ρ =
∫

f dξ (3.5)

ρu =
∫

ξ f dξ (3.6)

In lattice, continuous Boltzmann equation is discrete into a system, which is shown in

Figure 3.1. In order to determine the discrete velocity, a Taylor-series expansion of Eq.3.4
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Figure 3.1: Discretization of the continuous domain

to second order in velocity u is obtained

f eq =
ρ

(2πRT )D/2 exp

(
− ξ 2

2RT

)1+
ξ ·u
RT

+

(
ξ ·u

)2

2(RT )2 −
u2

2RT

 (3.7)

To get the correct Navier-Stokes equation, the selected discrete velocity is established as

the accurate numerical integration

∫
ξ

k f eqdξ = ∑
i

wick
i f eq (ci) , 0≤ k ≤ 3 (3.8)

where wi and ci are the weights of the numerical integration and the discrete velocity, re-

spectively. A new distribution function is defined by fi (x, t) = wi f (x,ci, t). The evolution

equation is given by
∂ fi

∂ t
+ ci ·∇ fi =−

1
τc

[
fi− f eq

i
]

(3.9)

where fi (x, t) = wi f (x,ci, t) and f eq
i (x, t) = wi f eq (x,ci, t). In Eq.3.9, only the velocity is

discrete, both of the time and space are continuous. This equation is known as Discrete

Velocity Boltzmann Equation. Correspondingly, the macroscopic density and velocity are
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given by

ρ = ∑
i

fi (3.10)

ρu = ∑
i

ci fi (3.11)

Then, Eq.3.9 is discreted along the characteristic direction, a second order central differ-

ence equation is obtained

fi (x+ ciδ t, t +δ t)− fi (x, t) =−
1
τ

[
fi (x, t)− f eq

i (x, t)
]

(3.12)

where τ = τc/∆t is the dimensionless relaxation time. Eq.3.12 is the lattice Bhatnagar-

Gross-Krook (LBGK) [164] equation. Therefore, the lattice Boltzmann equation is a finite

difference of the continuous Boltzmann equation [163] and a second order accurate in

both space and time [165].

3.4 Reviews of LBM multiple phase/component (MPMC)

models

The LBM for immiscible multiple phase flow was originally developed from lattice gas

model proposed by Rothman and Keller [160], which introduced “red” and “blue” colours

to distinguish between two fluids. The collision rule is based on the conservation of fluid

color, mass and momentum, and modified to satisfy the surface tension. The first LBM for

immiscible fluids flow was developed by Gunstensen [166]. This LBM model introduced

a two-step collision rule to produce surface tension. The first step is to add a perturbation

to the particle distribution to obtain the surface tension. The perturbation is related to the

colour-gradient on the interface. The second step is to recolor mass, based on the zero

diffusivity rule between two colors [166].

Recently, three popular LBM models have been applied when investigating the MPMC

fluids flow, namely the Shan-Chen (SC) model, the free energy model and the He-Shan-

Doolen model.

The lattice Boltzmann MPMC was first proposed by Shan-Chen by introducing a non-
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local interaction force between particles at neighboring lattice sites in 1993, named the

pseudopotential model (Shan-Chen model) [147]. As an alternative LBM method, Shan-

Chen model has been widely applied in simulations of the multiple component fluid

flow [167] [168] [169] and multi-phase flow [170] [171] [172], in which the internal

and external forces are applied into the momentum equation, and in turn contribute to the

change in density distribution as a result of the collision and stream rule. The advantages

of the Shan-Chen model are that it is easy to trace the motion of interface between phases

and to implement the forces in the model, such as buoyancy and interface tension. The

main disadvantages of the Shan-Chen model are that the temperature is not introduced

in the model directly, which is mimicked by the strength of the interparticle interaction;

and that unphysical spurious velocity was found on the interface [173]. However, due to

the clear physical concepts, the Shan-Chen model has been successfully applied in the

simulation of interfacial phenomena such as the Laplace law for bubbles, capillary wave

and viscous fingering phenomenon [131].

Swift et al. proposed a free energy model [170] [171] for non-ideal fluids in 1995. The

primary advantage of this model is that temperature was well-defined in the model. In

addition, spurious velocity is almost negligible, due to the benefit of local momentum

conservation [1]. The model is suitable for simulation of a limited porous size and local

momentum conservation is satisfactory. However, this model suffers from the unphysical

Galilean invariance effect, because of the unphysical viscous stresses which cannot be

neglected [174].

He, Shan and Doolen [175] proposed a LBM multiphase model for dense gases by kinetic

equation with a BGK collision model in 1998, which was a revision of the Shan-Chen

model. The mean-field theory has been used to study long-range intermolecular interac-

tion. The capillary effect has been successfully analyzed by this model [175]. Molecular

interaction and gravity forces are introduced in the collision operator. The kinetic equation

in Enskog’s theory satisfies the mass, momentum and energy equations. However, the

model suffered from numerical instability with regard to complex fluid [1]. This numerical

instability can be mitigated by improved numerical schemes [1].

In this study, the Shan-Chen’s interparticle interaction pseudopotential model is adopted
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and improved for the development of CO2 dissolution model. The details of Shan-Chen

model are described in the following sections.

3.5 Governing equations of LBM multiple phase/component

(MPMC) models

In Shan-Chen LB model, the fluid is regarded as a series of discrete particles and char-

acterized by the collision and stream rules. For multicomponent model, the dynamics of

each component is described by a set of distribution function and equilibrium function,

from which the macroscopic properties and momentum of fluid particles can be estimated.

The interaction between fluid particles is imposed on the collision operator, and the details

are discussed as follows.

The distribution function is used to represent the probability of particle molecules in a

given space and time. Considering the component of σ , the distribution function of the

component is governed by lattice Boltzmann equations with the LBGK [164] collision

algorithm,

f σ
i (x+ ei∆t, t +∆t)− f σ

i (x, t) =− 1
τσ

[ f σ
i (x, t)− f σ ,eq

i (x, t)] (3.13)

where the superscript eq denotes the equilibrium state. f σ
i is the distribution function of

σ th component in the ith velocity direction with a given position and momentum. For the

multiple phase model, f σ
i denotes the mass density. For the multiple component model,

f σ
i is normally replaced by the population of the particles nσ

i . The σ th component has

its own molecular mass mσ and the population of the particles nσ
i , σ = 1,2, ...,S. S is the

number of components. Therefore, f σ
i = mσ nσ

i .

The terms on left and right hand side of Eq.3.13 are the stream and collision, respectively.

τσ is the relaxation time parameter for this explicit scheme, related with macroscopic

kinematic viscosity by τσ = 1
c2

s
υσ + 1

2∆t. cs is the speed of sound for perfect gas. The
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equilibrium distribution function for σth component can be described by

f σ ,eq
i (x) = ωiρσ (x)

[
1+3

ei ·ueq
σ

c2 +
9
2
(ei ·ueq

σ )2

c4 − 3
2

ueq
σ ·u

eq
σ

c2

]
(3.14)

where ei is the velocity vector to indicate possible particles moving from one lattice node

to the nearest-neighboring node. c is the basic speed on the lattice (c = ∆x/∆t).

For a bth velocities and nth dimension model, the weighting factors and discrete velocities

for the common DnQb model are listed as below.

D1Q3 (one dimensional, three velocity lattices):

ei = c [0,1,−1], i=0, 1, 2.;

cs =
c√
3

;

wi =

 2/3 c2
i = 0;

1/6 c2
i = c2.

, i = 0,1,2.

D1Q5 (one dimensional, five velocity lattices):

ei = c [0,1,−1,2,−2], i=0, 1, 2, 3, 4.;

cs = c ;

wi =


1/2 c2

i = 0;

1/6 c2
i = c2;

1/12 c2
i = 4c2.

, i = 0,1,2,3,4.

D2Q9 (two dimensional, nine velocity lattices):

ei = c

 0 1 0 −1 0 1 −1 −1 1

0 0 1 0 −1 1 1 −1 −1

 , i = 0,1,2,3,4,5,6,7,8;

cs =
c√
3

;

wi =


4/9 c2

i = 0;

1/9 c2
i = c2;

1/36 c2
i = 2c2.

, i = 0,1,2,3,4,5,6,7,8.

D3Q15 (three dimensional, fifteen velocity lattices):
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Figure 3.2: DnQb model for LBM. Top left: n=1 and b=3; Top right: n=1, b=5; Bottom left:
n=2, b=9; Bottom right: n=3, b=15.

ei = c


0 1 −1 0 0 0 0 1 −1 1 −1 1 −1 −1 1

0 0 0 1 −1 0 0 1 −1 1 −1 −1 1 1 −1

0 0 0 0 0 1 −1 1 −1 −1 1 1 −1 1 −1

 .
i = 0,1,2,3,4,5,6,7,8,9,10,11,12,13,14;

cs =
c√
3
;

wi =


2/9 c2

i = 0;

1/9 c2
i = c2;

1/72 c2
i = 3c2.

i = 0,1,2,3,4,5,6,7,8,9,10,11,12,13,14.

The distribution of the discrete velocities for each model is as shown in Figure 3.2.

The macroscopic density and velocity of each component are defined by

ρσ = ∑
i

f σ
i (3.15)

uσ =
1

ρσ
∑

i
f σ
i ei (3.16)

The equilibrium velocity in Eq.3.14 is determined by the forces acting on the σ th compo-
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nent in the momentum equation, which is described by

ueq
σ = u

′
+

τσ Fσ

ρσ

(3.17)

where u
′
is the common velocity without the force, which is given by

u
′
=

∑σ ∑i f σ
i ei/τσ

∑σ ρσ/τσ

(3.18)

where Fσ is the total force acting on the σ th component.

In order to simulate multiphase or multicomponent fluids, the interaction forces are incor-

porated into the momentum equation, Eq.3.16. The forces cause the momentum (velocity)

change in the equilibrium distribution function. The forces include the long range inter-

particle fluid-fluid interaction forces F f
σσ̄

, the fluid-solid surface force Fs
σ and external

force such as gravity Fg
σ .

3.6 The forces for LBM MCMP models

3.6.1 The interparticle interaction

Fluid-fluid long range interparticle interaction forces include the fluid particle interaction

within an identified fluid, which is the force described by non-ideal EOS, and that between

fluids or components, which is defined as interfacial tension.

According to the suggestion from Shan-Chen [147], this interparticle interaction force

F f
σσ̄

can be simulated by

F f
σσ̄

=−Ψ
σ (x)∑

σ

G
σσ̄

(
x,x′
)Ψ

σ (x)
(

x
′
− x
)

(3.19)

where σ and σ̄ indicate a pair of fluids or phases, ψσ and ψσ̄ are the “effective mass”,

which are the function of density. Gσσ̄ is the Green’s function to describe the interaction

strength between two components, and Gσσ̄ = Gσ̄σ . Shan-Chen proposed that if only

the interactions between nearest neighbors are considered, for D2Q9 model, Gσσ̄ can be
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described by a symmetric matrix [147]

Gσσ̄ (x,x
′
) =


Gσσ̄

∣∣∣x− x
′
∣∣∣= c

Gσσ̄/4
∣∣∣x− x

′
∣∣∣=√2c

0 otherwise

(3.20)

The interaction strength Gσσ , Gσσ̄ , Gσ̄σ and Gσ̄ σ̄ correspond to the interaction forces of

F f
σσ , F f

σσ̄
, F f

σ̄σ
and F f

σ̄ σ̄
, respectively. F f

σσ and F f
σ̄ σ̄

are related to the nonideal part of EOS

for each component. The interfacial tension is determined by F f
σσ̄

and F f
σ̄σ

.

Equation of state (EOS)

In MCMP LBM, the intermolecular interaction, F f
σσ , is related to EOS. Shan-Chen (SC)

[147] proposed the interaction force between particles of a real fluid and demonstrated it

by simulation of the phase separation. The interaction force is defined by

Fσσ (x) =−Gσσ ψ (x)∇ψ (x) (3.21)

where Gσσ is the interaction strength to control the interaction potential, which is related

with the temperature. The positive and negative G represent the repulsive and attractive

force, respectively. G=0 presents the ideal gas. The gradient part ∇ψ (x) can be evaluated

by the nearest particles or extended to include the next-nearest particles.

Applying the interparticle interaction force as Eq.3.21, the EOS in LBM can be obtained

as [172],

P = ρRT +
Gσσ RT

2
[
ψ (ρ)

]2 (3.22)

If setting RT= 1
3 . it becomes,

P =
ρ

3
+

Gσσ

6
[
ψ (ρ)

]2 (3.23)

where the second term of Eq.3.23 is the non-ideal part, which is the particles interactions

term. ψ (ρ) as a function of density is the interaction potential. For simplicity, ψ (ρ) = ρ

[167]. Other forms of ψ (ρ) were introduced, e.g. ψ (ρ) = ρo

[
1− exp

(
−ρ/ρo

)]
[147],
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3.6. The forces for LBM MCMP models

Figure 3.3: Carbon dioxide pressure-temperature phase diagram [17]

ψ (ρ) = gρ2oρ2/
[
2(ρo +ρ)2

]
[176]. However, for a real fluid, the accuracy EOS in LB

is converted by the EOS in physical state.

EOSs of CO2 and water

In physics, the first EOS was introduced by J.D. van der Waales in 1873 [177], and it

performed better than the previous ideal gas law. Redlich-Kwong’s EOS [178], proposed

in 1949, is considered to be an improvement on the other equations, although error is

apparent in the liquid phase. Kerrick et al. modified the Rehdlich-Kwong equation for

H2O, CO2 and H2O-CO2 systems at a range of pressures (≥ 1kb) and temperatures (400-

800◦C) [179].

Huang et al. developed an EOS for carbon dioxide by using the quintic equation in a

wide range of temperatures from 216 to 423 K and pressure up to 310.3 MPa [180]. Duan

et al. [181] [182] proposed an EOS for H2O, CO2 and H2O-CO2 systems extending the

pressure and temperature to 10 GPa and 2573.15 K, respectively, using a molecular level

simulation with error less than 2%.

Bottcher et al. investigated four different EOSs, including Peng and Robinson (PR) [183],

Duan et al. [181], and Span and Wagner [184] in the comparison with CO2 density

measurements, in terms of the vapour region, liquid region, interface region, gas region
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and supercritical region, as shown in Figure 3.3. Since the Span and Wagner’s EOS

achieved the best result but with iterations, it was concluded that PR EOS [183] as a cubic

equation is the best option to describe the CO2 properties, with regard to the simplicity

and accuracy [17].

Based on the literature reviews, Yuan et al. [185] firstly incorporated the EOSs published

in the physical state into the lattice Boltzmann simulation. Yuan et al. [185] investigated

the merging of different representative EOSs into the multiple phase LBM simulation,

in terms of spurious velocity, density ratio and temperature range. It was demonstrated

that a realistic EOS obtains lower spurious velocity and develops a coexistence curve

which matches the experimental data. On the other hand, the temperature was successfully

introduced to the lattice Boltzmann simulation. A comparison of the simulation results of

Shan-Chen, vdw, Redlich-Kwong, PR and Carnahan-Starling suggests that the PR EOS

obtains the lowest spurious velocity and largest density ratio range, although the PR EOS

was inaccurate regarding water density. Therefore, a realistic EOS is an important factor

for the stability of a simulation.

Interfacial tension

Regarding the MCMP model, interparticle interaction forces are the forces which describe

the interfacial tension between fluids. In the LBM, fluid-fluid interfacial tension is simu-

lated by establishing a steady state droplet/ bubbles in another fluid. To simulate interfacial

tension, other forces such as buoyancy are all excluded. With regard to a steady state

droplet/bubble, the Laplace-law ((∆P = σ/R) ) can be applied and the interfacial tension

in LBM can be identified by the changes in droplet/bubble size with a given pressure

difference.

In this study, interfacial tension is predicted by setting a steady state droplet in the centre

of simulation domain filled with another fluid. The 2D simulation in a 300×300 lattices

LBM domain is performed by setting G11=G22=0.0 and G12=G21=0.1 by giving the initial

droplet size R. The periodic boundary conditions are applied on both of x and y directions.

The pressure of each fluid is calculated by Eq.3.23.

The results of ∆P and R when the simulations reach to the steady state are illustrated in
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Figure 3.4: The test of Laplace’s Law for multicomponent model

Figure 3.4. With a series of initial radius, in the steady-state, the difference of the pressure

inside and outside droplet is linear with the reciprocal of the radius, as shown in Figure

3.4. It satisfies the Laplace’s Law (∆P = σ/R). The surface tension (σ ) is 0.7625 in LB

unit.

It must be noted that the interparticle forces proposed by Shan-Chen generate the un-

physical numerical diffusion. To identify this unphysical numerical diffusion, the static

droplet/bubble simulation is applied to illustrate this numerical diffusion effect. This

unphysical numerical diffusion produces some unphysical results to transfer the particles

within two fluids.

The simulation is carried out in a 200×200 simulation domain. The initial density ratio of

two components is set be 1.0. The relaxation times are 0.5546 and 1.0, respectively, which

are converted from the viscosities of CO2 and water in physics. To be simple, G11 = G22

is set to be 0.0. The density distributions are obtained under a series of interaction strength

G12 (G21).

Figure 3.5 shows the density distribution along the central section (y=100), under the

interaction strength G12 = 2.4. It shows that there is not pure single fluid region. The fluid

penetrates into each other. This is the result due to the numerical diffusion.
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Figure 3.5: The fluid distribution demonstrated by density along x-axis in the middle of y
direction, y=100.

It is found that the numerical diffusion is related with the interaction strength G12. To

illustrate the numerical diffusion, a density ratio of ρND/ρ is defined in this study. ρND and

ρ are the droplet density in the surrounding fluid produced by the numerical diffusion and

the density of the droplet, respectively. As shown in Figure 3.6, the numerical diffusion

reduces with the increase of G12. In this case, the critical interaction strength G12 is 3.15.

Larger than the critical interaction strength, the unphysical negative numerical diffusion

density occurs. It means an unphysical mass source generated.

It is concluded that G12 should be chosen at the point that generates the minimum nu-

merical diffusion, which can be obtained by the curve interpolation, as shown in Figure

3.6. The selection of G12 should be based on two criteria. Firstly, the positive numerical

diffusion should be as small as possible. Secondly, the spurious velocity at the fluid-

fluid interface should be as low as possible, since the spurious velocity is related to the

simulation stability and difficult to distinguish from the real velocity on the interface

between components.
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Figure 3.6: The numerical diffusion varies with G12

3.6.2 The fluid/solid surface interaction force

In the CO2 geological storage site, the sediments are composed of different substances.

Therefore, the interaction between the sediment and fluid is another factor which should

be considered during storage. In the LBM, the interaction between solid and fluid is

controlled by the fluid-solid surface force, which is given by

Fs
σ = GadsΨσ ∑

i
wis(x+ ei∆t)ei (3.24)

where s(x+ei∆t) is used to distinguish the fluid and solid particle. s(x+ei∆t) = 1 as solid

is at the node of x+ ei∆t. Otherwise, s(x+ ei∆t) = 0. The coefficient Gads describes the

interaction strength between the solid and fluid. This fluid-solid surface force provides the

options of LBM in simulation various solid wall in a channel or a porous media.

The fluid/solid surface force is validated by the simulation of multicomponent fluids

flow in the channel. The simulation is carried out in a 100×300 lattices domain and

density ratio is set to be 10. Fluid One with the size of 100×100 lattices is located in

the channel, which is filled with Fluid Two. The densities of the injected fluid (Fluid

One) and displaced fluid (Fluid Two) are 0.1 and 1.0, respectively. The interparticles

potential G12 is set to be 1.8, which is based on the minimal numerical diffusion criterion

discussed in Section 3.6.1. The surface adhesion parameters of two fluid are Gads1 and
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Figure 3.7: Simulation results of the contact angle varying with the adjusting of the
surface adhesion parameter.

Figure 3.8: Illustration of the definition of the contact angle

Gads2, respectively.

A series of LB simulation with different Gads1 and Gads1 are carried out to obtain different

contact angles. Figure 3.7 shows that the desired contact angle on the solid/liquid surface

can be adjusted by the surface adhesion parameter Gads. The contact angle is defined as

shown in Figure 3.8. The relationship between the contact angle and the surface adhesion

parameter is achieved. It presents that the contact angle is linearly increasing with the

increase of Gads1 (see Figure 3.9) and linearly reducing with the increase of Gads2 (see

Figure 3.10). As Gads1=Gads2=0.0, the contact angle is 90o. As Gads1>Gads2, the contact

angle is obtuse, that means the wetting ability of Fluid Two is larger than that of Fluid

One. Otherwise, the contact is acute, that means the wetting ability of Fluid Two is smaller

than that of Fluid One.

56



3.6. The forces for LBM MCMP models

Figure 3.9: The contact angle changes with the surface adhesion parameter Gads1

3.6.3 The gravity force

The gravity force is the external force, which is given by

Fg
σ = ρ

σ g = mσ nσ g (3.25)

where g is the gravitational acceleration in LB unit, mσ and nσ are the molecular mass

and number density, respectively. The buoyancy force is the net force of the gravity force

for each fluid, defined as Fg
σ −Fg

σ̄
.

The gravity force is validated by the free CO2 bubble rising up simulation. A series of

bubble diameters are set up to get different Re numbers. The simulation results at Re=8.6

and Re=43 are presented in Figure 3.11 and Figure 3.12, respectively. It shows that the

CO2 bubble shape is spherical at Re=8.6 and deformed to an oblate ellipse at Re=43. The

simulation results of the bubble shapes get a good agreement with the study of Gupta et

al. [186].

In addition, the CO2 bubble rising up simulations are carried out to compare with the

experimental results [18] at T=307.65 K and P=9.2 MPa, in terms of the rising velocity.

Initially, the CO2 bubble is set at the bottom of the channel, which is filled with water.

As the density of CO2 bubble is smaller than that of surrounding water. The bubble is

driven up by the buoyancy force. The simulation condition is based on the experimental
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Figure 3.10: The contact angle changes with the surface adhesion parameter Gads2

Table 3.1: The parameters for the rising up bubble simulation

Experiment LB

Temperature(K) 307.65 -
Pressure(MPa) 9.2 -
Phase of CO2 Supercritical Supercritical
Radius(mm) 0.23 23

Density of CO2(kg/m3) 684.57 0.68457
Density of water(kg/m3) 998.2 0.9982
viscosity of CO2(m2/s) 7.89E-08 0.128
viscosity of water(m2/s) 7.28E-07 0.266

gravity(m2/s) 9.81 0.000713

data [18]. The initial parameters in the LBM simulation are illustrated in Table3.1.

Figure 3.13 shows the rising velocity varies with time. It shows that the simulation results

of the terminal velocity (the velocity reaching to the steady state) reasonably agree with

experimental data in these two cases [18]. The velocity error ((uLB-uExp)/uExp) are 6.66%

and 22.3%, respectively.
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Figure 3.11: Free rising droplets predicted by LBM model at Re=8.6 at different time
steps, (a) t=0; (b) t=8400 and (c) t=21200.

3.7 Boundary conditions

In the LBM, the nodes on the boundary are relatively more complex than the bulk nodes,

because some distributions of its neighbor nodes are unknown after the streaming pro-

cess. The boundary condition is required to determine the unknown distributions. There-

fore, choosing appropriate boundary conditions in the simulation process is necessary for

meaningful results, not only because of accuracy but also with regard to the stability of

the simulation.

Various non-slip boundary conditions have been developed since the early 1990s [187]

[188] [189] [190] [191] [192] [193] [194]. The accuracy of the boundary conditions is

investigated by comparing the analytical solutions of Poiseuille and Couette flows [195].

The non-slip boundary condition enables the implementation of LBM in porous media. In

order to be applicable in many types of simulations, the boundary conditions continue to

be developed in terms of temporal and spatial extension [193] [149] [190]; for example,

simulation of realistic porous media is enabled [196].

In this section, the boundary conditions used in this study are introduced, including the

periodic boundary condition, bounce-back boundary condition and Zou-He pressure and
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Figure 3.12: Free rising droplets predicted by LBM model at Re=43 at different time
steps, (a) t=0; (b) t=4700 and (c) t=9700.

velocity boundary condition.

3.7.1 Periodic Boundary Condition

The periodic boundary is one of the common conditions for the infinite domain and closed

edge, in which the system is regarded as a closed one by the edges, as if inlet and outlet

edges are joined to each other. In the simulation process, the nodes of the unknown

distributions on the boundary, whose neighboring points are on the opposite boundary,

are assigned by the opposite point of achieving periodicity. For example, the periodic

boundary condition in x direction is shown in Figure 3.14 and achieved as Eq.3.26

f [ j][0][1] = f [ j][N][1];

f [ j][0][5] = f [ j][N][5];

f [ j][0][8] = f [ j][N][8];

f [ j][N][3] = f [ j][0][3];

f [ j][N][6] = f [ j][0][6];

f [ j][N][7] = f [ j][0][7]; (3.26)
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Figure 3.13: The simulations of rising velocity varies with simulation time step, in
comparison with the experimental data [18] at Re number of 8.6 and 43

3.7.2 Bounceback Boundary Condition

Bounceback boundary condition has been proposed to achieve a non-slip velocity bound-

ary condition. This means that as the particle collides with the wall nodes, it will bounce

back in the opposite direction. Bounceback boundaries are very convenience methods of

simulating the fluids in complex geometries, including porous media.

Complex geometries are constructed of the solid nodes. All the solid nodes are categorized

into two classes. One is the boundary solids which are between the solid and fluids,

which have direct contact with the fluid nodes, namely interface nodes. The other type

is the isolated solid that is far from the fluid and surrounded by the solid nodes. Only

the interface nodes communicate the distributions with the fluid nodes on each time step.

Meanwhile, the isolated solid nodes ignore collide and stream with the benefit of saving

unnecessary computational consumption.

Several bounceback boundary conditions have been developed to achieve a non-slip bound-

ary condition [187] [197] [189] [198] [190] [191] [193]. Comparisons between various

boundary conditions are conducted and the accuracy of each scheme is illustrated [195]. In

general, the methods are divided into two types; one is a full-way bounce-back in which

the boundary is on the nodes [198] [189], while the other is a half-way bounce-back

boundary with a boundary between the nodes [199] [196]. It is generally accepted that

the full-way bounceback boundary condition is of first-order accuracy, while the half-way

bounceback boundary condition is of second order [195].
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Figure 3.14: Illustration of periodic boundary condition.

Figure 3.15: Illustration of bounceback boundary condition.

In the full-way bounce-back scheme, the boundary nodes change the usual collision step

and keep the usual streaming step. In the specialized collision step, all populations of the

particles next to the wall are replaced by the value of their own populations in the opposite

direction. The error is found in the implementation of the poiseuille flow simulation [198]

[189].

The half-way bounce-back approach unlike the full-way bounce-back approach in which

all the populations are opposite, in the half-way bounce-back approach only unknown

particle populations are copied. Figure 3.15 illustrates the scheme of a half-way bounce-

back boundary condition. The solid nodes are arranged outside the wall. At the time step t,

the post-stream value of solid populations are assigned in the opposite direction, followed

by the usual collision step and then streamed back to the fluid domain. In comparison with
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the full-way bounce-back boundary condition, the primary characteristic of this scheme is

modification of the streaming step and keeping the collision step. In the case of the D2Q9

model, the simulation code performs on a node as can be seen below,

f temp = f [ j][i][1]; f [ j][i][1] = f [ j][i][3]; f [ j][i][3] = f temp;

f temp = f [ j][i][2]; f [ j][i][2] = f [ j][i][4]; f [ j][i][4] = f temp;

f temp = f [ j][i][5]; f [ j][i][5] = f [ j][i][7]; f [ j][i][7] = f temp;

f temp = f [ j][i][6]; f [ j][i][6] = f [ j][i][8]; f [ j][i][8] = f temp; (3.27)

where f temp is a temporary variable.

3.7.3 Pressure/Velocity Boundary Condition

In the fluid flow application, the fluid is often driven by the pressure difference or kept

in a constant velocity. The implementation of the pressure/velocity boundary condition in

the LBM is necessary.

The method used to control the pressure or velocity on the boundary is variation [188]

[191] [200]. Skordos [188] proposed a method for calculating the boundary nodes by

extending the collision operator based on the velocity gradients, which is only validated

in D2Q7. Inamuro [189] proposed a new method to determine the unknown distribution

functions by additional constant term. Maier [191] achieved pressure boundary condition

by means of an extrapolation scheme which is completely different from the bounceback

boundary condition. Zou and He [200] proposed the scheme by the bounceback assump-

tion of non-equilibrium part. For example, fi− f eq
i = f j− f eq

j , i and j indicate the opposite

direction. Recently, Zou-He boundary condition has been widely used in the applications

of pressure/velocity boundaries [14] [15] [201]. In this study, Zou-He boundary condition

is applied in the simulations.
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3.8 Challenges of LBM MCMP models

The LBM MCMP models have been developed and applied in the simulation of fluids

flow in complex geometry. However, LBM is still restricted in some requirements, such

as the high March number flow, large density ratio, unphysical “spurious velocity”.

It has been noted that high-Mach numbers limitation, know as Ma«1, comes from the

original LBM assumption. It is still a challenge for the traditional LBM to deal with high-

Mach number flows, despite the ongoing methods proposed to relax the limit [202] [145]

[203] [204].

In recent years, the LBM MCMP stability is concerned and discussed by the researchers

[205] [1] [206]. It has been found that large density ratio of MCMP simulation is restricted

by the simulation stability, which is related to “spurious velocity”.

The spurious velocity was first discussed by Gunstensen in 1992 [139], which is an

unphysical small flow near the interface of two phases/component. The methods used to

reduce the spurious velocity and increase the density ratio can be classified into three

ways. Several numerical schemes have been developed for the solution of the lattice

Boltzmann equation, in terms of the collision operator and the discretization of the stream

part [1]. It has been demonstrated that the numerical difficulties, especially the stability,

is related with the collision operator, rather than the stream term [1]. Therefore, one way

is to improve the scheme for the collision operator [1] [206] [173]. The second way is

to discrete density gradient operator in the interparticel interaction force [207]. The third

way is to incorporate an accuracy pseudipotential model to describe the pressure [185]

[208].

In 2002, Nourgaliev et al. assessed the spurious velocity by the implicit lattice Boltzmann

method [1]. The implicit trapezoidal method is with second-order accurate, is considered

as a stable scheme by the linear stability analysis [209] [173]. In the implicit model,

both of the local and next time step’s equilibrium distributions are used to calibrate the

collision operator, and the collision operator is evaluated by a trapezoidal rule using

the central difference approximation. This method is successfully applied in multiphase

simulations and expands the range of Eo and Mo value in the multiphase flow calculations
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[210]. It significantly minimized the spurious velocity across the interface in the order of

magnitude in comparison with Shan-Chen model. However, the simulation is achieved by

the iterations. Even though it converges rapidly, this implicit method apparently increases

the CPU time consumption per simulation step due to the iteration calculation [206] [173].

In 2006, Shan indicated that the spurious velocity on a curved interface is resulted from

the lowly isotropic discrete density gradient operator [207]. He proposed a high-order

isotropic gradient operator and effectively reduced the spurious current in terms of the

magnitude and the spatial extent. In the 100×100 lattices simulation domain, the spurious

velocity significantly reduces about 3 times as the order of the density gradient increases

from three to eight order.

In 2006, Yuan et al. successfully reduced the spurious velocity by using the different

equation of states [185]. He proposed that lattice Boltzmann method with Peng and

Robinson equation of state sharply decreased the spurious velocity in comparison with

the Shan-Chen equation of state, and apparently extends the density ratio range in the

multiple phase simulations.

In 2007, Sbragaglia et al. [208] developed another extended pseudopotential method to

minimize the spurious velocity by extending the spatial range of the interaction. The

spurious velocity is multiply reduced.

3.9 LB unit

LBM simulations resolve the real physical system with the use of "LB variables". The

choice of "LB variables" is restricted by the law of similarity. First, the LB simulation

must be equivalent to the real physical problem, such as the parameters being related to

each other by the same dimensionless number. Second, in order to satisfy simulation sta-

bility and accuracy, the discrete parameters are restricted, such as the sufficient resolution

and discrete time step [211].

The LBM is a discretization method to recover Boltzmann equation, in which the pa-

rameters are the discretization of the macroscopic variables. Unit conversion should be

provided in order to achieve a desirable result. In general, the dimensionless value in
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Table 3.2: LB unit conversion

conversion physical value LB variable

velocity ulb = up× ζt
ζx

2 mm/s 0.01

viscosity νlb = νp× ζ t
ζ 2

x
2 mm2/s 1/3

density ρlb = ρp× ζ 3
x

ζ kg 1000 kg/m3 1

gravity acceleration glb = gp× ζ 2
t

ζx
9.8 m/s2 0.00735

LBM is equal to the physical quantity divided by the conversion factor. Three independent

primary conversion factors are required in incompressible fluid flow simulation, including

the factors of length conversion ζx, time conversation ζt and density conversion ζρ or mass

conversion ζkg.

For example, the 2D fluid flow is constructed in the 3mm×3mm domain, and the inlet

velocity is 2 mm/s. The viscosity and density of the fluid are 2mm2/s and 1000 kg/m3,

respectively. The LBM simulation is consisted of 100×100 lattices. Therefore, the length

conversion factor is ζx = L/N = 3× 10−3/100 = 3× 10−5. To be simply, the density is

chosen by 1 in the LBM. The density conversation factor is ζρ = ρp/ρlb = 1000/1 =

1000. Furthermore, the mass conversation factor is described by ζkg = ζρ ∗ζ 3
x = 1000×(

3×10−5
)3

= 2.7×10−11.

The choice of discrete time is related to the simulation stability, therefore it needs to be

fine-tuned. The discrete time is linked to the discrete length by the constraint δt ≈ δ 2
x

[211], where δx = ζx/L = 1/N, δt = ζt/t0, t0 is characteristic time, in this case, t0 =

L/up = 3/2 = 1.5s. Therefore, δt ≈ 10−4 and ζt = 1.5× 10−4, respectively. The basic

conversion rule is summarized in Table.3.2

3.10 Reviews of mass transfer models of MCMP LBM

In this study, the LBM is used to build up the multicomponent model to simulate mass

transfer at pore scale. In this section the applications of LBM in MPMC fluids flow are

reviewed, in particular the applications of the LBM in mass transfer.
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3.10.1 Mass transfer on fluid/fluid interface

The LBM for miscible flow mixture has been investigated since the 1990s. Holme and

Rothman [212] proposed the first LGA model to simulate miscible flow mixture in two-

dimension. Lower diffusivity is achieved by the nonlocal interaction. In 1993, Flekkoy

[213] following the idea of Holme and Rothman developed a two component miscible

fluids LBGK model for mass transfer in both two-dimension and three-dimension. It

assumes that the collision between two components is negligible. The scheme is described

by

Ni (x+ ci, t +1) = Ni (x, t)+λνNneq
i (x, t) (3.28)

∆i (x+ ci, t +1) = ∆i (x, t)+λ∆∆
neq
i (x, t) (3.29)

where

Ni = Ri+Bi (3.30)

∆i = Ri−Bi (3.31)

Nneq
i = tiρ

(
1+

ciu
c2

s
+GQiαβ uαuβ

)
(3.32)

∆
neq
i = ti∆ρ

(
1+

ciu
c2

s

)
(3.33)

where Ri and Bi are the mean occupation number of red and blue particles. cs is speed of

sound. G is a constant, such as G=4.5 for BGK model, and determined by the convection

term. ∆i is the gradient. The relaxation times λν and λ∆ are determined by the kinematic

viscosity and diffusion coefficient, respectively. ci is the velocity vector. Qiαβ = ciαciβ −

c2
s δαβ is the tensor. The high Péclet number flow was investigated in their study. The

Péclet number is defined as the ratio of advective transport rate to diffusive transport rate.

It has been found that the diffusion coefficient obtained by the simulation is close to the

theoretical value, as the diffusion coefficient is greater than 10−4.

Stockman et al. [19] developed a LBM dispersion model by introducing a set of functions

for the tracer. The distribution function of tracer has fewer vectors than that of the carrier
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Figure 3.16: Double-diffusive fingering in cell. Left: experimental results. Right: 2D LBM
simulation results [19].

fluid. The equilibrium functions for the carrier fluid and the tracer are defined by

f eq
0 =

ρ

3

[
1− 3

2
u2
]

(3.34)

f eq
i = tiρ

[
1+3ei ·u+

3
2

(
3eiei : uu−u2

)]
(3.35)

and

f eq
s,i = A+B

(
es,i ·u

)
(3.36)

where the subscript “s” denotes the solute. A and B are determined by the solute conser-

vation, known as ρs = ∑ f eq
s,i and ρs ·u = ∑ f eq

s,i es,i. This LBM dispersion model is used in

the investigation of the double-diffusive fingering. It has been found that the rate of finger

growth by LBM simulation is smaller than that in the experiment, as shown in Figure

3.16.

In 1997, Noble [214] developed a 2D LBM to simulate the advection-diffusion fluids flow

by an additional four-velocity equilibrium distribution for mass transfer. The equilibrium
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distribution function is defined by

f eq
i =C

(
1
4
+

1
2c2 (ei ·u)

)
(3.37)

where C is the solute concentration. The relaxation time in the collision term is determined

by the diffusion coefficient.

Knutson [215] used Noble’s model to discuss the dissolution in porous media with vari-

able distribution of nonaqueous phase liquid blobs. In the simulation, the porous media

was designed by the orderly arrangement of the circle solid grains. The effect of blob

configuration and the Pe number on the mass transfer were investigated.

In 2002, Inamuro and Yoshino [216] proposed a LBM model for convection-diffusion in

two miscible fluid mixtures. This 15-velocity model assumed that the fraction of compo-

nent B is smaller in comparison with the fraction of component A. Therefore, B-B and

A-B collisions are neglected in comparison with B-A and A-A collisions, respectively.

The equilibrium distribution function of B is as normal, while the equilibrium distribution

function of B only contains two terms, which are up to first order in the flow velocity. The

mass diffusivity is related to the relaxation time of component B. The small Knudsen

number is a matter of concern in the study. The ability of the model in the thermal fluid

system is demonstrated by the simulation of the diffusion between two parallel walls and

Rayleigh-Benard convection. The component B is regarded as the temperature distribution

of component A. In 2003, Yoshino and Inamuro [149] applied the mass transfer model in

porous media, assuming the diffusion fraction is negligible. The mass transfer for miscible

fluid in porous media is calculated in a series of Reynolds numbers. It indicates the ability

of the LBM in the simulation of mass transfer in simple porous media.

Apart from these, Merks et al. [217] validated the LBM moment propagation method

by the simulation of advection-diffusion. In the moment propagation method, a scalar

quantity as the dispersion of tracer is started after the stream and collision step. A fraction

of the scalar quantity is redistributed according to probability. Zhang et al. [218] proposed

a LBM model for advection and anisotropic dispersion. The particle speed space is dis-

cretized by the rectangular lattices with 4-velocity in 9 directions, instead of the common

square 3-velocity in 9 directions. The relaxation time is dependent on the directions. The
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Figure 3.17: Dissolution of single droplet rising up at Eo=0.4428 [20].

mass is calculated by the weighted sum of distribution function; it is no longer the sum

of the distribution functions. The concentration is obtained from the particle distribution

functions. The benchmark study showed that the model was accurate and efficient in the

simulation of dispersion and advection problems.

In 2009, Chen et al. [20] applied Kang et al.’s [219] LBM model to investigate the

dissolution of a single droplet rising up. A four-velocity equilibrium distribution function

was introduced to describe the mass transfer. The boundary condition proposed by Kang

et al. [125] was used to control the diffusion. The simulations assumed that the interface

motion resulting from the dissolution is slow and that the droplet interface is not moving.

The concentration distribution of the droplet was obtained, as shown in Figure 3.17.

The accumulated mass on the bottom side of the droplet was observed. In addition, the

dissolution of multiple droplets was investigated by this LBM model.

3.10.2 Reaction flow

The LBM for reaction flow has been developed since the 1990s. Kingdon et al. [220]

proposed the first two dimension lattice Boltzmann model for the reaction-flow in two

dimensions. The model is carried out on the assumption that reactant is sufficiently dilute.

Therefore the interface effect, heat and mass effect are negligible. The chemical reaction

was achieved by introducing a source term to the concentration distribution. The diffusiv-

ity is related to the relaxation time of the solute in the collision operator. Similar models
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are investigated with regard to nonlinear reaction by Weimar and Boon [221].

In 1993, Dawson et al. [222] developed a two-dimensional reaction-diffusion model.

The collision operator was defined by reactive terms and nonreactive terms. Quantita-

tive agreement was obtained in a comparison study between this model and theoretical

prediction in pure diffusion phenomena and Turing patterns. In addition, Qian et al. [223]

proposed a lattice Boltzmann model for the diffusion-driven irreversible chemical reac-

tion. The results show that this model achieves a better result than the cellular automaton

model.

3.10.3 Mass transfer on solid/fluid interface

The lattice Boltzmann method for mass transfer on a solid/liquid interface was generated

from the cellular automaton model proposed by Wells et al. [224]. The chemical reactions

at mineral surfaces were simulated. The mass transfer is controlled by a probability func-

tion describing the disequilibrium between the mineral and fluid. The wall node converts

to the liquid node based on the dissolution condition.

In 2000, He et al. [225] proposed the first LBM for a surface chemical reaction, which

successfully avoids the intrinsic noise in lattice gas automaton. This model assumed

the dilute solute, which has no effect on solvent flow. Two distribution functions were

implemented to describe the solvent and concentration of solute. The chemical reaction

for the fluid is represented by a source term following the collision term. The boundary

condition for the diffusion at the macroscopic level successfully converts to the LBM.

This approach stems from observation and the non-equilibrium part of the distribution

function is related to microscopic velocity and concentration gradient. The simulations

results at the steady state confirmed those achieved with the Leveque solution, with the

exception of the inlet corner.

In 2002, Kang et al. [125] extended He’s model to study chemical reactions in porous

media. The boundary condition of the solid wall is similar with He’s model to describe the

surface reaction. The dissolution of carbonate rocks in HCL and HAc was investigated by

the proposed LBM model. The simulation results achieved a qualitative agreement with

the experimental results.
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In 2003, Kang et al. [132] continued their work to incorporate the precipitation into the

dissolution model in a simplified porous medium. The effects of dimensionless parameters

(Pe and PeDa number) on the transfer and reaction process were investigated. It was

concluded that dissolution and precipitation were complex, even though a simplified

geometry was used. Afterwards, Kang et al. [226] presented the Lattice Boltzmann model

of multiple aqueous components in porous media taking into account homogeneous and

heterogeneous reactions. The homogeneous reactions were based on the local equilibrium

mass relation. The mineral reaction was achieved through the boundary condition on the

solid surface.

In 2007, Kang et al. [124] further improved the multicomponent reaction model in porous

media through implementation of a rigorous derived boundary condition, instead of the

thermal boundary condition for mass transfer. The improved boundary condition was

derived by the correcting expression of the distribution function. The simulation results

showed that the models with the improved boundary condition got better agreement with

analytical results, in comparison with the results of the previous boundary condition.

Furthermore, the model was utilized in both of D2Q9 and D2Q4 simulations. It was

concluded that D2Q4 model is more efficient than the D2Q9 model.

In 2011, Parmigiani et al. [15] used the SC multiphase multicomponent model coupled

with Nobel’s diffusion model to investigate the mass and reactant transfer in porous media

with uniform and random particles. The advection-diffusion process was described by an

additional distribution function. Non-wetting fluid was injected into the saturated porous

media. The two fluids phases were immiscible. The study only focused on solid melting,

which is not suitable for moving solid-fluid boundary cases.

In 2013, Chen et al. [129] combined the single component multiple phase SC model,

mass transfer model [227] and Kang’s dissolution-precipitation to model thermal driven

migration of a brined inclusion in a salt crystal. A concentration boundary was proposed

to handle the moving reactive boundary. The mass transfer model was achieved by adding

a source term related to the homogeneous reactions after the collision operator. The

diffusivity was controlled not only by the relaxation time, but also by adjusting the defined

parameter in the equilibrium distribution function of the concentration. It successfully
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investigated the physiochemical processes including the phase transition, heat transfer,

solid dissolution and precipitation.

3.10.4 Summary

Therefore, recent research efforts in mass transfer are classified into three different meth-

ods. (i) The model preserves the normal MCMP to simulate the diffusion by reducing

the interaction force between different fluids. (ii) The second component is modified

by a separate distribution function to simulate the solute concentration. It is regarded

as the passive solute model. (iii) A special boundary condition is applied on the interface

between fluid and solid to model the mass transfer.

(i)Active Solute Model [228]. This method preserves the normal MCMP model with the

complementary density for the binary fluids. Shan and Chen [228] discussed the MCMP

diffusion model in detail. It is concluded that the diffusion satisfies the Galilean invariant

and the diffusion coefficient is not associated with velocity. The interaction strength has

been used to control the miscibility for each component. The advantage of this method of

investigating the dissolution and dispersion is that the moving boundary between fluids

is easily achieved by the algorithm. However, in this model, the interfacial tension and

diffusion are modelled by one force term. It is difficult to distinguish the diffusion from

the interfacial tension in two components/phases.

(ii)Passive Solute Model [214]. This method introduces an additional lattice to describe

the solute concentration using an individual equilibrium distribution function with four

velocities. The velocity of the passive solute component is coupled with the fluid compo-

nent. The relaxation time of the solute lattice is related to the diffusion coefficient. In this

method, the interaction force between the solvent and solution are ignored. Clearly the

additional lattice describing the concentration requests more computational resources.

(iii)Solute transfer in the solid-liquid interface. This method was successfully used to

simulate solid dissolution and precipitation. The boundary conditions between compo-

nents/phases were treated specifically for the solid dissolution, such as that proposed by

Kang et al. [125]. It has been adopted in the droplet dissolution simulation by Chen et

al. [20] with the assumption of a fixed fluid-fluid interface.
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Based on the discussion above, no appropriate mass transfer models for LBM have been

developed. Therefore, it is necessary to develop a suitable physical model to simulate

mass transfer, which has been fully engaged for model development, mass and energy.
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Chapter 4

Development of LBM CO2 dissolution

model

4.1 Introduction

In the CO2 geological storage, injected CO2 is at a free supercritical phase. As the density

of supercritical CO2 is lower than that of the aqueous phase, CO2 tends to escape from

the storage site driven by the upward buoyancy force.

The geochemical trapping occurs and restrains the migration of CO2. The CO2 dissolves

into brine causing its density to increase at orders of 0.1% to 1%, depending on pressure,

temperature, and salinity, as shown in Figure 4.1. The density increase of CO2 creates

a solute induced buoyancy force. This negative buoyancy force generates an additional

nature convection on the interface between CO2 and the aqueous phase to refresh the

interface between CO2 and brine, consequently enhancing the CO2 dissolution. In this

study, convection is defined by the movement of fluid molecules through adcection, which

not include the diffsuion. The rate of CO2 dissolution would be limited by the rate at

which CO2 can be removed from the interface by molecular diffusion. On the other hand,

the CO2 solution reacts with the mineral to form carbonates and is trapped as the solid

phase. The study of the CO2 solute driven convection corresponds to the security and CO2

permanence storage.

To fully understand this complex interaction mechanism, which is the key predicting

CO2 leakage from the storage sites, it is vital to develop a pore-scale mechanism model

to simulate such a multiple fluids interaction process in geo-formation. Based on the

literature reviews on applications of LBM to mass transfer in Section 3.10, it is clear
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(a) (b)

(c)

Figure 4.1: Density increase of CO2 solution under different (a) temperature; (b)
pressure; (c) salinity [80]

.

that none of the existing models have been adequate to accurately describe fluid-fluid

dissolution. As a result, a new two component dissolution LBM model is proposed in this

study. The model is introduced in this chapter in detail.

This chapter is organized as follows. The mechanisms and physical model of CO2 dis-

solution in water is studied in Section 4.2, which is demonstrated to build up the LBM

model for the CO2 dissolution model. In Section 4.3, the basic equations of this multi-

component dissolution model are introduced, followed by an evaluation of the proposed

diffusion force. In Section 4.4, the developed dissolution model is calibrated by simulating

a lab experiment of CO2 droplet dissolution. The parameters of the LB simulation are

converted by the physical parameters. The EOSs of CO2 and water are proposed. The

simulation results are discussed in Section 4.5, including the effect of the Eo number and

numerical diffusion on the performance of static droplet dissolution. Finally, A summary

and conclusions can be found in Section 4.6.
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Figure 4.2: Schematic diagram of the CO2 droplet dissolution mechanisms

4.2 Mechanisms and physical model of CO2 dissolution

in water

The model considers a free rising CO2 droplet in water, without loss of general, at a state

of CO2 geological storage site. For such a system, CO2 and water are assumed to be at a

thermal equilibrium state and conservation of energy is satisfied.

The momentum exchange of CO2 and water is driven by forces of buoyancy, viscosity, and

interfacial tension. Experimental data shows that at storage state (1000-3000 m depth),

CO2 is lighter than water, while the CO2 solution is denser than water. Therefore, there

will be both positive (ρc < ρw) and negative (ρs > ρw) buoyancies, as shown in Figure

4.2, where ρ is the density and the subscribes c, w and s indicate CO2, water and CO2

solution, respectively.

The mass exchange of CO2 and water is due to CO2 dissolution. This model assumes

that the solution forms a layer at the solute and solvent interface. The reaction at the

solute and solvent interface is assumed to instantaneously form a saturated solution at
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Figure 4.3: Schematic diagram of a physical model in dissolution process. (a)stage one;
(b)stage two. Note that δx2 ≤ δx1.

mass concentration of Cs, namely solubility, which is a physicochemical property of

function of temperature and pressure. The rate of dissolution is then controlled by the

diffusion of solute molecules from the diffusion layer at the concentration of solubility to

the surrounding liquid, which is driven by the concentration gradient.

The momentum and mass exchanges of CO2 and water are coupled during CO2 rising,

deformation and dissolution. The coupling occurs in two boundary layers of momentum

and concentration, which are generated by the coupling of the forces, including positive

and negative buoyancies, interfacial tension and viscosity, and the coupling of flow and

mass transfer. Flow enhances the mass transfer of CO2 to water. Meanwhile, the mass

transfer of CO2 dissolution produces negative buoyancy.

A LBM MCMP model is proposed to simulate the CO2 dissolution. The CO2 dissolution

process can be classified into two stages, as shown in Figure 4.3.

In the first stage, CO2 diffusion is driven by the gradient of the chemical potential. The

chemical potential can be expressed by a thermodynamic force representing the sponta-

neous tendency of the molecular dispersion as a result of the Second Law of thermody-

namics. The diffusion flux is governed by Fick’s First Law of Diffusion, which is defined

as Fx = −D f
∂C
∂x , where Fx and C are mass flux and the concentration of the diffusion

substance, respectively. Taking the Diffusion Layer Model of dissolution into account,

when CO2 is in contact with water, the diffusion layer film instantaneously forms a state

of equilibrium on the interface. Therefore, at the interface, the maximum concentration of
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CO2 for mass transfer is CO2 solubility rather than the total CO2. Once CO2 has diffused

into the water, a concentration layer forms with concentrations between the CO2 solubility

and that in the surrounding water. The dissolution is ongoing until the chemical potential

gradient of the CO2 in the solution approaches a negligible amount.

In the second stage, once the CO2 is diffused into the diffusion layer, the convection takes

the role of moving the dissolved CO2 away from the diffusion layer, which is generated by

the forces of buoyancies. The pure diffusion layer transfers to a thin convection diffusion

layer, as shown in Figure 4.3. The change of the concentration from the diffusion layer is

the sum effect of the diffusion and convection.

In LBM, the solution is considered as a mixture of dissolved CO2 and water, which is

governed by the transport equation of water. Therefore, the density of the solution is the

density of the mixture of water and dissolved CO2, while an additional force, the negative

buoyancy force, should be added to the momentum equation of water. By such a treatment,

unlike existing models of LBM MCMP, no additional Lattice is requested for the CO2

solution. The interface between the solute of CO2 and solvent (water) is monitored by the

solubility, which moves as the CO2 dissolves.

4.3 Multicomponent LBM dissolution Model

Based on the discussion of the mechanisms and physical model of CO2 dissolution, a LB

CO2 mass transfer model is developed. The pseudopotential model [147] introduced in

Section 3.4 is applied to describe the chemical potential (diffusion coefficient). The model

couples mass transfer and momentum transfer. The momentum transfer forces, including

interfacial tension, the interparticle interaction force for real fluid, and buoyancy, are

introduced in Section 3.6. In this section, the diffusion force is investigated and developed.
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4.3.1 The diffusion force

In the proposed dissolution model, a diffusion force is introduced to simulate the CO2 par-

ticles transfer to water. By applying the interparticle interaction pseudopotential concept,

the diffusion force is defined as,

Fd
σσ̄ =−Gdψσ (x)∑ψσ̄ (x

′
)(x

′
− x) (4.1)

where Gd is diffusion potential strength of the solute particles transporting into the sol-

vent. ψσ and ψσ̄ are the effective number density of solute and solvent in the solution,

respectively, which are determined by EOS of solute and solvent, respectively. For CO2

and water system, ψCO2 and ψwater are to be introduced in Section 4.4.3.

It can be seen from the proposed diffusion force that CO2 diffusion can be directly

described from the mechanisms of particle interactions, rather than by means of adopting

an additional transport LB equation to link the diffusion coefficient to the relaxation

time, where it should be noticed that an additional equilibrium function for diffusion

component also has to be set up. Looking at the mechanisms of dissolution, the inter-

particles interaction actually occurs at all directions rather than just four directions, as is

also the case regarding the forces. Consequently, the diffusion of CO2 into water can be

predicted by simply implementing such a diffusion force into the momentum equation.

Shan-Chen discussed the diffusion phenomena in the multicomponent LBM model [228].

However, the diffusion force was not distinguished from the interaction forces in their

multicomponent model.

The diffusion potential strength used to simulate the diffusion coefficient can be calibrated

by the analytical solution of a one-dimensional semi-infinite diffusion.

The mass diffusion flux Fx is given by [229]

Fx =−D f
∂C
∂x

(4.2)

where C is the concentration of the diffusion substance, x is the coordinate and D f is the

diffusion coefficient.
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Figure 4.4: Diffusion from a semi-infinite medium. Analytical solution shown as solid line,
LBM solution as open symbols.

One dimension transportation equation of mass transfer is,

∂C
∂ t

+
∂Fx

∂x
= 0 (4.3)

Substitute Eq.4.2 into Eq.4.3, a analytical solution of diffusion can be obtained [229]

C =C0er f c
x

2
√

D f t
(4.4)

by setting the initial condition, C = 0 at x > 0, t = 0, and boundary condition of C =C0 at

x = 0, t > 0. C0 is the concentration of the diffusion boundary. In the proposed dissolution

model, C0 is the solubility, Cs.

A 2D LBM simulation is conducted to simulate spherical droplet diffusion into water

with the periodic boundary condition. Along the central line of the diffusion bubble, the

diffusion is regarded as the semi-infinite diffusion on each side.

Figure 4.4 shows the comparison results of concentration distributions between the LB

simulation and analytical solution under two diffusion potential strengths, they are Gd=5

and Gd=10, respectively. It can be seen that the LB simulation results of the concentration

distribution at each selected time are in a good agreement with those from the analytical

solution [229]. The simulation demonstrates that the proposed diffusion force is able to

describe the molecular diffusion in the LB simulation.

The relationship between the diffusion coefficient (D f ) and diffusion potential strength
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Figure 4.5: The relationship between the diffusion coefficient and diffusion potential
strength Gd .

is obtained, as shown in Figure 4.5. It presents that the diffusion coefficient linearly

increases with the increase of the diffusion potential strength Gd . The diffusion potential

strength Gd is as a function of diffusion coefficient, in this case, is found to be

Gd = 0.2475×1010D f −2.72277 (4.5)

where Gd is in LB unit and D f is in m2/s. It has to be noticed that Eq.4.5 is the result

from the case set, which is taken to demonstrate the methodology to link the Gd in LBM

to D f in physics as an example. For other cases, the same method can be used to obtain

the relationship between the diffusion potential strength and the diffusion coefficient.

4.3.2 LBM dissolution model

Based on the mechanisms and physical model of CO2 dissolution in Section 4.2, in this

section, the LBM dissolution model is introduced. The characteristic of this model is the

implementation of the momentum and mass transfer forces in LBM.

For the CO2 and water system considered in this study, the forces acting on the CO2 are

those of interparticle interaction forces between molecules, F f
11, the interfacial tension,

F f
12, and gravity, Fg

1 . In the case of water, they are the interparticle forces F f
22, the inter-

facial tension F f
21 and gravity, Fg

2 . The net gravity is applied to the CO2 droplet, known
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as buoyancy force. Therefore, the forces applied in the momentum equations of CO2 and

water are

Fc = F f
11 +F f

12 +
(
Fg

1 −Fg
2
)

(4.6)

and

F
′
w = F f

22 +F f
21 (4.7)

where F f
11, F f

12, Fg
1 and Fg

2 have been introduced in Section 3.6.

At the interface between the CO2 and water, molecular diffusion and convection occurs.

The diffusion is described by the diffusion force, Fd . The CO2 is dissolved into water

and treated as a solution. Since the CO2 concentration is small in mass fraction, known

as C <Cs = 0.05, the interparticle force F f
11 of the CO2 solution is neglected and the CO2

is treated as water. Cs is the CO2 solubility in mass fraction. In addition, once the CO2

is dissolved into water, the density of the CO2 solution is greater than the density of the

water. Therefore, a negative buoyancy force, which is cannot be ignored, is applied to the

water component. The forces for the water component is summarized by

Fw = F
′
w +Fd

21 +
(
Fg

s −Fg
2
)

(4.8)

where Fg
s is the gravity of solution, Fg

s = ρsg. The CO2 solution density (ρs) is calculated

by the equation proposed by Song et al. [22], ρs = ρw(1+αχ). α is the constant, α =

0.275 for fresh water and α = 0.276 for seawater [22].

The flowchart of the multicomponent LBM dissolution model is illustrated in Figure 4.6.

4.4 Calibration of the new LBM dissolution model

In this section, the proposed multicomponent LBM dissolution model is calibrated by

a lab experiment in terms of the shrinking rate and solution layer thickness. The initial

parameters in the LBM dissolution simulations are based on the conversion from the

physical unit. The EOSs of the CO2 and water are investigated and improved.
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Figure 4.6: The flowchart of multicomponent LBM dissolution model
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Figure 4.7: Schematics of the experiment set up [21]

4.4.1 Lab experiment of CO2 dissolution

The proposed multicomponent LBM dissolution model is calibrated by the CO2 droplet

dissolution experiment [21]. The structure of the high pressure vessel of the experiment

is schematically outlined in Figure 4.7. The test section is an optical transparent channel

at the center of the vessel. Having filled with water, the vessel was maintained at a state

of T=288 K and pressure of 9.81 MPa. CO2 was injected into the water to form a droplet

touching to the injection nozzle due to the buoyancy. The CO2 droplet dissolution was

monitored by a high speed camera and the concentration distribution of the dissolved CO2

was measured by the DeLIF technique. The CO2 concentration distribution calculated

from a PH distribution which can be seen in Figure 4.8.

4.4.2 LBM simulation set-up

The LBM is set to simulate the experiment. The correspondence of the simulation param-

eters between the lab experiment and the LBM are listed in Table.4.1. The number density

for CO2 and water are n1=2.02 and n2=5.5756, respectively. The molecular mass for each

component are m1=44 and m2=18, respectively. The gravitational acceleration was set

based on the non-dimensional number Eo. Eo= g∆ρd2

σ
, where ∆ρ is the density difference

between two fluids. g is the gravitational acceleration. d is the characteristic length, in

this study it is defined by the radius. σ is the surface tension. In the lab experimental
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Figure 4.8: The experiment result of the CO2 concentration (mol/l) distribution [21]

condition, the surface tension is 25 mN/m, therefore, the Eo number was calculated as

(1003.611−889.21)×9.81× (5×10−3)2/25×10−3 = 1.2387. In the LBM, the surface

tension is not given as a known parameter. The surface tension is determined according to

Laplace’s law in the stationary droplet without dissolution and gravity. The surface tension

is obtained by 122.5769. Therefore, the gravitational acceleration is set to be 0.004973 in

LB simulation.

4.4.3 Equation of state

To simulate CO2 dissolution in water, the EOSs of CO2 and water must be developed in

the LBM, in addition to the LB equations and forces.

EOS for CO2

Based on the literature reviews in Section 3.6.1, PR EOS [183] is selected for CO2, which

is given by

ρ =
ρRT

1−bρ
− aα (T )ρ2

1+2bρ−b2ρ2 (4.9)

α (T ) =
[

1+
(

0.37464+1.54226ω−0.26992ω
2
)
×
(

1−
√

T/Tc

)]2

(4.10)
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Table 4.1: The correspondence of the simulation parameters between physical unit and
LB unit

Lab experiment LBM simulation

Temperature 288 K 1
Pressure 9.81 MPa 0.981

Lx 30 mm 300
Ly 30 mm 300

Radius 5 mm 50
CO2 density 887.34 kg/m3 88.734

Water density 1003.611 kg/m3 100.3611
CO2 viscosity 0.104×10−6 m2/s τ=0.546
water viscosity 1.13×10−6 m2/s τ=1.0

gravity 9.81 4.973×10−4

where a = ΩaR2T 2
c /pc and b = ΩbRTc/pc. For CO2, Ωa=0.45724, Ωb=0.077393, the

acentric factor ω=0.2249 [17] and the critical point is Tc=304.25 K, Pc=7.38 MPa, ρc=468

kg/m3.

PR EOS is calibrated by CO2 experimental data of the pressure against the density at

T=288 K, as shown in Figure 4.9. It was found that the pressure calculated by PR EOS

deviates remarkably from the experimental data, especially at the state of the lab ex-

perimental condition (T=288 K P=9.81 MPa). The pressure error ((PEq − Preal)/Preal)

between PR EOS and experimental data is approximately 11.4%. Since an accuracy EOS

is important for LBM simulation, the PR EOS is corrected to fit the experimental data.

The parameters of the corrected PR EOS are Ωa=0.5167 and Ωb=0.08255.

It can be seen from the red colour line in Figure 4.9 that the improved PR EOS fits well

with the experimental data, especially at the pressure in the range of 6.4 MPa to 10.4 MPa,

which covers the lab experimental condition. The pressure error is significantly reduced

to 0.031% at T=288 K P=9.81 MPa. Therefore, the improved PR EOS is utilized in this

study.

The corrected PR EOS is then converted to LB EOS, according to the corresponding states

law. The converter between the physical unit and LB unit is established as below using
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Figure 4.9: The CO2 pressure changes with density at T=288 K for the experimental
data, PR EOS and the improved PR EOS

the critical state,

ρLB

ρLB
c

=
ρ phy

ρ
phy
c

pLB

pLB
c

=
pphy

pphy
c

T LB

T LB
c

=
T phy

T phy
c

(4.11)

where superscripts phy and LB denote the physical and lattice Boltzmann unit, respec-

tively. The critical properties in LB unit are set by TLB
c =1.0564, and PLB

c =7.52 and ρLB
c =5.2291.

Therefore, the unit converter of temperature, pressure and density are set to be T phy
c

T LB
c

=288,

Pphy
c

PLB
c

=107 and ρ
phy
c

ρLB
c

=104, respectively.

Based on the unit converter, the PR EOS in LB unit is obtained with the parameters,

a=0.2283, b=6.43×10−12, RLB=1. At the lab experimental state, the LB pressure, temper-

ature and density are PLB=0.981, TLB=1.0 and ρLB=88.921. The number density of CO2

is set to be nLB
c =2.02.

Having the LB EOS, the interparticle interaction force of CO2, F f
11 in Eq.4.6, can be iden-

tified by taking the interaction potential ψ (ρ) = ρ0

[
1− exp

(
−ρ/ρ0

)]
. Incorporating
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Table 4.2: water PR EOS parameters

Property Value

ω [230] 0.344
Tc(K) 647.096

Pc(MPa) 22.064
ρc(kg/m3) 322

Figure 4.10: The water pressure changes with density at T=288 K for the experimental
data, P-R EOS and the improved P-R EOS

Eq.3.23, the interaction potential of CO2 is obtained by

G11 =
6
(

P− ρ

3

)
ψ (ρ)2 (4.12)

where P and ρ are the pressure and density in LB unit. At the lab experimental state, the

value of CO2 molecular interaction potential strength is calculated as G11=-0.408446.

EOS for water

As the same treatment of CO2 EOS, the PR EOS is applied to describe the property of

water. The parameters for water’s PR EOS are listed in Table.4.2

The values of Ωa and Ωb are corrected from those suggested by Yuan [185], which are

0.45724 and 0.06729465, respectively. The corrected Ωa and Ωb are 0.1919 and 0.059,

respectively. As shown in Figure 4.10, the corrected PR EOS well fits the experimental
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data at the lab experimental condition.

In LBM, the parameters of water EOS at lab experimental condition are RLB=1, PLB=0.981,

TLB=1.0 and ρLB=100.3611. The number density of water is 5.5756. The molecular inter-

action potential strength is calculated G22=-0.8842 by Eq.4.12.

4.4.4 Model calibration

Simulation set-up

The dissolution model is calibrated by the simulation of the CO2 droplet dissolution

experiment [21]. The experiment is considered as a two-dimensional CO2 droplet dissolu-

tion as it did in a cylinder vessel and the nozzle is located at the centre. As the inside size of

the test section in the experiment is not mentioned in the paper [21], the LBM simulation

was carried out by setting a 2D square domains with 300×300 lattices, in which a CO2

droplet with radius 50 is located at centre of the top of the domain (the droplet centre is

located on x=150, y=250). The resolution and discrete time step are based on the discussed

in Section 3.9. The rest of the domain was filled with water. LBM simulation initialized

from the end of CO2 injection. For simplification, injection process is not included. Both

of the top and bottom boundaries are the full bounce-back of the wall. The left and right

are set to be the periodic boundary condition. Based on the experimental results as shown

in Figure 4.1a, the CO2 solubility is 0.05 at T=288 K and P=9.81 MPa. The interparticle

interaction strength G12 is selected to be 7.4, based on the discussion in Section 4.5.3.

As the discussion of the diffusion force in Section 4.3.1, the diffusion potential strength

taken in this simulation is Gd=1.0.

Shrinking rate

The model is calibrated by droplet shrinking and shrinking rate. Droplet dissolution rate

can be well demonstrated by the shrinking rate. Since the droplet deforms during disso-

lution, a normalized effective radius (R∗) is defined as R∗=Ri/R0, where Ri=
√

S/π . S is

the area of CO2 droplet. R0 is the initial droplet radius. The shrinking rate is defined by

dR∗/dt.
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Figure 4.11: Changing of the normalized CO2 droplet radius with time for both lab
experiment and LBM simulation.

It can be seen from the comparison between the results from the lab experiment [22] and

the LBM that the droplet shrinking is very well predicted by the developed LBM. The

mean shrinking rates are 2.63×10−4 and 2.7×10−4 for the LBM and the lab experiment

in 900 seconds, respectively, as shown in Figure 4.11. A very interesting finding from the

LBM simulation is that the droplet retains a spherical shape during the first 600 seconds,

which results in a shrinking rate of 2.4×10−5 1/s. This ratio is very close to that of the lab

experiment, which is 2.7×10−5 1/s, as shown in Figure 4.11. The deformation of droplet

appears from time of 600 seconds, which is due to the formation of a full-developed flow

boundary around the droplet by the negative buoyancy. The deformation of the droplet

enlarges the interfacial area between the CO2 and the water, then, in turn, enhanced the

dissolution rate, in addition to the enhancement of convections.

The dimensionless transfer rate for mass transfer, Sherwood number, is used to represent

the mass transfer ratio of convection to diffusion and obtained by the shrinking rate of

droplet. The Sh number is defined by,

Sh = kD/D f (4.13)

where D f is the molecular diffusion coefficient (m2/s), D is the effective diameter of
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Figure 4.12: The relationship between Sherwood number and Rayleigh number
matched to the experimental data from Song et al. [22] and Clift et al. [23]

droplet (m), D=2×Ri. k is the mass transfer coefficient (m/s), which is calculated by

mass transfer rate, dm
dt = −kAχρs. A is the surface area of droplet (m2/s). χ is the CO2

concentration in mass fraction. ρs is the density of CO2 solution.

Rayleigh number for nature convection is defined as

Ra =
αχ

1+αχ

gD3

υD f
(4.14)

where υ is the kinetic viscosity of water (m2/s). g is gravitational acceleration (m/s2).α=0.275

for water [22].

The relationship between Sherwood number and Rayleigh number is determined by the

simulation results of shrinking rate, surface area and gravity. The comparison result be-

tween the simulation result and the experimental data is shown in Figure 4.12. It can

be seen that the simulation result is between the formulation in textbook [23] and the

experiment data [22]. The simulation result is smaller than the experimental data, due to

the different initial droplet size and error of surface area of the droplet resulted by the

deformation of droplet.
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Figure 4.13: LBM simulation results of the CO2 droplet concentration distribution.

Distribution of dissolved CO2

The mechanisms of CO2 dissolution in water by coupling the diffusion and convection

can be demonstrated in detail by the distribution of dissolved CO2 in the concentration

layer.

The general distribution of dissolved CO2, shown in Figure 4.13, is compared with that

from the lab experiment, as shown in Figure 4.8, in terms of mass fraction. The difference

in mass concentration is due to the selection of CO2 solubility, which is 0.068 in the lab

experiment, but 0.05 in the LB simulation. It is checked that 0.05 is a more reasonable

value at the experimental state. It can be seen that the LB simulation agrees well with that

of the lab experiment, within the inner layer. Some part-marks-like high concentration

areas are produced close to the CO2-water interface. These are assumed to be the results

of interparticle interactions (diffusion and interfacial tension) and buoyancy driving flows.

The out-layer is mostly dominated by the convection and the distinguished contours can

be formed.

The CO2 dissolution is examined by the geometry characteristics of concentration layer.
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Figure 4.14: Schematic of the CO2 droplet solution analysis

Table 4.3: The comparison of the CO2 solution layer between LBM simulation and the
experimental result

LBM Experiment error

L1/D 0.0829 0.102 18.7%
L2/D 0.428 0.469 8.7%
L2/L1 5.1628 4.598 9.5%
R2/R1 0.857 0.967 11.4%

The definition of geometry parameters are given in Figure 4.14. L1 indicates the solution

thickness along the maximum droplet diameter, D , in the horizontal direction. L2 is the

thickness of solution layer at H=1.2R1. D is the maximum diameter of the CO2 droplet in

the horizontal direction.

The values of the geometry parameters are listed in Table.4.3 for both the lab experiment

and the LB simulation. It can be seen that the simulation result closely matches the

experimental results, with the maximum error less than 20%.
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Figure 4.15: Velocity distribution (a) inside CO2 droplet and (b) of CO2 solution, which is
denoted by the white contours and the velocity vectors. The white contours denote the
streamlines.

4.5 Discussion on the static droplet dissolution

4.5.1 Velocity field of CO2 droplet and solution

To demonstrate the flow direction of the fluid particles at any point in time, the flow

field inside the CO2 droplet and of the CO2 solution is obtained and shown in Figure

4.15. Streamlines are everywhere instantaneously tangent to the local velocity vector,

which are used to show the traveling direction of fluid in time. It can be seen that two

vortexes exist inside the CO2 droplet, which is due to the combined effects of buoyancy

and interfacial tension. In addition, due to the negative buoyancy and interfacial tension of

the CO2 solution, another two vortexes symmetrically occur on both sides of the solution

tail. Therefore, a low-velocity area is produced at the bottom of the CO2 droplet. The

velocity vectors in Figure 4.15 denote that the maximum velocity occurs on the interface

and is 0.030159. For the CO2 solution, the maximum velocity occurs in the solution tail

far from the interface and is 0.024462.
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Figure 4.16: The normalized effective radius of the droplet changes with time at a series
of Eo number.

4.5.2 Effect of the Eo number on the static droplet dissolution

The proposed dissolution model is used to evaluate the effect of Eo number on the droplet

dissolution. The Eo number is the dimensionless number of the ratio of buoyancy force

to surface tension. It is used to characterize bubble or droplet deformation. In this study,

the effect of Eo number on the droplet dissolution is investigated in terms of the droplet

shrinking rate and the change in the droplet shape.

The simulation is set based on Section 4.4. The different Eo numbers are achieved by the

changes of gravitational factor or initial diameter of droplet.

The normalized effective radius of droplet changes with time at a series of Eo numbers

are shown in Figure 4.16. The shrinking rates at different Eo numbers are obtained.

The relationship between the shrinking rate the Eo number is shown in Figure 4.17.

Meanwhile, the droplet shape at each Eo number is illustrated in the inset of Figure

4.17. It indicates that the shrinking rate linearly increases with the Eo number. At a

low Eo number, the dissolution droplet retains spherical; meanwhile, at a larger Eo such

as Eo =2.48, the droplet shape changes to an ellipse. Since the droplet shape differ

significantly from the spherical one at Eo= 2.48, the normalized radius varying with time

becomes nonlinear.
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Figure 4.17: The shrinking rate varies with Eo number by LBM simulations. Pictures in
the inset show droplet deformation at different Eo number.

4.5.3 Effect of numerical diffusion on the static droplet dissolution

As discussed in Section 3.6.1, an irrational interaction potential causes the numerical

diffusion on the interface between two components in a multicomponent LBM simulation.

In order to eliminate the interference, the numerical diffusion must be minimized in order

to distinguishable from the physical diffusion. In order to further illustrate the effect of the

interaction potential on the simulation accuracy, in this section a series of static droplet

dissolution simulations are carried out with different interaction potential. The simulation

parameters are based on the Section 4.4.

Figure 4.18 shows that the unphysical penetration density reduces with the increase in

the interparticle interaction strength G12. It illustrates that each component has its own

unphysical penetration density changing with different G12. At G12=7.0, both of the

unphysical penetration densities for two components are positive, namely 1.42×10−3 and

0.199, respectively. At G12=7.4, the unphysical penetration density of CO2 is 9.21×10−4,

while the unphysical penetration density of water is 0.129. They are 0.05% and 2.32% of

each component’s physical density. When G12 increases to 7.7, the unphysical penetration

density of CO2 increases to 0.02, while in the case of water it decreases to 0.018. The inset

figure in Figure 4.18 shows that as the G12 is larger than 7.4, the penetration density of
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Figure 4.18: The numerical diffusion changes with the interparticle interaction strength
G12. The numerical diffusion is measured by the particles of CO2 penetrated to water
indicated by CO2 density in water, and those of water penetrated to CO2. Blue Circle:
the density of CO2 penetrated into water; Red Square: the density of water penetrated
into CO2.

the CO2 is negative. In physics, all matter has a positive density, thus the G12 cannot be

larger than 7.4, even though the penetration density of water continues to reduce since

the G12 is larger than 7.4. Meanwhile, since the purpose of the study is to investigate

CO2 dissolution, the numerical diffusion of the CO2 component must be as small as

possible. Therefore, in order to minimize the numerical diffusion, G12=7.4 is taken in

the dissolution simulation.

The concentration distributions of the dissolved CO2 at the same simulation time under

different interaction potentials are compared and shown in Figure 4.19. The simulation

results indicate that the droplet shape is different under different interaction potentials:

the larger the interaction potential, the more spherical the droplet shape. The change in

shape of the droplet is the result of the interactions between the strength of the interface

tension and buoyancy. At G12=7.0, the concentration gradient near the interface is smaller

in comparison with those in the other two cases, which is assumed to be the results from

the numerical diffusion of water to CO2 and the relatively small interfacial tension that

makes the droplet deformed. On the other hand, the concentration distribution shows that

the concentration contours are discontinuous as negative density exists in the domain, for
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Figure 4.19: Effect of interparticle interaction strength, G12, on droplet deformation and
the distribution of dissolved CO2.

Figure 4.20: The droplet shrinking under different interparticle interaction strength G12.

example at G12=7.7. Therefore, it was found that a small G12 produces a larger numerical

diffusion, which makes it difficult to distinguish numerical diffusion from real molecular

diffusion. On the other hand, a larger G12 induces negative density, which is unlikely in

physics.

The effect of G12 on the shrinking of droplet is shown in Figure 4.20. It can be seen

that the shrinking rate reduces with the decrease of G12. Apart from the general linear

relations with time, when G12 reduces to 7.0, the CO2 droplet dissolves faster than those

of cases under G12=7.4 and G12=7.7 at the early stage (t<120 s), which is caused by

droplet deformation. After the 120s, shrinking of the droplet tends to have a linear relation

with time, when the droplet approaches a spherical shape. Therefore, the selection of

interaction potential is crucial for the simulation of multicomponent LBM dissolution.
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4.6 Conclusion

In this chapter, a multicomponent LBM dissolution model is proposed. In comparison

with the existing dissolution models, this model has several advantages. It keeps the

traditional lattices to describe each component and no lattice for the solution is used

to trace the concentration. A crucial aspect of the proposed model is the introduction

of a diffusion force, which describes the mechanisms of diffusion in terms of particle

interaction.

The dissolution model is calibrated by the experiment results in terms of the shrinking

rate and droplet deformation. The simulations by the proposed LBM dissolution model

reasonably agrees with those of lab experiment. The effects of the Eo number and numer-

ical diffusion on the performance of the dissolution of a static droplet are investigated. It

was found that the shrinking rate increases with the increase of Eo number. On the other

hand, the interaction potential strength must be carefully decided for LBM simulation of

multicomponent dissolution. Ideally, “zero numerical diffusion” should be approached,

while in practice it is difficult to achieve this. For the interparticle potential function

applied in this study, extensive studies are required to reduce the numerical diffusion,

such as including more neighbour lattices [207] to calculate the interparticle interaction

forces or improving the structure of pseudopotential function.
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Chapter 5

Applications of CO2 dissolution model

5.1 Introduction

In this chapter, the developed CO2 dissolution model is used to investigate the perfor-

mance of a CO2 droplet dispersion and dissolution in water in a channel. At the pore

scale, the geoformation could be viewed as a network of channels with a variety of sizes

and angles. Therefore, a series of numerical simulations are carried out to demonstrate

the effect of channel width and channel tilt angle on the behavior of CO2 dissolution and

dispersion in water. The droplet diameter initially is 100 lattices. The channel width varies

from 100 to 300 lattices and the channel tilt angle is in the range of 0◦-90◦. All of these

simulation results are discussed and analyzed to understand the fluid dynamics of CO2

droplet dissolution in the channel at pore scale.

This chapter is organized as the numerical simulation set-up is introduced in Section 5.2.

In Section 5.3 to Section 5.5, the dynamics of a CO2 droplet dispersion and dissolution

in a channel are investigated in terms of the rising velocity, shrinking rate and droplet

deformation, respectively. Finally, the conclusion is drawn in Section 5.7.

5.2 Numerical simulations set-up

In this section, the proposed dissolution model is applied to investigate the dynamic of

CO2 droplet in a channel at storage depth of 1000 m. Simulations were performed in a

two-dimensional domain with the boundary condition of periodic in vertical direction and

full bounceback for the solid channel wall. A droplet is released from rest to rise with

dissolution at the bottom of the channel.

101



5.3. Effect of Eo on deformation and rising velocity with and without dissolution

The thermo-fluid states of CO2 and water for the simulations are T=288K and P=9.81MPa,

which simulate to the state of CO2 geological storage condition at a depth of 1000 m. The

parameters of physics and LBM used in the simulation are the same of those used in

Chapter 4. The details can be found from Table 4.1.

5.3 Effect of Eo on deformation and rising velocity with

and without dissolution

The Eotvos number (Eo) is the ratio of buoyancy force to surface tension force, which

is used to characterize the droplet shape and defined as g∆ρd2
e/σ , where g is the gravi-

tational acceleration and σ is the surface tension. In order to investigate the effect of Eo

on deformation and rising velocity with and without dissolution, a series of interaction

strength G12 and gravitational factor g were selected to obtain different Eo numbers. In

this study, the Eo number is in the range of 0.1 to 67.7.

The droplet deformation at low Eo number, Eo=0.1, is shown in Figure 5.1. Figure 5.1(a)

illustrates that without dissolution the droplet shape is spherical, which confirms the

results by Gupta et al. [186]. Figure 5.1(b)-(f) show the droplet snapshots from rest to

rise with dissolution at different times. The normalized time, t∗=t/to, where to=L2
x/Gd . Lx

is the channel horizontal width, Lx=100, Gd is the diffusion potential strength of Eq.4.4.

It was found that the dissolution droplet retains a spherical shape. However, the droplet

size shrinks with time. At t∗ = 8, the effective droplet diameter reduces to 65.5% of the

initial one. In addition, the upper solution layer of the droplet is thinner than that at the

bottom of the droplet. This is due to advection accelerating the movement of the solution

from the top of the droplet. The solution accumulates at the bottom of the droplet.

The rising velocities of the droplet with and without dissolution are shown in Figure 5.2. It

shows that rising velocity increasing gradient of the dissolving droplet is greater than that

without dissolution. After reaching the maximum velocity, the droplet without dissolution

retains the terminal velocity. However, in the case of the droplet with dissolution, there is

no terminal velocity. The rising velocity gradually reduces after t∗=1.0, which is because

of the reduction on droplet size, as shown in Figure 5.1.
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Figure 5.1: Effect of dissolution on droplet deformation at low Eo number, Eo=0.1.
(a)Without dissolution at t∗=1, 2, 4, 6 and 8. (b)-(f) With dissolution at t∗=1, 2, 4, 6 and 8.
C is the concentration of CO2.

The LBM simulation results at Eo=0.58 is shown in Figure 5.3. Without dissolution,

the droplet shape is an oblate ellipsoidal cap, as shown in Figure 5.3(a). In comparison

with Figure 5.1, it can be seen that the droplet shape changes from spherical to an oblate

ellipsoidal cap with the increase of the Eo number. Figure 5.3(b) to (e) show that the

dissolving droplet forms an oblate ellipsoidal cap and shrinks with time. The effect of

dissolution on the droplet deformation is insignificant. In comparison with the simulation

results at Eo=0.1, as shown in Figure 5.1, the length of the solution tail at Eo=0.58 is

longer than that at Eo=0.1.

The effect of dissolution on droplet deformation at Eo=67.69 is shown in Figure 5.4.

A higher Eo number is obtained by changing the initial droplet diameter to 80 lattices.

Figure 5.4(a) shows that the droplet shape without dissolution is shaped like a bullet.

Figure 5.4(b)-(d) show the deformation and concentration distribution with dissolution

at different times. It indicates that at large Eo number, the effect of dissolution on the
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5.4. Wall effect on CO2 dissolution

Figure 5.2: Droplet rising velocity changes with the normalized time.

droplet deformation is significant. Simultaneously, the solution tail is elongated by the

buoyancy. The breakup of the solution tail occurred at t∗=3.0, resulting in the oscillation

of the solution tail.

Therefore, the deformation of the droplet with dissolution is related to the Eo number. At

a low Eo number, the effect of dissolution on the droplet deformation is not significant.

However, at a higher Eo number, namely Eo>67.69, the shape of the dissolving droplet

significantly changes with time, due to the oscillation and the breakup of the solution

tail. In addition, unlike the droplet rising up without dissolution, it is difficult to define

the terminal velocity of the droplet rising up with dissolution. The rising velocity of

the dissolving droplet gradually reduces with time after reaching the maximum velocity,

which is due to the reduction in the droplet size.

5.4 Wall effect on CO2 dissolution

The performance of a droplet rising up in a channel is affected by the relative size of

droplet to channel. As the channel width approaches to the initial droplet diameter, the

deformation of the droplet is restricted by the channel width. As the channel width in-

creases, the droplet rising up in a channel approaches to the free rising up.

The ratio of the initial droplet diameter, Do, to the channel width, Lx, is defined by

M = Do/Lx. In order to investigate the effect of channel width on the performance of

the rising-up droplet with dissolution, in terms of the droplet shape, shrinking rate and

rising velocity, a series of simulations were carried out at M=1, 0.67, 0.5 and 0.3. The
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5.4. Wall effect on CO2 dissolution

Figure 5.3: Effect of dissolution on droplet deformation at Eo=0.58. (a)Without dissolu-
tion at t∗=0.5, 1.0, 1.5 and 2.0, (b)-(e) With dissolution at t∗=0.5, 1.0, 1.5 and 2.0. C is
the concentration of CO2.

droplet was initialized at the bottom of the channel. The droplet diameter was fixed to be

100 lattices in all of these cases. The channel length was set to be 2000 lattices. The top

and bottom boundary condition was the periodic boundary condition, which provides a

sufficient domain in which to investigate the droplet behavior.

5.4.1 Droplet shape

The droplet concentration distribution and deformation at different time steps under M=1

(Lx=100 lattices) is shown in Figure 5.5. Initially, the droplet blocks the entire cross-

section of the channel, as shown in Figure 5.5(a). Eventually, the droplet is confined by

the walls and stretched as a bullet shape. The droplet rises up along the wall. The CO2

105



5.4. Wall effect on CO2 dissolution

Figure 5.4: Effect of dissolution on droplet deformation at high Eo number, Eo=67.69
(a)Without dissolution at t∗=1.0 and 3.0, (b)-(d) With dissolution at t∗=1.0, 3.0 and 4.0. C
is the concentration of CO2.

solution tail is symmetrical and scissors-type.

As M reduces to 0.67 (Lx=150 lattices), as shown in Figure 5.6, the rising up droplet

detaches from the wall. There is space for the development of the droplet in the horizontal

direction, in comparison with the case at M=1. The droplet shape changes to an oblate

ellipsoid cap before t∗=4.0. After that, the droplet breakup is observed. The droplet is

unstable and the solution tail is no longer symmetrical. At t∗=5.0, the droplet breaks up

into several small droplets and these dissolve into the water.

At M=0.5, the droplet begins to wobble from t∗=3.0, as shown in Figure 5.7(d). Conse-

quently, the droplet breaks up into several droplets at t∗=4.0, which is faster than that in

the case of M=0.67. The same phenomenon is observed in the case at M=0.3, as shown in
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5.4. Wall effect on CO2 dissolution

Figure 5.5: The droplet concentration distribution at M=1. (a)-(f): t∗=0, 1, 2, 3, 4 and 5.
C is the concentration of CO2.

Figure 5.8.

Therefore, the simulation results indicate that the performance of the rising droplet in

the channel is strongly affected by the channel width. In this study, as the channel has

sufficient space for droplet deformation in a horizontal direction, known as M≤0.67, the

droplet shape changes into an oblate cap. In addition, wobbling and breakup of the droplet

are occurred. In contrast, at M≥0.67, the droplet rises up along the wall and the shape of

droplet is stretched.

The aspect ratio is used for discussion of droplet deformation, which is determined by the

ratio of the major to minor axis of the droplet, which is defined by Dx/Dy, where Dx and

Dy are taken as the vertical and horizontal axis of the droplet, respectively, as shown in

Figure 5.9. The aspect ratio distributions under different Ms at the time steps before the

droplet breaks up is shown in Figure 5.10. It was found that the aspect ratio distribution

range increases with the decrease of M or the increase of channel width. For example, at

M=0.3, the aspect ratio is in the range of 1.0-3.3. As a comparison, at M=1, the aspect

ratio remains stable at approximately 0.5.
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5.4. Wall effect on CO2 dissolution

Figure 5.6: The droplet concentration distribution at M=0.67. (a)-(g): t∗=0, 1, 2, 3, 4, 5
and 6. C is the concentration of CO2.

5.4.2 Shrinking rate

The dimensionless effective diameter (D∗=De/Do) varies with time is shown in Figure

5.11. For the deformed droplet, the effective diameter De is used to describe the shrinking

of droplet at each time step, which is defined by De=
√

4A
π

, where A is the cross area of

the droplet. The shrinking rate is defined by dD∗/dt

The simulation results indicate that when the channel width is not great enough for droplet

deformation, such as M=1, the droplet shrinking rate is restricted and smaller than the

other cases (M=0.67, 0.5 or 0.3). This is due to a reduction in the surface area of the mass

transfer, when the droplet rises along the wall. However, when the droplet detaches from

the wall, the shrinking rate is not significantly affected by the channel width, for example

at M=0.67, 0.5 and 0.3, the difference in the droplet shrinking is negligible, as shown in

Figure 5.11.
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5.4. Wall effect on CO2 dissolution

Figure 5.7: The droplet concentration distribution at M=0.5. (a)-(g): t∗=0, 1, 2, 3, 4, 5 and
6. C is the concentration of CO2.

5.4.3 Rising velocity

The rising velocities of droplets in channels with different widths are shown in Figure

5.12. It was found that the rising velocity increases with the decrease of M. Wobbling

of droplets is observed at small Ms, which is due to the deformation and breakup of

the droplet. With the exception of the velocity oscillation, the major trend shows that

rising velocity increases sharply in the brief initial period and then gradually declines with

time for all of the cases. Before the breakup of the droplets, the maximum velocity for

these four cases are 0.037 (M=1), 0.057 (M=0.67), 0.068 (M=0.5) and 0.079 (M=0.3),

respectively. The maximum velocity at M=0.3 is approximately 2.12 times of that at

M=0.1.

From the simulations, it is observed that the performance of dissolution of droplet in the

channel is related with the diameter ratio, M = Do/Lx. In the case of a given droplet, a

smaller channel width can successfully reduce the rising up velocity of CO2 in geoforma-

tion, and consequently restrict the penetration of the stored CO2. In addition, the shrinking
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5.5. CO2 droplet dissolution in inclined channel

Figure 5.8: The droplet concentration distribution at M=0.3. (a)-(f): t∗=0, 1, 2, 3, 4 and 5.
C is the concentration of CO2.

rate of the droplet is reduced as the droplet rises along the wall. In contrast, as there is

enough space for the deformation of the droplet, the shrinking rate is independent of the

channel width.

5.5 CO2 droplet dissolution in inclined channel

In this section, comparison studies are carried out using a series of numerical simulations

of CO2 droplet dissolution in the inclined channels with different tilt angles, which are set

to be θ=10◦, 30◦, 60◦, and 90◦, respectively, as seen in Figure 5.13 and Figure 5.14. The

channel width Lx and the arrangement of the droplet are as the same as those in Section

5.3 and Section 5.4. The channel length increases to 2000 lattices. The dimensionless time

t∗ is the ratio of the simulation time to D2
o/Gd .
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5.5. CO2 droplet dissolution in inclined channel

Figure 5.9: Schematic of the major and minor axis of non-spherical droplet.

Figure 5.10: Aspect ratio distribution at time step t∗=1, 2, 3 and 4, for the cases with
M=1, 0.67, 0.5 and 0.3.

5.5.1 Droplet shape

At M=1, the droplet rises up attaching to the up channel wall in the cases with θ=10◦,

30◦, and 60◦, as shown in Figure 5.13. The droplet does not block the cross-section of

the channel, as θ reduces to 60◦. The change in channel tilt angle changes the shape of

the droplet. With the decrease in tilt angle, the droplet shape changes from a bullet to an

ellipse. In addition, the solution tail is as symmetrical as that at θ<90◦. The length of the

dissolution tail reduces with the decrease of the tilt angle at the same time.

At M=0.3, as shown in Figure 5.14, as θ ≤30◦ the droplet rises up attaching to the upper

wall. In contrast, as θ ≥30◦ the droplet detaches from the wall and wobbles. The breakup

of the solution tail is observed at θ=60◦.
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5.5. CO2 droplet dissolution in inclined channel

Figure 5.11: The effective diameter varies with time at different M.

5.5.2 Rising velocity

The droplet rising velocities in the inclined channels with different diameter ratio Ms are

shown in Figure 5.15. It indicates that the rising velocity of the droplet reduces with the

decrease of the tilt angle of the channel, regardless of the values of M. For example, at

M=1, the maximum rising velocities of droplet at θ=10◦, 30◦ and 60◦ are 45.7%, 79.2%

and 97.6% of that at θ=90◦.

The fluctuations of the rising velocity of the droplet are observed in all of the cases except

that at θ=10◦ and M=1.0, which is due to the deformation and breakup of the droplet. The

simulation results demonstrate that the fluctuation of the droplet rising velocity is small

in the cases with small tilt angles.

5.5.3 Shrinking rate

Effective diameter shrinking with time in the channels with different tilt angles is shown

in Figure 5.16. It can be seen that the shrinking rate decreases with the reduction of the

channel tilt angle and the relationship is not linear. As M=0.3, the shrinking rate (De/Do
t )

of the droplet in the channel with θ=10◦ is 44.13% of that with θ=90◦. As M=1.0, the

shrinking rate of the droplet in the channels with θ=10◦ is of 98.77% of that with θ=90◦.

There, with the decrease of M, the tilt angle has a significant effect on the shrinking rate.
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5.5. CO2 droplet dissolution in inclined channel

Figure 5.12: The droplet rising velocity varies with time at different M. Red circles denote
the break up of droplet.

In comparison with the other cases, the case at M=0.3 and θ=90◦ has the largest shrinking

rate.

5.5.4 The relationship between Eo and Re

The Re and Eo at each time for the cases at different Ms and θs are plotted in Figure 5.17.

Re number is defined by, Re = UtDe/ν , where Ut is the rising velocity of CO2 droplet.

De is the effective diameter and ν is the kinematic viscosity of water. Eo is defined as,

Eo = g∆ρd2
e/σ , where g is the gravitational acceleration and σ is the surface tension.

The Re number and the Eo number are in the range of 20-600 and 20-48, respectively, in

this study.

It was found that with the increase of M, the Eo number increases and the Re number

decreases. With the increase of the channel tilt angle, the Eo number increases and the

Re number reduces. The wobbling of the droplet is observed at the region with the Re

number of 300-600 and the Eo number of 20-43, as shown in the elliptical area of Figure

5.17. A larger shrinking rate is also obtained in this region, as shown in Figure 5.16
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5.6. Dissolution of two CO2 droplets in the channel

Figure 5.13: The snaps of CO2 droplet concentration contours distributions in the
channel with different tilt angles under M=1 at t∗=5.

5.6 Dissolution of two CO2 droplets in the channel

In order to investigate the dissolution of two droplets in the channel, the numerical sim-

ulations are carried out in the channels with different Ms, which are set to be M=1 and

M=0.3, respectively. The channel length is set to be 40000. Two droplets are initially

located at and x=Lx/2, y=50 and x=Lx/2,y=450, respectively. The initial diameters of two

droplets are 100 lattices.

At M=0.3, the simulation results indicate that the following droplet gradually closes to the

upper one, as shown in Figure 5.18. At t∗=2, the following droplet flows into the solution

tail of the upper droplet. It can be seen that the shapes of two droplets are different.

The deformation of the following droplet is caused by the downward vortex of the upper

droplet solution tail, which is consistent with the streamlines, as shown in Figure 5.21 (b).

Two droplets wobble at a different frequency. Consequently, the following droplet merges

into the upper droplet at t∗=3. The solution tail of the merged droplet is asymmetric and

wobbling.
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5.6. Dissolution of two CO2 droplets in the channel

Figure 5.14: The snaps of CO2 droplet concentration contours distributions in the
channel with different tilt angles under M=0.3 at t∗=3.

The rising velocities of the droplets are shown in Figure 5.19 (a). The red circle in Figure

5.19 denotes the time that the following droplet merges into the upper one. It can be seen

that before the following droplet merges into the upper one, the rising velocity of the

following droplet is larger than that of the upper one. In addition, the rising velocities of

these two droplets are greater than that of a single droplet dissolution before t∗=3. The

effective diameter of the following droplet is larger than that of the upper one before

the droplets merging, as shown in Figure 5.19 (b). In addition, the shrinking rate of the

following droplet is smaller than the upper one, which is due to a smaller concentration

gradient near the interface of the following droplet and the smaller surface area.

At M=1.0, the coalescence of two droplets is not observed until t∗=8, as shown in Figure

5.20. At t∗=2, the following droplet approaches the solution field of the upper droplet.

The solution tail of the droplets is symmetrical. The streamlines at t∗=4 demonstrates

that there is no vortex in the droplet solution, as shown in Figure 5.21 (c). Therefore, the

deformation of the following droplet is insignificant in comparison with that at M=0.3.

The shrinking rate of the upper droplet is larger than that of the following one, which are
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5.6. Dissolution of two CO2 droplets in the channel

(a) (b)

(c) (d)

Figure 5.15: Droplet rising velocities change with time in the channel with different
tilt angles, including θ=10◦, 30◦, 60◦ and 90◦, respectively, at (a)M=0.3; (b)M=0.5;
(c)M=0.67; (d)M=1.0;

0.02 and 0.011, respectively, as shown in Fig5.22 (b). This is due to the concentration

gradient on the interface of the following droplet being smaller than that of the upper

droplet. Compared with the dissolution of a single droplet, the shrinking rate of the single

droplet is larger than those of both the upper droplet and the following droplet. In addition,

the rising velocity of the following droplet is slightly larger than that of the upper droplet,

as shown in Fig5.22 (a). The difference in the rising velocities between two droplets and

a single droplet dissolution at M=1 is insignificant.

Therefore, the shrinking rate of each droplet in the dissolution of the two droplets is not

the same as that in the dissolution of a single droplet in these two cases, M=1 and M=0.3.

In addition, the shrinking rate of the upper droplet is larger than that of the following

droplet after the following droplet flows into the solution field of the upper droplet.

The coalescence of two droplets is observed in the case at M=0.3. Before the following
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5.6. Dissolution of two CO2 droplets in the channel

(a) (b)

(c) (d)

Figure 5.16: Effective diameter changes with time in the channels with different tilt
angles at (a)M=0.3; (b)M=0.5; (c)M=0.67; (d)M=1.0;

droplet merges to the upper droplet, the rising velocity of the following droplet is signif-

icantly larger than that of a single droplet dissolution. This is due to the deformation

of the following droplet being accelerated by the vortex of solution tail of the upper

droplet. However, at M=1, there is no vortex existing in the flow fluid of the solution.

The difference in rising velocity between the dissolution of two droplets and the single

droplet is negligible. The shrinking rate of the dissolution of two droplets is smaller than

that of the dissolution of a single droplet.
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5.7. Conclusion

Figure 5.17: Re and Eo panel at different M and θ .

5.7 Conclusion

The developed LBM multicomponent dissolution model is applied to investigate the per-

formance of CO2 droplet dissolution in water in the channels at pore scale, in terms of the

droplet shape, shrinking rate, droplet concentration distribution and rising velocity.

By the simulating the dissolution of rising droplet at different Eo numbers, it was found

that the deformation of the rising droplet with dissolution is related to the Eo number.

At a low Eo number, such as Eo=0.1 and 0.58, the deformation of droplet resulting from

the dissolution is insignificant. At Eo>67.69, the shape of the dissolving droplet changes

significantly with time, due to oscillation and the breakup of the solution tail. In addition,

it is difficult to achieve a terminal velocity of the dissolving droplet, due to the changes in

droplet size.

The effect of the wall on the performances of the dissolution of droplet has been inves-

tigated. In the case of a given droplet, a smaller channel width can successfully reduce

the rising up velocity of CO2 in geoformation; consequently, it restricts the penetration

of the stored CO2. In addition, the shrinking rate of the droplet is reduced, due to the

decrease in the surface area of the mass transfer. As the channel width increases to provide

enough space for the deformation of the droplet, such as M≤0.67, the shrinking rate is

independent of the channel width.
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5.7. Conclusion

Figure 5.18: Concentration distribution of two droplets dissolution in the channel under
M=0.3 at t∗=0, 1, 2, 3 and 4.

The simulations of the dissolution of a rising droplet in inclined channels with different

tilt angles demonstrate that the shrinking rate reduces with the decrease in the channel tilt

angle. The channel at θ=90◦ has the largest shrinking rate. The rising velocity of CO2

reduces with the decrease of the tilt angle. Therefore, the penetration of CO2 into water

is reduced in channels with a small tilt angle. Wobbling and breakup of the solution tail

are prone to occur in a channel with smaller M and a larger tilt angle. The relationship

between the Eo and Re number is investigated. In this study, the wobbling of the droplet

is observed at the region with a Re number of 300-600 and an Eo number of 20-43, where

a large shrinking rate is obtained.

A comparative study of the dissolution of two droplets and of a single droplet are carried

out in the channels at M=1 and M=0.3, respectively. It was found that in both cases, the

shrinking rate of the upper droplet is larger than that of the following droplet after the

following droplet flows into the solution field of the upper droplet. The rising velocity of

the following droplet is larger than that of the upper droplet, and larger than that of the

single droplet. However, the performances of the dissolution of two droplets are different
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5.7. Conclusion

(a)

(b)

Figure 5.19: The comparison of the dissolution of a single droplet and two droplets at
M=0.3. (a) Velocity profile; (b) Effective diameter profile

in the different channels. The deformation of the following droplet is significant in the

channel with M=0.3, consequently, the coalescence of two droplets is observed. At M=1,

the difference in rising velocity between the dissolution of two droplets and the single

droplet is negligible. The shrinking rate of the dissolution of two droplets is smaller than

that of the dissolution of a single droplet. It is observed that the wall has a dominant effect

on the shrinking of a droplet and rising velocity.

Furthermore, after CO2 dissolves in water, the density of the CO2 solution is denser than

the water. Consequently, the CO2 solution flows down to the seafloor due to the gravity

and continues penetrating into the marine sediment. Therefore, the mechanism of the CO2

solution penetration in geoformation is further investigated in the Appendix.
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5.7. Conclusion

Figure 5.20: Concentration distribution of two droplets dissolution in the channel under
M=1.0 at t∗=0, 1, 2, 3, 4 and 8.

Figure 5.21: Velocity streamlines of two droplets in the channel. (a) M=0.3, t∗=1; (b)
M=0.3, t∗=2; (c) M=1.0, t∗=4.
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5.7. Conclusion

(a)

(b)

Figure 5.22: The comparison of the dissolution of a single droplet and two droplets at
M=1.0. (a) Velocity profile; (b) Effective diameter profile
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Chapter 6

An improved lattice Boltzmann scheme

for multiple fluid flow

6.1 Introduction

Based on the reviews in Section 3.8, it is recognized that the numerical stability related to

the spurious velocity is an challenge of LBM MCMP in the large density ratio simulations.

In this chapter, an improved scheme is developed, based on the non-linear implicit trape-

zoidal lattice Boltzmann scheme (referred to as implicit scheme in this study) proposed

by Nourgaliev et al. [1]. The implicit scheme successfully reduced the spurious velocity in

multiphase LBM simulations, however it apparently increases the CPU time consumption

per simulation step due to the iteration calculation. In this study, the improved scheme

preserves the trapezoidal rule central approximation and avoids CPU time consumed on

the iteration calculation. This improved scheme directly evaluates the particle’s velocity

in the equilibrium state function, instead of calculating the particle’s distribution function

by iteration in the original implicit scheme.

This chapter is organized as follow. The improved scheme is introduced in Sec.6.2. The

applications of the improved scheme in multiphase and multicomponent simulations are

illustrated in Section 6.3.1 and Section 6.3.2, respectively. The comparison study between

explicit and improved scheme are investigated in terms of the density ratio and spurious

velocity. Finally, the conclusions are summarized in Section 6.4.

123



6.2. The improved LBM scheme

6.2 The improved LBM scheme

The improved scheme proposed in this study is derived from non-linear implicit trape-

zoidal lattice Boltzmann scheme [1]. In the implicit scheme, both of the local and next

time step’s equilibrium distributions are used to calibrate the collision operator [1] [206].

The collision operator is evaluated by a trapezoidal rule using the central difference

approximation. The rule is described by

f σ
i (x+ ei∆t, t +∆t)− f σ

i (x, t) =−
[ f σ

i (x, t)− f σ ,eq
i (x, t)]

2τ I
σ

−
[ f σ

i (x+ ei∆t, t +∆t)− f σ ,eq
i (x+ ei∆t, t +∆t)]

2τ I
σ

(6.1)

The symbols in the above equation are the same with that of the explicit scheme intro-

duced in Section 3.5, except the relaxation time. Note that the relaxation time in implicit

LBM scheme is defined by τ I
σ = 1

c2
s
υσ [206]. In order to distinguish the relaxation time in

the explicit scheme and that in implicit scheme, in this chapter, τE
σ denotes the relaxation

time of explicit scheme in Eq.3.13, and τE
σ = τ I

σ + 1
2 . It is apparent that the collision

operators on the right hand sides of Eq.3.13 and Eq.6.1 are different. In the explicit

scheme, the distribution function at t +∆t can be directly solved by Eq.3.13. However, in

the implicit scheme, Eq.6.1 is implicit non-linear equation, since the equilibrium function

f σ ,eq
i (x+ ei∆t, t +∆t) is related to the distribution function f σ

i (x+ ei∆t, t +∆t). In the

original implicit scheme, the iterative algorithm is used to solve the distribution function

at t +∆t. It is noticed that the consumption of the numerical simulation time increases.

With the effort to the implicit scheme, Eq.6.1 is rearranged and the distribution function

is obtained by

f σ
i (x+ ei∆t, t +∆t) =

1
2τ I

σ +1
[Bσ

i + f σ ,eq
i (x+ ei∆t, t +∆t)] (6.2)

where Bσ
i = (2τ I

σ −1) f σ
i (x, t)+ f σ ,eq

i (x, t). Bσ
i gathers all the terms at time step t and is

a constant at time step t +∆t. The equilibrium function f σ ,eq
i is described by Eq.3.14, as

the same function as that used in the explicit scheme.

Instead of solving Eq.6.1 by iteration as the original implicit scheme, substituting Eq.6.2
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6.2. The improved LBM scheme

to Eq.3.18 and Eq.3.17, the equilibrium velocity is obtained by

ueq
σ =

∑σ ∑i f σ ,eq
i ei/

[
τ I

σ (2τ I
σ +1)

]
∑σ ρσ/τ I

σ

+
∑σ ∑i Bσ

i ei/
[
τ I

σ (2τ I
σ +1)

]
∑σ ρσ/τ I

σ

+
τ I

σ Fσ

ρσ

(6.3)

where Fσ is the total force acting on the σ th component. The fluid density, ρσ , is assumed

invariance during the collision process. Therefore, Bσ
i and Fσ are invariance on time step

t +∆t.

Substituting f σ ,eq
i in Eq.6.3 by Eq.3.14, the first term on the right hand side of Eq.6.3 is

described by

∑σ ∑i f σ ,eq
i ei/

[
τ I

σ (2τ I
σ +1)

]
∑σ ρσ/τ I

σ

=

∑σ 1/
[
τ I

σ (2τ I
σ +1)

]
∑i ρσ ωiei

[
1+3 ei·ueq

σ

c2 + 9
2
(ei·ueq

σ )2

c4 − 3
2

ueq
σ ·u

eq
σ

c2

]
∑σ ρσ/τ I

σ

(6.4)

Since ∑i wiei = 0, ∑i wie3
i = 0, ∑i wie2

i = 1/3 and c=1, second-order term of equilibrium

velocity is eliminated. The following equation is obtained

∑σ ∑i f σ ,eq
i ei/

[
τ I

σ (2τ I
σ +1)

]
∑σ ρσ/τ I

σ

=
1

2τ I
σ +1

ueq
σ (6.5)

Substituting Eq.6.5 into Eq.6.3, Eq.6.3 can be rewritten as

ueq
σ = ∑

σ

1
2τ I

σ +1
ueq

σ +
∑σ ∑i Bσ

i ei/
[
τ I

σ (2τ I
σ +1)

]
∑σ ρσ/τ I

σ

+
τ I

σ Fσ

ρσ

(6.6)

Rearrangement of Eq.6.6, ueq
σ can be explicitly solved by

(
1−∑

σ

1
2τ I

σ +1

)
ueq

σ =
1

2τ I
σ +1

ueq
σ +

∑σ ∑i Bσ
i ei/

[
τ I

σ (2τ I
σ +1)

]
∑σ ρσ/τ I

σ

+
τ I

σ Fσ

ρσ

(6.7)

In the case of the single component multiple phases LBM simulation, since relaxation

time is unique, the equilibrium velocity is obtained by,

ueq =
1

2τ Iρ
∑

i
Biei +

(
τ

I +
1
2

)
F
ρ

(6.8)
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6.2. The improved LBM scheme

Table 6.1: The equilibrium velocity formula of explicit and improved scheme

Scheme Equilibrium velocity formula

Explicit Scheme ueq =
∑i

[(
1− 1

τE

)
fi+ 1

τE f eq
i

]
ei

ρ
+ τE F

ρ

Improved Scheme ueq =
∑i

[(
1− 1

2τI

)
fi+ 1

2τI f eq
i

]
ei

ρ
+
(

τ I + 1
2

)
F
ρ

Substitute Bi into Eq.6.8, the equilibrium velocity is obtained by

ueq =

∑i

[(
1− 1

2τ I

)
fi +

1
2τ I f eq

i

]
ei

ρ
+

(
τ

I +
1
2

)
F
ρ

(6.9)

In comparison with the equilibrium velocity formula of the explicit scheme, as shown in

Table 6.1, it is found that if τ I = 1
2 , the improved scheme is the same with the explicit

scheme. If τ I 6= 1
2 , the difference between explicit and improved scheme is in the terms

of the weights of fi and f eq
i . The effect of relaxation time on the numerical stability of

multiphase LBM simulations is further discussed in Section 6.3.1.

In the case of two component LBM simulation, the equilibrium velocity for each compo-

nent is obtained by

ueq
1 =

βρ2(τ
I
1F1/ρ1− τ I

2F2/ρ2)−χ− τ I
1F1/ρ1

αρ1 +βρ2−1
(6.10)

ueq
2 =

αρ1(τ
I
2F2/ρ2− τ I

1F1/ρ1)−χ− τ I
2F2/ρ2

αρ1 +βρ2−1
(6.11)

where subscripts 1 and 2 denote component 1 and 2, respectively. And

α =

1
τ I

1

1
2τ I

1+1
1
τ I

1
ρ1 +

1
τ I

2
ρ2

(6.12)

β =

1
τ I

2

1
2τ I

2+1
1
τ I

1
ρ1 +

1
τ I

2
ρ2

(6.13)

χ =

1
τ I

1(2τ I
1+1) ∑i B1

i ei +
1

τ I
2(2τ I

2+1) ∑i B2
i ei

1
τ I

1
ρ1 +

1
τ I

2
ρ2

(6.14)
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It is noticed that from the re-derivation, the implicit scheme is successfully expressed

by the improved explicit scheme. The equilibrium velocity is explicitly obtained without

iterations. And then the equilibrium distribution function on time step t+∆t can be solved

by Eq.3.14. Finally, based on the Eq.6.1, the distribution functions of the particles in the

whole simulation domain on time step t +∆t are solved. The flowchart of the algorithm

of the improved scheme is shown in Fig.6.1.

6.3 Simulations and Discussion

6.3.1 Single Component Multiple phase

In order to verify the improved scheme in the simulation of single component multiphase

flow, the simulation using the improved scheme using SC EOS [147] and PR EOS is

compared with that of the explicit scheme in terms of the density ratio and spurious

velocity.

A series of simulations of two-dimensional stationary bubble were carried out in the

domain of 50×50 lattice and with the periodic boundary conditions. Initially, the droplet

is located at the center of the domain. The densities for two phases are 0.2 and 2.0,

respectively. The value of interaction strength was set to be -0.6. The external force is

ignored in this study.

Based on the discussion in Section 6.2, it is noticed that the improved scheme is different

with the explicit scheme as τ I 6= 1
2 . Therefore, in this study, the simulations were carried

out with two viscosities, they are 1/12 and 1/4, respectively, corresponding to the relax-

ation times 0.75 and 1.25 in explicit scheme, and 0.25 and 0.75 in the improved scheme.

The comparison result between the improved scheme and explicit scheme using SC EOS

is shown in Figure 6.2. As τ I < 1
2 , corresponding to the viscosity is 1/12, the maximum

density ratio are 17.59 and 26.99 for the explicit and the improved scheme, respectively. It

indicates that the improved scheme successfully increases the density ratio approximately
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Figure 6.1: The flowchart for the algorithm of the improved scheme.
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6.3. Simulations and Discussion

Figure 6.2: The spurious velocities of the explicit and new scheme varies with the density
ratio, adopting the SC EOS and viscosity are 1/12, 1/4, respectively.

53.4%. On the other hand, achieving the same density ratio, the spurious velocity yields

from the improved scheme is less than that from the explicit scheme. As the density ratio

is 17.59, the spurious velocity of the improved scheme is 21.7% less than that of the

explicit scheme.

In contrast, as τ I > 1
2 , corresponding to the viscosity is 1/4, the spurious velocity of the

improved scheme is greater than that of the explicit scheme and the maximum density

ratio is 20% less that of explicit scheme. It is concluded that the improved scheme can

increase the numerical stability of LBM as τ I < 1
2 . However, as τ I > 1

2 , the improved

scheme produces the greater spurious velocity than that in the explicit scheme.

The PR EOS [185] is applied in both of the improved scheme and explicit scheme to

investigate the numerical stability in large density ratio simulation. It is found that the

simulations of the explicit scheme using PR EOS at τE = 0.75 is unstable and crush after

100 time steps, as shown in Figure 6.3. However, at τ I = 0.25, the improved scheme using

PR EOS can reach the steady state with a series of interaction strength G12. The maximum

density ratio is approximately 91.2, as shown in Figure 6.4. It confirms that the improved

scheme is much stable than the explicit scheme in the multiphase LBM simulation of large

density ratio as τ I < 1
2 . In addition, in comparison with the simulation of the improved

scheme with SC EOS, the maximum density ratio of the improved scheme using PR EOS
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6.3. Simulations and Discussion

Figure 6.3: The spurious velocity varies with the simulation time step. The vertical and
horizontal coordinates are in logarithmic scale.

is approximately 2.4 times greater than that using SC EOS, as seen in Figure 6.4. Therefor,

the PR EOS increases the numerical stability in comparison with SC EOS.

The comparison study of the improved scheme and explicit scheme at τ I = 0.5 is shown

in Figure 6.2. It is found that the simulations results of the improved scheme and explicit

scheme are negligible. These results is consistent with the scheme discussion that at τ I =

1
2 , the improved scheme is the same with the explicit scheme. In addition, it is noticed

that at τ I = 0.5, the maximum density ratio increases to 7000. Therefore, the improved

scheme increases the simulation stability as τ I approaches to 0.5.

6.3.2 Multiple component

In this section, the two-dimensional multiple component simulations of a stationary droplet

using the explicit and improved scheme are investigated, in terms of spurious velocity,

interaction force and stability. The simulations were carried out in the 100×100 simula-

tion domain. The initial densities of the droplet and the surrounding liquid are 0.6 and

1.0, respectively. The initial radius of the central droplet was set to be 10 lattices. The

relaxation times for the explicit and improved method are 1.0 and 0.5, respectively. The

periodic boundary conditions were applied on the four boundaries. To be simple, the body

force is ignored in this study. The interaction strength for the explicit method was fixed

to be G12=G21=0.1. The interaction strength of the improved scheme changes from 0.1

to 0.2. The steady-state of the simulation is attained by calculating the entire particles’
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6.3. Simulations and Discussion

Figure 6.4: The spurious velocity varies with the density ratio in the simulations of the
improved scheme using PR and SC EOS at τ I=0.25.

velocity in the simulation domain and is governed by

∑i
∥∥u(xi, t +1)−u(xi, t)

∥∥
∑i
∥∥u(xi, t +1)

∥∥ ≤ 10−10 (6.15)

With a series of interaction strength G12, the droplet density distribution of the improved

scheme near the interface at the steady-state is compared with that of the explicit, as seen

in Figure 6.6. It demonstrates that the values of the interaction strength for the explicit and

improved scheme are different to obtain the same density distribution on the steady-state.

In order to maintain the sharp interface and same density distribution, the simulation

result of the improved method with G12=0.14 is used to compare with that of explicit

method with G12=0.1. Both of these two cases keep the same order of numerical diffusion

magnitude, 3×10−3.

The spurious velocity distributions along y=50 of the explicit and improved scheme are

shown Figure 6.7. The maximum spurious velocity along y=50 for the explicit scheme

of G12=0.1 and the improved scheme of G12=0.14 are 8.643×10−3 and 1.675×10−3,

respectively. It indicates that the spurious velocity effectively reduces as expected though

the higher-order expansion of the collision operate. The improved scheme successfully

reduces the spurious velocity approximate 80%, as the same density ratio is achieved.
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6.4. Conclusion

Figure 6.5: The spurious velocity varies with the density ratio in the simulations of the
improved scheme and explicit scheme using PR EOS at τ I=0.5 (τE=1.0)

The velocity vector and magnitude of the spurious velocity of the explicit and improved

scheme in the whole simulation domain are shown in Figure 6.8 and Figure 6.9, re-

spectively. It is seen that the spurious velocity yielded from the improved scheme is

significantly smaller than that from the explicit method, not only the magnitude, but

also the spreading region. The maximum spurious velocity of the explicit scheme is

3.579×10−2, in contrast, is 9.298×10−3 in the improved scheme. The spurious velocity

of the improved method reduces approximate 4 times than that of the explicit scheme.

Therefore, this improved method can significantly reduce the spurious velocity near the

curved interface in multicomponent simulation.

6.4 Conclusion

In this study, an improved scheme is derived from the non-linear implicit trapezoidal lat-

tice Boltzmann scheme to simulate the large density ratio two-fluids flow. It is found that

the non-linear implicit trapezoidal lattice Boltzmann scheme is a linear scheme in nature.

From the re-derivation, the implicit scheme is successfully expressed by the improved

scheme. The equilibrium velocity is explicitly obtained without iterations. The improved
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Figure 6.6: The droplet density distribution at the steady-state time step under different
interaction strength G12.

Figure 6.7: The velocity distribution on interface between two component at the steady-
state time step (y=50).
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Figure 6.8: Velocity profile in the whole simulation domain for explicit scheme at G12=0.1.

Figure 6.9: Velocity profile in the whole simulation domain of improved scheme at
G12=0.14.
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scheme successfully reduces the computational time. In addition, the improved scheme

retains the second order accurate to reduce the spurious velocity and increase density

ratio.

In the simulation of multiphase fluid flow, it is found that the benefit of the improved

scheme is related to the relaxation time. As the relation time of the improved scheme

τ I=1/2, the improved scheme is as the same as the explicit scheme. As τ I<1/2, the im-

proved scheme using SC EOS successfully increases the density ratio approximately

53.4% and reduces the spurious velocity approximately 21.7%, in comparison with that of

the explicit scheme using SC EOS. As τ I>1/2, the explicit scheme, the spurious velocity

of the improved scheme is greater than that of the explicit scheme and the maximum

density ratio is 20% less that of explicit scheme. It is concluded that the improved scheme

can increase the numerical stability of multiphase LBM as τ I < 1
2 .

In the simulation of multicomponent fluid flow, with the same density distribution at

steady state, the improved scheme reduces both the magnitude and spreading region of

the spurious velocity. The spurious velocity of the improved method reduces approximate

4 times than that of the explicit scheme.
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Chapter 7

Conclusions and future work

7.1 Conclusion

Global warming is regarded as a serious environmental problem which human beings have

to face today. Anthropogenic greenhouse gases are responsible for the most of the ob-

served temperature increase [25]. Carbon dioxide as one of the greenhouse gases appears

to be responsible for acceleration of global warming, since the concentration of carbon

dioxide in the atmosphere correlates with the variations in Earth surface temperature since

400000 years before 2007 [4].

In order to restrict the concentration of carbon dioxide in the atmosphere, Carbon dioxide

Capture and Storage (CCS), as a CO2 mitigation option, has been proposed and under-

taken worldwide. In comparison with other mitigation options, CCS could reduce the

mitigation cost and is flexible in reducing CO2 emission. However, the main risk is

leakage, which is also the major concern regarding application of CCS in engineering

scales. CO2 can be stored in a geoformation by relying on various trapping mechanisms.

Understanding of the physical and chemical mechanisms of interaction of CO2, brine and

the geoformation is clearly important to assess the risk. The dynamics of interaction in

CO2 geological storage can be described by the theory of multicomponent fluid flow with

mass and energy transfer in geoformation. The mechanism study of geological storage at

pore scale is critical to understand fundamental knowledge regarding CCS and to enable

improvement of the large scale model.

LBM is regarded as an effective model with which to simulate multiphase/multicomponent

fluid flow in complex geometries. It is one of types of the numerical models which are

suitable not only for use in the mechanism studies to provide data to enable up-scaling of
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the model for large scale simulation, but potentially for direct application to Lab scale or

even field scale simulations by parallel-LBM using supercomputers.

In this study, LBM was used to develop the multicomponent mass transfer model at pore

scale. The contributions from this study to the development of the LBM are summarized

as follows.

1) A novel multicomponent LBM dissolution model for simulating mass transfer at pore

scale is proposed for the mechanism study of CO2 dissolution and dispersion in geo-

formation. The developed LBM model consists of an interfacial momentum interaction

model, a mass transfer model and a convection model.

The interfacial momentum interaction model is based on Shan-Chen’s pseudopotential

model, which incorporated with the EOS of real fluid. In this model, the interaction

strengths of two fluids are optimized to maintain the minimum numerical diffusion near

the interface of two fluids. Therefore, physical diffusion was successfully separated from

the interfacial tension.

A key characteristic of the proposed model is the introduction of a new diffusion force

determined by the given solubility in the mass transfer model. The diffusion is driven by

the gradient of chemical potential and is described by the interparticle interaction pseu-

dopotential formation. This diffusion force was calibrated by the analytical solution of a

one-dimensional semi-infinite diffusion. The relationship between the physical diffusion

coefficient and the diffusion potential strength of the solute particles being transported

into the solvent in LBM MCMCP dissolution model was obtained.

The interface between CO2 and water was determined by the solubility and movable as the

CO2 was dissolving. As the CO2 was dissolved in water, the solution became a mixture

of dissolved CO2 and water, driven by the negative buoyancy force applied to the water.

Therefore, no additional lattice was needed to describe the solute concentration, resulting

in a significant saving in computational time. The further dispersion of dissolved solutes

is the sum effect of the diffusion and convection.

2) The proposed model was calibrated by a lab experiment involving CO2 droplet dis-

solution in water at the state of CO2 geological storage condition at a depth of 1000m
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depth. Improved PR EOSs of CO2 and water were introduced and applied in the CO2

dissolution model. There is a reasonable agreement between the simulation results and

the lab experiment, in terms of the shrinking rate of the dissolving CO2 droplet and

concentration distribution of the dissolved CO2. The effects of Eo number and numerical

diffusion on the performance of the dissolution of static droplet were investigated. It was

found that the droplet deformation and shrinking rate were related to the Eo number.

The shrinking rate increased linearly with the Eo number. As in the case of Eo ≤2,

the dissolution droplet remained spherical; while at a larger Eo number, Eo =2.4774,

the droplet shape changed to an ellipse. In addition, in order to distinguish the physical

diffusion from the numerical diffusion, it is crucial to select a value of the interaction

potential strength which approaches the "zero" numerical diffusion. In this study, the

interaction potential strength sets to be 7.4.

3) The developed LBM MCMP dissolution model was applied to the investigation of

mechanism of CO2 dissolution and dispersion in geoformation.

3-1) The effects of pore structure on CO2 dispersion and dissolution were investigated.

The geoformation consists of a pores media constructed of channels with different sizes

and angles. The effect of channel width and channel tilt angle on the behaviors of CO2

dissolution and dispersion in water were investigated at the CO2 geological storage con-

dition (1000 m depth). It was found that the channel with the larger diameter ratio, M, or

smaller tilt angle, θ , could reduce the rising up velocity of CO2 in the geoformation, and

consequently restricted the vertical penetration of the stored CO2. As the channel width

increased to provide enough space for the deformation of the droplet, M<1, the shrinking

rate was almost independent of the channel width. The channel at θ=90◦ had the largest

shrinking rate. In addition, it was found that the wobbling and breakup of the solution tail

were prone to occur in the channel with smaller M and a larger tilt angle. In this study, the

wobbling of the droplet was observed at the region with the Re number of 300-600 and

the Eo number of 20-43.

3.2) The interactions of CO2 droplets in a pore-scale channel were also examined. The

interactions of the penetration into water of a pair of CO2 droplets in the channels (M=1

and M=0.3) were investigated by the developed model. It was found that the performance
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of dissolution of a pair of droplets with an initial distance of 4.5 times the droplet diameter

is differed from that of single droplet. Regardless of the channel size, the shrinking rate of

the upper droplet was larger than that of the following droplet after the following droplet

entered the solution field of the upper droplet. The rising velocity of the following droplet

was larger than that of the upper droplet, and also than that of a single droplet under the

same conditions. Therefore, multiple CO2 droplets penetrated the water more easily than

the single droplet. It was interested to find that due to the action of the tail vortex of the

upper droplet on the following droplet at a different wobbling frequency, the rise of the

following droplet accelerated and it then merged into the upper droplet.

4) An examination of the LBM numerical scheme was conducted. In addition to the

application of the LBM in CO2 geological storage, the scheme of the LBM was studied

with regard to the high density ratio and spurious velocity. After analysis of the non-linear

implicit trapezoidal LBM scheme, an improved scheme was derived by a linear format. An

attractive feature of this scheme is the saving in computational time, which benefit in the

case of large domain simulations. In the simulation of single component multiple phase,

it was found that when the relaxation time of the improved scheme was equal to 1/2, the

improved scheme was as the same as the explicit scheme. When the relaxation time of the

improved scheme was less than 1/2, the improved scheme successfully reduced spurious

velocity by approximately 21.7% and increased the density ratio by approximately 53.4%

in the multiphase LBM simulations. In the multiple component simulations, the spurious

velocity of the improved scheme was reduced approximate 80% in comparison with the

explicit scheme.

7.2 Proposal for the future work

The LB MCMP model is a recently merged numerical technique used to simulate multi-

phase fluid flow, in particular molecule interactions, phase separation, phase changes and

mass and heat transfer, in addition to traditional computational fluid dynamics (CFD).

The LB MCMP model is a model of solving a set of discrete transport equations of fluid

particle probability distribution in a phase space, which comprised time, special coordi-
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nators and momentum. The features of LBM were reviewed and discussed in Chapter 3.

With regard to the further development of the LB MCMP model, some proposals follow.

1). One of the challenges regarding pseudopotential based models is to enhance the nu-

merical stability, which results from the forces introduced on the interface between fluid-

fluid and fluids-solid.

For fluid interfacial forces, models are required to precisely describe the characteristics

of the interfacial interactions for the exchange of mass, momentum, and energy while

generating minimum numerical diffusions, particularly in the case of interfaces with a

large density difference. As such, physical diffusions then could be distinguished from

unphysical diffusions generated by numerical schemes.

It should be recognized that numerical diffusion and numerical stability are the counter-

part of a numerical problem pair. An optimized scheme, particularly for the LB MCMP

model, should be further investigated in order to cope with the unequal relaxation time

for each fluid.

2). In the case of the CO2/water system, the modelling of hydrate formation and dissoci-

ation is an interesting challenge and also a good opportunity for further application of the

LB MCMP model to CO2 geological and ocean storage investigation. The CO2 hydrate

model can be developed by implementation of the dissolution model developed in this

study for modelling the hydrate formation of the CO2 solution.

3). Development of a mechanism model to upscale the dissolution model from pore scale

to the large-scale is another challenge in the future. Since it has a the fine grid in the small-

scale, in the large-scale it would be a coarse grid. It is crucial to merge the mechanisms

found in the small-scale into the large-scale. In LBM programming, the parallel comput-

ing LBM code should be developed by using a cluster-system or supercomputers for a

potential engineering application to the transient and three dimensional flows, in order to

reduce the computational cost.

In addition to the application of the developed LBM dissolution model in CO2 geological

storage, the proposed model can be applied in the fluid mass transfer problems, such as

liquid drug delivery in blood, waste water treatment, and transport of liquid contaminants
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in groundwater.
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Appendix A

Numerical simulation of CO2 solution

penetration in the marine sediments

A.1 Introduction

From literature reviews, the researchers investigated ocean acidification due to the in-

creased CO2 concentration in the macroscale [231] [232] [119] [42]. However, the mech-

anism of the CO2 solution penetration in microscale has been not paid enough attention.

Therefore, the interaction between CO2 solution and seawater in the marine sediment is

concerned about in this study.

Once CO2 seepage dissolves in the seawater, due to the CO2 solution is denser than the

seawater, the CO2 solution flows down to the seafloor due to the gravity and continues

penetrating into the marine sediment. As CO2 penetrates in the marine sediment, the PH

of the seawater decreases, which threaten the marine organisms and benthic macrofauna

habitat in the marine sediment [233] [234] [235] [236]. A prediction of the denser CO2

solution penetration is valuable to evaluate the CO2 geological storage site and investigate

the impact of CO2 solution on the marine ecosystem.

One of the key methods for predicting the CO2 solution penetration in the marine sediment

is the numerical simulation. In this study, the numerical simulations are carried out to

investigate the mechanism of the CO2 solution penetration in the marine sediment in

microscale, including analyzing the effect of ocean seafloor current, the effect of the pore

size, the effect of the grains and the effect of burrow on the marine sediment structure and

PH varies.

This chapter is organized as follows. In Section A.2, the model is validated by lab exper-
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iment data. The setup of the numerical simulation model to investigate the mechanism of

CO2 solution penetration is described in Section A.3. The simulation results and discus-

sion are presented in A.4, including the effect of ocean seafloor current, the pore size, the

grains and the burrow on the CO2 solution penetration in the marine sediment. Finally,

the conclusion is summarized in Section A.5.

A.2 Model Validation

The CO2 dissolution penetration in the marine sediment can be simplified as the sim-

ulation of fluid flow in porous media. To validate the D2Q9 LB model, the simulation

results of fluid flow over man-made porous media are compared with the experimental

data proposed by C. Manes et al. [237]. The experiment was designed to clarify the

surface and subsurface flow within the permeable bed(porous media). In the experiment,

glass balls with the same diameter(12mm) packed in a cubic matrix were used to simulate

the porous media. Five layer sphere particles imitated a rough and permeable bed were

arranged in a open channel. The velocity in each pore was measured by ultrasonic velocity

profiler (UVP) [237].

The simulation parameters corresponding to the experimental condition is shown in Table

A.1. The unit conversion from experimental condition to LB unit is according to the

instruction by Jonas [211]. The simulation is in two-dimensional on the basis of the

proportion of width to depth is higher than 5. The simulation domain is of 1036 lattices

in x-direction and 296 lattices in y-direction (1036×296), including 20 rows’ particles

in y-direction and 5 layers in x-direction, as shown in Figure A.1. Initially, the fluid

flows into the channel from the left hand side with the equivalent velocity distribution

(ub=0.0254) in x-direction. The space between each particles is 4 lattices, which is in order

to reach the porosity 48%. The boundary conditions on top and bottom apply the velocity

boundary condition. To save computing time and simulate fluid flow in the channel with

5.5m length, the periodic boundary condition was applied on the left and right boundaries.

The simulation results of velocity distribution in the whole flow domain and subsurface
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Table A.1: Simulation parameters correspond to the experimental condition. H is the
depth between the bed surface and free flow surface; R is the radius of glass particles;
υ is the viscosity of fluid;ub is the averaged velocity

Experimental data LB unit

H 20mm 40
R 12m 24
υ 1×10−6 m2/s 0.0002
ub 0.254m/s 0.0254
φ 48% 48%

Re = ubH/υ 5588 5588

are shown in Figure A.2. The velocity is averaged in space. The ordinate in Figure A.2

denotes the normalized depth (y/d), d is the diameter of particles. As shown in Figure

A.2a, in the surface flow area, the mean velocity decreases with depth and is linear related

with the depth, in particular, in the transition region between surface and subsurface

flow. Moreover, the velocity decreases slowly in the top boundary area. The results are

consistent with the experimental result [237]. In contrast, in the subsurface flow area, the

velocity slightly increases with the depth. In order to distinguish the difference, Figure

A.2b shows the pore velocity between the five layers. The velocity is selected on the point

that is in the middle of two layers in the vertical direction. The velocity results represent

that the velocity apparently increases from top pore (y/d=-1) to third one (y/d=-3), while

slightly changes from third pore to the bottom one (y/d=-4).

The velocities of the four pores obtained from the simulations are 33.322 mm/s, 42.233

mm/s, 48.021 mm/s and 48.022 mm/s, respectively, which are 30mm/s, 40mm/s, 47mm/s

and 47mm/s, respectively in the lab experiment. The simulation result is a little bit higher

than the experimental data, it is more likely because of the roughness of the particles,

which is not considered in the model. Even so, compared with the measurement result,

the simulations get an acceptable agreement with the experiment data in the magnitude

and distribution of the velocity.

The validation example demonstrates a satisfactory correspondence between the LBM

model and experimental data. This allows more complex process to be researched in the

future.
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Figure A.1: Schematic of the simulation domain to evaluate the fluid flow in the porous
media. Blue color spheres represent the glass particles in the experiment; Red color
indicates the fluid space

(a) (b)

Figure A.2: Velocity profile on x=522lu(lattice unit) for (a)the whole flow domain; (b)four
layers’ pore velocity

A.3 Numerical Simulation Set Up

To illustrate the impact of CO2 solution in marine sediments, the LB model is established

based on two-component Shan-Chen model described in Sec.3.5. Initially, the CO2 is

located on the top layer above the marine sediment. The seawater (Salinity=3.5%) is filled

in the porous media layer on behalf of the marine sediment. Due to the density of CO2

solution is larger than the seawater, the penetration occurs on the boundary between the

CO2 solution and seawater. The CO2 solution penetrates into the marine sediment and

affects the marine envionment by decreasing the PH. In order to determine the penetration

velocity and PH change in the marine sediment, a series of numerical simulation are

carried out as follows.
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H

∆y = Lx×
√

3
2

Lx

Lx Lx

δ

R
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CO2solution
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Figure A.3: Schematic of the numerical simulation set up. Dash line is the dividing line
between top CO2 solution layer and porous media layer filled with the seawater; H is the
depth of top layer; R is the radius of the particles; δ is the pore between two particles; Lx
is the distance between the two center of the particles, Lx = δ + 2R; Ly is the distance
between two rows of the particles

Table A.2: Simulation parameters in researching the factors on CO2 solution penetration.
Lx is the length of the horizontal direction; Ly is the vertical depth of the simulation
domain; H is the depth between the bed surface and free flow surface; δ is the pores in
the marine sediment; R is the radius of the grain; u is the maximum seafloor current in
horizontal direction.

Physical unit LB unit

Lx 400mm 2400
Ly 90mm 570
H 6.7mm 40
δ 1∼1.67mm 6∼10
R 1.33∼2mm 8∼12
u 0.05∼0.2m/s 0.005∼0.02

The simulation condition in this study is under deep ocean environment about 1000m

depth with lower temperature (T=10◦C) and high pressure (P=10MPa). The density change

of carbon dioxide seawater solution is described by ρcs(ρ,T,S,χ) = ρsw(P,T,S)+0.273χ

[80]. ρcs and ρsw are the density of CO2 solution and seawater, respectively. χ is the mass

fraction of carbon dioxide and is assigned to 0.05 in this study. The density difference

between CO2 solution and seawater is 0.01365 kg/m3.

The parameters used in the numerical simulations are described in Table.A.2 named as

LB space. Velocity boundary conditions are applied to the left and right boundaries for

both of the CO2 solution and seawater. The pressure boundary conditions are adopted to
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the top boundary of CO2 solution and bottom boundary of the seawater. The inlet velocity

profile on the left hand side is according to the result discussed in Sec.A.2, which is used

to simulate the submarine velocity field in the stable state and reduce the computation

time. The initial depth of the top CO2 solution layer is constant and equal to 40 lattices in

this study. A number of sphere particles with bounceback boundary condition are used to

construct the porous media layer. These particles are triangular distributed in the porous

media layer as shown in Figure A.3.

Four factors are considered in this study, they are ocean seafloor current, the grains, the

pores and the burrows. In Section A.4.1, the effect of ocean seafloor current on the CO2

penentration is investigated by changing seafloor current from 0.005 to 0.02. Secondly,

due to the porosity is related with both of the grains and the pores, in order to analyze

the effect of the pores on CO2 solution penetration, the size of the grain is fitted to 10

and the pore (δ ) varies from 6 to 10. The simulation results are obtained in Section A.4.2.

Thirdly, due to the marine sediments can be classified by the grains, such as clay(1/4096

to 1/256mm), silt(1/256 to 1/16 mm), sand(1/16 to 2 mm) and so on, the effect of the

grains on the CO2 solution penetration process is implemented by varying the radius of

the grain(R) from 8 to 12, as shown in Section A.4.3. Finally, the effect of the burrows is

discussed in Section A.4.4.

A.4 Results and Discussion

A.4.1 Effect of ocean seafloor current

To investigate the effect of ocean seafloor current on CO2 solution penetration in the

marine sediment, a series of simulations are conducted by changing the inlet maximum

velocity from 0.005 to 0.02. For each simulation, the radius of the grains and the pores

are constant, both of them are 10. The porosity is the same and equal to 58%.

The PH changes in the porous media under three different seafloor currents on t=40000

are shown in Figure A.4. It demonstrates that after CO2 solution penetrates in the ma-

rine sediment, the maximum PH varies in the domain is 2.23 units, which is occurred

on the top of the porous media. The PH changes decline with the the increase of the
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(a)

(b)

(c)

Figure A.4: PH change in the whole simulation domain on t=40000 for (a)u=0.005;
(b)u=0.01, (c)u=0.02.

depth. This is consistent with our prediction. In addition, it was found that the boundary

layers between acidified and non-acidified area under three currents are quite different,

especially in the area near to the inlet. This is due to the combined effects of the seafloor

current and vertical penetration velocity controlled by the buoyancy. Due to the increase

of the horizontal seafloor current, the acidified area in the near inlet region is smaller.

On the other hand, since seawater in the sediment flows along the horizontal direction, it

yields the downward sub-velocity after hitting the sediment particles. The downward sub-

velocity increases with the increase of the seafloor current. Therefore, there is a significant

drooping on the left hand side in the simulation result of u=0.02.

In Figure A.5 and Figure A.6, the simulation results represent the normalized penetration

volume and depth varies with a range of ocean seafloor current. In Figure A.5, the penetra-

tion volume (V) is normalized by the total space of the porous media (Vo). It can be seen

that the penetration volume increases as the seafloor current increases. Furthermore, the

increasing rate of the normalized penetration volume changes with the simulation time. It
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Figure A.5: The varies of normalized penetration volume with the ocean seafloor current.
V/Vo is the percentage of the penetration volume in the space of the marine sediment;
Vo is the total space of the marine sediment; t is the simulation time step.

can be seen that the normalized penetration volumes with different seafloor currents are

nearly the same, for expample, on t=10000, they are 0.347, 0.347 and 0.345, respectively.

However, the difference apparently increases on t=40000, the normalized penetration

volumes are 0.733, 0.746 and 0.782, respectively. The results of penetration depth are

presented in Figure A.6. For the sake of avoiding the boundary impact, the results are

from the points in the middle of simulation domain on x=1195. The results show that the

penetration depth is dependent on the ocean seafloor current. In Figure A.6, it can be seen

that, in the beginning of the simulation time, the penetration depth is slight dependent

on the ocean seafloor current. After a period of simulation time step (t>30000), the

penetration depth is strong dependent on seafloor current. The average penetration rates

are 0.063m/s, 0.064m/s and 0.068m/s for the seafloor current are 0.05m/s, 0.1m/s and

0.2m/s, respectively.

It is summarized that the seafloor current affects the CO2 solution penetration in marine

sediment, not only the map of PH changes, but also the penetration volume and depth. A

higher seafloor current accelerates the CO2 solution penetration rate.
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Figure A.6: The varies of normalized penetration depth with the ocean seafloor current.
L/Lo is the percentage of the penetration depth in the total depth of the marine sediment;
Lo is the depth of the marine sediment; t is the simulation time step.

Figure A.7: Normalized penetration volume varies with the sediment pores on each time
step. δ is the the sediment pores; Vo is total space of porous media; t is simulation time
step.

A.4.2 Effect of sediment pores

Porosity is an important consideration when evaluating the fluid flow in porous media. It

depends on both of the pores and the grains. In this section, the impact of the pores is

investigated. This study is special for the condition that marine sediment is constructed

with the same grains, but with the different pores due to the different burying condition,

such as the rate of burial and the depth of burial.

The sediment pores compared in this section are δ =6, δ =10 and δ =14, respectively,

which are correspond to the porosity of 0.46, 0.58 and 0.67, respectively. The radius of the
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Figure A.8: Normalized penetration depth varies with the sediment pores on each time
step. δ is the the sediment pores; Lo is the depth of marine sediment; t is simulation time
step.

particles in each simulation is constant to 10 and inlet maximum velocity is set to be 0.02.

The simulation results are shown in Figure A.7 and Figure A.8. The results represent that

(1) both of the penetration volume and penetration depth of CO2 solution increase with

the increase of the sediment pores; (2) at the same time step, the relationship between

penetration volume and the sediment pores is not linear. For example, on time step 20000,

the normalized penetration volumes are 41.1%, 50.3% and 56.6% with the pores of 6, 10

and 14, respectively. The increasing rate of penetration volume decreases with the increase

of the pores; (3) the increasing rate of penetration depth increases with the increase of the

pores; (4) the penetration increasing rate on each time step slightly decreases with the

time. These simulation results support that marine sediment with small sediment pore is

helpful to reduce the penetration speed. The penetration rate decreases with time.

Figure A.9 presents the PH change results in the whole domain by changing the sediment

pores from 6 to 14. The results show that the PH changes in the range of 0 to 2.23 units. It

can be seen in Figure A.9 that PH change parallelly reduces in y-direction when far from

the inlet, however, the map of PH change near to the inlet is different. It presents that the

smaller of the pores the smaller of the area affected by the PH change in the near to inlet

region. This is due to the balance between the seafloor current and the penetration rate.

Small sediment pores reduce the vertical penetration rate and weaken PH changes in the

inlet area. The simulation results presented in this section show that small pores (δ ) not
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(a)

(b)

(c)

Figure A.9: PH change in the whole simulation domain on t=40000 for (a)δ =6
(φ =0.46), (b)δ =10 (φ =0.58),(c)δ =14 (φ =0.67)

.

only restrict the penetration rate but also decrease the acidification area in the near to inlet

region.

A.4.3 Effect of the grains

Since the marine sediments are composed by the different sizes of grains, the grains is

determined in this section by changing the particle radius in the range of 8 to 12. In order

to analyze the sediment size, the pores and inlet velocity are constant, which are 10 and

0.02, respectively. The porosities are 0.66, 0.58 and 0.54 respectively.

In Figure A.10a, it can be seen that the normalized penetration volume is almost inde-

pendent on the particles’ radius. That means if the pores and the seafloor current are the

same, the effect of the grains on the penetration volume is not obvious. In contrast, as

shown in Figure A.10b, the penetration length is dependent on the particle’s size and the

relation is near to linear. On the time step 40000, the depth of CO2 solution penetrating

into the seawater reaches 53.9%, 47.0% and 34.0% of total depth in the porous medium.
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(a)

(b)

Figure A.10: The effect of the particles’ radius on (a) CO2 solution penetration volume
and (b) CO2 solution penetration depth. Vo is the total space of the porous meida; Lo is
the depth of sediment layer

The average vertical penetration velocities are 0.05 m/s, 0.047 m/s and 0.034m/s for the

conditions with the radius of 8, 10 and 12, respectively. It concludes that large size of

the grains reduces the CO2 penentration depth, however, penentration volume is rarely

affected.

A.4.4 Effect of the burrow

Since marine sediments is not neat distribution and contains diverse structure, such as the

burrow structure which inhabited by the benthic macrofauna and bacterial communities

[234]. In this section, the effect of the burrow on the CO2 penetration is investigated.

A semi-circular channel is designed to simulate the burrow with the width of 5mm (30

lattices). The simulation condition is described in Section A.3. The simulation domain is

570 lattices (95mm) in y-direction and 960 lattices (160mm) in x-direction. The particle

radius, the pores and seafloor current are 10, 10 and 0.02, respectively.
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Figure A.11: The simulation results of the PH change in the marine sediment with the
burrow at some time step

The PH change results are shown in Figure A.11. The results reveal that (1) the burrow af-

fects the distribution of the PH changes in the marine sediment; (2) the vertical penetration

rate in the burrow is larger than the surrounding non-burrow area; (3) in the beginning,

the penetration depth in the left and right inlets of the burrow is near the same. After some

time steps, for example on t=10000 the difference is apparent. It is due to the effect of

the direction of the seafloor current. The penetration rate in the left inlet is larger than the

one in the right inlet. As the CO2 solution reaches the bottom of the burrow, one part of

CO2 solution continues penetrating downward, the other part flows to the right inlet along

the channel of burrow, as shown on t=20000. It was found that on t=30000 the minimum

PH change in the burrow is located on the right hand side near to the right inlet; (4)The

distribution of PH change on t=30000 shows that the area below the burrow is acidified

by the CO2 solution earlier than the non-burrow region in the same depth. The simulation

results reveal that the burrow accelerates the ocean acidification in the marine sediment.

A.5 Conclusion

LBM is capable to simulate the fluid flow in the porous media. Based on the simulation

results, it was found that the penetration of CO2 solution into the ocean sediment is

dependent on the ocean seafloor current, the pores, the size of the grains and the bur-

row, respectively. It concludes that a higher seafloor current accelerates the CO2 solution

penetration rate and affects the map of PH changes in the marine sediment. The pores and
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Figure A.12: The normalized penetration depth varies with porosity at t=40000

the size of the grains are another two important factors on the CO2 solution penetration.

It was found that the small pores and large grains restrain the penetration depth and

penetration volume. Furthermore, the porosity is not linear with the penetration length.

It is supported by the results in Figure A.12. As shown in Figure A.12, the blue curve

presents the relationship between the penetration depth and porosity by varying the pores,

as described in Section A.4.2. The red line is the results from Section A.4.3 by changing

the sizes of the grains. It presents that if the pore and grain size are different, although

the porosity is the same, the penetration depth is different. Thus the porosity can not be

as a a single variable to evaluate the penetration depth of CO2 solution. The burrow in the

marine sediment changes the CO2 penetration rate and

In conclusion, the simulation results in this study are useful to understand the mechanism

of CO2 solution penetration in the marine sediment in the microscale. The model can be

used to investigate the site of CO2 geological storage and determine the PH varies in the

marine sediment. In this study the marine sediment is simplified as the porous media with

the same size sphere particles. But actually, the topology of the structure in the marine

sediment can be used into the model in the future, the model will be helpful to investigate

the CO2 geological storage site and the impact of CO2 solution on the marine ecosystem.
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