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Abstract

In this thesis we study travelling wave solutions and self-similar solutions for

a green roof model and for some simpler models which are derived from that

model. We focus on two limiting cases near a dry region and near a saturated

region.

We start by considering a convection model in the absence of diffusion and sink

terms. We show that rarefaction waves and shock solutions exist for several

cases.

Next, we consider a convection-diffusion model where both the convective and

diffusive terms are present and we show that travelling wave solutions and

self-similar solutions exist for some cases. Moreover, numerical simulations are

used for the travelling wave and self-similar solutions and confirm the analytic

predictions.

Finally, we consider the green roof model where all terms are present and we

show that travelling wave solutions exist, whereas self-similar solutions are not

found. We also show the travelling wave solutions exist for the two limiting

cases.
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Chapter 1

Introduction

A green roof is a roof of a building that is covered with vegetation and a grow-

ing medium on top of a waterproof membrane. The main advantages of the

green roof are assistance in the management of storm water by reducing the

amount of runoff, absorbing rain water, pollution control, providing insulation,

helping to lower air temperatures, reduction in energy usage, in addition to

being aesthetically pleasing [1,18]. It has also been shown recycling of carbon

dioxide to be environmentally friendly. Green roofs are of two types, intensive

roofs and extensive roofs [22, 23]. The first type has a thick layer of soil and

needs more maintenance while the second one has a light layer and requires

little maintenance. Due to the low maintenance requirements, an extensive

roof is more common and less expensive than an intensive roof.

Green roofs have been increasing in popularity in the world because they create

additional green spaces that bring some nature and also attract wildlife includ-

ing butterflies, honeybees and other insects. Green roofs are seen in a number

of European Countries such as Germany, Switzerland, the Netherlands, Italy,

Sweden and the UK. They are also becoming popular in the United States,

Australia and Canada but they are not as common as in Europe [53]. As the

green roof industry grows, research to determine the construction and design

of green roofs is needed.

Green roofs are affected by various weather factors such as wind-loading and

rainfall. It is important to understand the transport of water through the

structure of green roof to have healthy plants and safe loads. If the saturation

levels inside the structure of roof are too high this will cut off the air supply
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to the plants while if the saturation levels are too low the plants will die from

lack of water. The degree of saturation for a typical green roof is less than

80% and it is important to be maintained at all times [18].

The dynamics of water flow through the soil layer in an unsaturated region

was modelled by Hewitt and others [18] in the form of a nonlinear convection-

diffusion sink equation. This was the starting point of the present research.

The model is based on Richard’s equation [37] which we will come to below.

The aim is to model the variation of the degree of saturation through the depth

of the soil layer, and to see how it changes due to spells of rain, and under the

influence of moisture uptake by plant roots.

Richard’s equation, which describes groundwater flow through unsaturated

porous media, was derived in 1931 [37]. Two terms in Richard’s equation

present soil retention functions. There are many expressions for soil retention

models in literature and practice. Three typical soil retention functions used

are known as Brooks-Corey [44], Mualem-Van Genuchten [49] and Storm-Fujita

(see [44]). The first one is applicable for small degree of liquid saturation while

the third one is applicable for large degree of liquid saturation. The second one

is used for the whole range of the water content and was used for the green roof

model [18]. The structure of the solution depends on these retention functions.

Studying travelling wave solutions of nonlinear convection-diffusion sink equa-

tions has become an essential part of mathematical analysis because the anal-

ysis of travelling wave provides a means of finding explicit solutions as well

as characterizing the long-term behaviour in numerous situations. Travelling

wave solutions are known for Richard’s equation. In particular, front solu-

tions for some typical soil retention functions are found in [7]. Caputo and

Stepanyants (see [7]) have studied only one case for travelling wave solutions

for Richard’s equation where the saturation goes between 0 and 1. This case

is a front travelling wave solution, i.e where the solution has constant values

at plus and minus infinity. In this work we also consider travelling wave so-

lutions which are fronts, with the saturation approaching different limits well

ahead and well behind the fronts. Several different cases for the green roof

model (without sink term) are considered, according to whether the limit-

ing saturations might be zero, one or in between. We consider a travelling

wave which links a fully saturated region to a fully dry region and also a
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travelling wave links a fully dry region to a fully saturated region. In addi-

tion, we investigate two limiting cases and then we find explicit forms in both

cases. There has been much work in the study of travelling wave solutions for

convection-diffusion equations and convection-diffusion reaction equations (for

example, see [16, 31, 46]). Also, self-similar solutions are discussed in [7] for

Richard’s equation. This paper studied an infiltration problem (convection-

diffusion model) and an imbibition problem (nonlinear diffusion model) based

on the simple soil retention functions that are given by Brooks-Corey and

Storm-Fujita. It considered only the front solutions. In this thesis we con-

sider self-similar solutions to the green roof model for a convection-diffusion

model and also for a nonlinear diffusion model with the forms of soil retention

functions that are given by Mualem-Van Genuchten. We also investigate self-

similar solutions for the two limiting cases in both problems (diffusion model

and convection-diffusion model).

In this thesis we aim to study the travelling wave solutions for the green roof

model of [18] and for some simplified equations which are derived from the

green roof model. We study travelling wave solutions, particularly locally

(near a dry region and near a saturated region) for all these models. We

also investigate self-similar solutions for all the models, and in particular, we

look at the limiting cases that we mentioned above. Numerical simulations

are obtained for both travelling wave and self-similar solutions which confirm

the analytic predictions. In additional, we use a finite difference method to

solve the green roof model (without sink term) numerically. We observe that a

shock-like structure solution is found when δ is small for different initial value

problems, namely those with regions of high saturation overlying regions of

low saturation.

Following [18], we consider a one-dimensional model for a flat roof of thickness

L. We write S(z, t) = saturation at a time t, and height z, 0 ≤ z ≤ L; 0 ≤
S ≤ 1. Here S = 0 means the roof is dry while S = 1 means it is saturated.

We can consider (at least) two cases for the structure of a green roof:

(i) the entire roof, 0 < z < L unsaturated.

(ii) there are a saturated zone, 0 < z < h(t), and a saturated region, h(z) <

z < L, see the diagram below in Figure 1.1.
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z = L

z = h(z)

z = 0

Unsaturated region

S < 1

Saturated region

S = 1

Figure 1.1: Green roof regions.

To provide motivation for the model which was derived in [18], we begin

briefly with some basic equations for the water movement in an unsaturated

region. Following [39, 49], the basic equation for conservation of water in the

soil in three dimensions is given by

φ
∂S

∂t̂
+∇.u = −Fw, (1.1)

where φ is the porosity of the soil, S is the water saturation in the soil and Fw

is the rate of water uptake by plant roots per unit volume of soil. Also, u is

the volume flux of water which is given by Darcy’s law:

u = −k

µ
[∇p− ρgk̂], (1.2)

where k is the soil permeability, µ is the viscosity of water, p is the water pres-

sure in the soil, ρ is the density of water, g is the gravitational acceleration and

k̂ is the unit vector downwards. The soil permeability function, expressed in

terms of relative water saturation, that is used for the whole range of saturation

in [18], is given by (see [49])

k = ksK(S)

= ksS
1/2
[

1− (1− S1/m)m
]2
, 0 < m < 1,

where ks is the water permeability in fully saturated soil. The water pressure,

p, in the soil is also linked to the relative water saturation by the suction
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characteristic (see [49]).

pa − p = pcf(S) where f(S) =
(

S− 1

m − 1
)1−m

(1.3)

where pa is atmospheric pressure, and pc is a characteristic suction pressure.

The parameter m is experimentally determined for different soils [49]. The

water conservation equation (1.1) combined with Darcy’s law (1.2) results in a

general known equation, called Richard’s equation, for water flow in soil. This

equation gives relative water saturation as follows:

φ
∂S

∂t̂
= ∇.[D0D(S)∇S −KsK(S)k̂]− Fw, (1.4)

where the diffusive term D0D(S)=(k/µ)|∂p/∂S|, and

D0 =
pcks
µ

(

1−m

m

)

, (1.5)

D(S) = S1/2−1/m[(1− S1/m)−m + (1− S1/m)m − 2], (1.6)

and the Ks represents the saturated hydraulic conductivity given by

Ks =
ρgks
µ

. (1.7)

The limiting cases might be better covered by other forms of the soil retention

functions that are given by Brooks-Corey and Storm-Fujita (see [44]). With

the nondimensionalisation that was given in [18],

z̃ = Lz, pr = |P |p̃r, t =
L

K0
t̃, p = pa + pcp̃, Fw = 2πakrld|P |R, (1.8)

where L is the thickness of single soil layer, P is the root pressure at the soil

surface, kr is the radial conductivity of water, a is the root radius and ld is

the root length density. Parameter values were given in [18, 39]. These values

are L = 10−1 m, |P | = 106 Nm−2, K0 = 10−1m s−1, 2πakr = 7.85× 10−16m2

s−1Pa−1, ld = 5 × 103m−2, pc = 104Nm−2, pa = 0 and D0 = 10−6m2 s−1.

After dropping the tildes, for convenience, the scalar equation (1.4) in one
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dimension now becomes

φ
∂S

∂t
=

∂

∂z

(

δD (S)
∂S

∂z
+K (S)

)

−R(S), (1.9)

where R(S) = η (θ − ǫf (S)− p̂r), and the values of the nondimensional pa-

rameters are

δ =
D0

LK0
≈ 10−4, η =

2πakrld|P |L
K0

≈ 4× 10−6, θ =
pa
|P | ≈ 10−1,

ǫ =
pc
|P | ≈ 10−2 and p̃r = θ − 1.

(1.10)

φ is the constant porosity of the soil taken here to be 0.25. K(S) and D(S)

are the dimensionless water diffusivity and hydraulic conductivity respectively.

The second-order term on the right hand side of (1.9) indicates a diffusive

effect, the first-order term represents convection due to gravity, while the last

term, of size η, corresponds to a sink due to water uptake by plant roots. For

future reference, we call equation (1.9) the Green Roof Model or GRM.

The dimensionless water flux in the z direction (upwards) is

q = −
(

δD (S)
∂S

∂z
+K (S)

)

.

The functions D(S) and K(S) are given by

K(S) =S1/2
[

1− (1− S1/m)m
]2
,

D(S) =

[

1− (1− S1/m)m
]2

S1/m−1/2 (1− S1/m)
m .

(1.11)

The parameter m pertains to the expanded-clay soil used in the green roofs

studied in [18] and lies in the range 0 < m < 1. It is not known in [18]

but was taken to be m = 1/2 for the analysis and simulations. The water

diffusivity D(S) and hydraulic conductivity K(S) are increasing functions of

the moisture content and approach zero as S → 0. D(S) → ∞ as S → 1,

and we have K(S) = 1 at S = 1. The forms of D(S) and K(S) are shown in

Figure 1.2.
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Figure 1.2: The functions D(S) (red) and K(S) (green) with m = 1/2.

By local solutions we mean a solution where S is small (close to 0) or close

to 1. The local behaviour where S is small (where the soil is fully dry) and

where S becoming close to 1 (where the soil is fully saturated) allows us to find

a solution in a closed form. Figure 1.3 shows the graph of the local solutions

near a dry region and near a saturated region.

0 1
S

z

Figure 1.3: Local solutions near a dry region and near a saturated region.
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To determine the local behaviour of the solution near a dry and near a

saturated region, we need to approximate the water diffusivity D(S) and hy-

draulic conductivity K(S) for S small and for 1 − S small. In addition, the

approximate sink term is important when we study the the full green roof

model locally. Taylor series are used to find approximate forms of D(S) and

K(S) functions when S → 0 and also when S → 1. These approximations give

us simple forms for these two functions which can be written as power series.

They will be useful when we look at travelling wave solutions and self-similar

solutions locally in this thesis.

1.1 Approximate Forms of D(S), K(S) and R(S)

Terms with Low Saturation

Taking m = 1/2 in (1.11) and applying the Taylor series for small S in the

term in (1− S2)1/2, we can write

D(S) =

[

1− (1− S2)1/2
]2

S3/2 (1− S2)1/2
∼
(

1
2
S2
)2

S3/2

∼ 1

4
S5/2 as S → 0+ (1.12)

and

K(S) = S1/2
[

1− (1− S2)1/2
]2 ∼ S1/2

(

1

2
S2

)2

∼ 1

4
S9/2 as S → 0+. (1.13)

Clearly, from (1.12) and (1.13) we see that D(S) → 0 and K(S) → 0 as S → 0.

When S is small the last term in (1.9) becomes

R(S) = η
(

1− ǫ(S−2 − 1)1/2
)

(since θ − p̂r = 1) (1.14)

∼ η
(

1− ǫ

S
+ ...

)

∼ η

(

S − ǫ

S

)

∼ η

(

S − s−
S

)

for s− = ǫ. (1.15)

8



Chapter 1: Introduction

Here R(S) = 0 for S = S− = ǫ/
√
1 + ǫ2 ∼ s− = ǫ for ǫ ≪ 1 and then

R(S) ∼ κ(S − s−), (1.16)

in a neighbourhood of s− where κ = η/ǫ is a positive constant. The approxi-

mate form, (1.16), behaves linearly as S → s−. For S > s−, the plants roots

take up the water from soil because R(S) > 0. No water enters or leaves the

plants roots if S = s− since R(S) = 0. To see the approximate form of R(S)

where S < s−, i.e S → 0, from (1.15) we obtain

R(S) ∼ −ηs−
S

as S → 0+. (1.17)

Since R(S) < 0, the plants roots provide water to soil. This behaviour could

be physically unacceptable. When S = 0, R(S) becomes large and negative

whereas we might expect the roots to neither take up or let out water.

1.2 Approximate Forms of D(S), K(S) and R(S)

Terms with High Saturation

We now take S = 1− σ (near saturation), where σ → 0, and apply the Taylor

series for small σ. From (1.11) with m = 1/2, we have

D(1− σ) ∼
[

1− (1− (1− σ)2)1/2
]2

(1− σ)3/2 (1− (1− σ)2)1/2
∼
[

1− (1− (1− 2σ))1/2
]2

(1− 3
2
σ) (1− (1− 2σ))1/2

∼

(

1− (2σ)1/2
)2

(2σ)1/2
∼ 1

(2σ)1/2
as σ → 0+ (1.18)

and

K(1− σ) = (1− σ)1/2
[

1− (1− (1− σ)2)1/2
]2 ∼

[

1− (1− (1− 2σ))1/2
]2

∼
(

1− (2σ)1/2
)2

∼ 1− 23/2σ1/2 (1.19)

∼ 1. (1.20)

9



Chapter 1: Introduction

We see that from (1.18) and (1.19), D(S) → ∞ and K(S) approaches a positive

constant as S → 1.

The second term in (1.14), ǫ(S−2 − 1)1/2, vanishes as S close to 1, and then

the R(S) term approches a constant value as

R(S) ∼ η as S → 1. (1.21)

For the saturated region, when the soil saturation S is identically one (S ≡ 1)

for z ∈ [0, h], a model for this region was given in [18] which was based on

equations (1.1) and (1.2) without (1.3). This model was given by the form

∂

∂z

(

1 +
1

γ

∂p

∂z

)

− η (θ − ǫp̂− p̂r) = 0, (1.22)

got, in the one-dimensional case, simply by substituting (1.2) into (1.1), with

S set identically equal to 1 and St to 0. In (1.22) γ =
ρgL

pc
≈ 10−1.

The sink term in (1.22) can generally be neglected because the η term is

small [18]. Then the flow can be driven by an imposed pressure gradient and

in such a saturated region the flux should be given by

q = −
(

1 +
1

γ

∂p

∂z

)

, (1.23)

where p = A(ṡt− z) and ṡ is the velocity of the interface between the partially

and fully saturated regions. Then
∂p

∂z
= −A = constant and the flux now is

q = −1 + A/γ and
∂q

∂z
= 0. (1.24)

We will use (1.24) later in Chapter 2 when we study shock cases where a

saturated region is present.

1.3 Outline of the Thesis

The thesis is organized as follows. In Chapter 2, we start by using the method

of characteristics with step-function initial data for a convection model (the

10



Chapter 1: Introduction

diffusive term is absent) which is derived from the green roof equation (1.9).

Then we show that rarefaction waves and shock solutions exist for several

cases. We also study self-similar solutions and we focus on the local behaviour

for a nearly dry and a nearly saturated region. Numerical solutions are pre-

sented for this convection model by using the conservative upwind method in

Subsection 2.4.1. The numerical results are compared with the approximate

analytic solutions.

In Chapter 3, we consider the problem (1.9) without the sink term but where

both the convective and diffusive terms are present. We investigate travelling

wave solutions and self-similar solutions for this model for several cases. Trav-

elling wave solutions for the convection-diffusion model are found for the same

cases that are discussed for the convection model in Chapter 2. In the last part

of Chapter 3, Subsection 3.6.1, we use a finite difference method to solve the

nonlinear convection-diffusion model numerically. We observe that as δ → 0,

the solutions become sharper and approach the discontinuous solutions with

shocks. For small enough δ, solutions to the nonlinear convection-diffusion

model look nearly identical to the solutions of convection model which were

discussed in Chapter 2.

In Chapter 4, we study travelling wave solutions of the full model (1.9) where

all the terms are present. Again we focus on local behaviour near a dry region

and near a saturated region. We show that travelling wave solutions exist for

the full green roof model and also for the two limiting cases. Self-similar so-

lutions are not found for the full model even for the two local cases (S small

and S close to 1). Self-similar solutions do exist for the diffusion-sink model

(convection term dropped) for the limiting case of a nearly saturated region.

Also, it is noted that we can proceed as in Chapter 2 to use the method of

characteristics to solve problems corresponding to the different cases of Chap-

ter 2, getting similar results. Finally, we finish with conclusions and suggest

some possible topics for future work in Chapter 5.

1.4 Background Literature

The problem of modelling water and nutrient uptake by plant roots has pre-

viously been studied extensively. For example, [39] and [14] develop some

mathematical models based on water uptake by plant roots. [49] and [39] get

11



Chapter 1: Introduction

some experimental results for hydraulic conductivity of unsaturated soil and

the water uptake by roots for different values of rainfall.

Many of our results are like those found for Burger’s equation which is one

of the simplest examples of a nonlinear partial differential equation. It is well-

known as an example for studying a conservation law. The inviscid Burger’s

equation [33, 54] is
∂u

∂t
+

∂

∂x

(

1

2
u2

)

= 0. (1.25)

This equation appears in studies of gas dynamics and other models. In general,

it serves as a prototype for nonlinear hyperbolic equations and conservation

laws. The corresponding parabolic equation with the same conservation law is

the viscous Burger’s equation,

∂u

∂t
+

∂

∂x

(

1

2
u2

)

= νuxx, (1.26)

where ν > 0 is a constant. The second order derivative in (1.26) is multiplied

by a small coefficient, ν, called the viscosity coefficient. This is the simplest

equation that includes the nonlinear and viscous effects of fluid dynamics.

Equation (1.25) is the vanishing viscosity (ν → 0) limit of equation (1.26).

The solutions of the two equations (1.26) and (1.25) should be close in some

sense as the viscosity coefficient tends to zero.

Two different limiting equations are obtained from the green roof model (a

convection equation and a convection-diffusion equation). We consider an ap-

proach similar to that used for the Burger’s equation and which is motivated

by physical considerations. For particular initial data, we obtain the existence

of solutions for the convection equation as limits of solutions of the convection-

diffusion equation as the viscosity coefficient tends to zero.

The method of characteristics with step-function initial data is used for study-

ing the inviscid Burger’s equation (1.25) (see, for example, [29, 46]). Shocks

and rarefaction waves are found for (1.25). Some numerical results for viscous

Burger’s equation are given in [33]. In addition, shocks and rarefaction waves

are known for the simple traffic flow model [30] and gas dynamics. In a simi-

lar way, in Chapter 2, we consider a convection equation that is derived from

the green roof model and we show that rarefaction waves and shocks exist for

several cases. These different cases for the convection model are considered

12
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according to whether the limiting saturations might be near zero (almost dry

region), near one (almost saturated region) or in between (partially saturated

region). The travelling wave or wavefront solution is studied for (1.26), and

then the shock structure solution is found [3]. The shock solution is phys-

ically unacceptable because the solution is supposed to represent a physical

quantity and must therefore assume a unique value at each point. For more

detailed discussion on Burger’s equation see [40, 54]. Shock waves are also

discussed in the book [46]. Part of this book in [46] deals with discontinuous

solutions for general system of conservation laws. The speed of the disconti-

nuity (shock speed) is given by the Rankine-Hugoniot condition. It represents

the jump condition for conservation equations. In Chapter 2, we will derive

the Rankine-Hugoniot condition for the convection model which allows us to

describe physical situations between two different regions. Similarity solutions

of a nonlinear diffusion model and convection-diffusion model exist in [7]. The

similarity solutions are also discussed in [4].

There is a small parameter δ multiplying the highest derivative term in (1.9)

and in various ordinary differential equations which are obtained for the self-

similar solutions of (1.9). The ordinary differential equations are singular per-

turbation problems as discussed in [11, 15, 20, 32] and are considered in places

in this work. The use of perturbation methods allows for significant progress

to be made in trying to understand the solution’s properties. We are able

to obtain a solution in analytical form or reduce the equation to something

simpler. The solution of the perturbed problem will often behave analytically

quite differently from the solution of the original problem. A singular per-

turbation problem is a problem containing a small parameter that cannot be

approximated by setting the parameter value to zero. This is in contrast to

regular perturbation problems for which an approximation can be obtained by

taking the small parameter to zero.
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Chapter 2

Model without Diffusion or Sink

Term

2.1 Introduction

In this chapter, we consider a convection model which is derived from the

green roof equation (1.9). We use the method of characteristics with piecewise

constant initial condition to find analytic solutions of this simpler model. We

show that rarefaction waves and shock solutions exist. We find that rarefaction

waves exist for four possible cases and shock solutions exist for four possible

cases as well. Numerical results are presented for all these cases. Self-similar

solutions are investigated. In particular, local behaviour near a dry region

(where S is small) and near a saturated region (where S is close to 1) are dis-

cussed in Subsections 2.3.1 and 2.3.2 respectively. The self-similar solutions for

S small and S close to 1 have simple closed forms. These self-similar solutions

agree well with cases of rarefaction wave solutions in Subsection 2.2.2. In the

last part of Chapter 2, Section 2.4, we use a conservative upwind method to

solve the nonlinear convection model numerically.

To begin, we consider equation (1.9) without sink term because the η term

is small (η ≪ 1). The value of η in [18] was 4 × 10−6. We can consider

therefore the model in absence of the last term and then (1.9) becomes

φ
∂S

∂t
=

∂

∂z

(

δD (S)
∂S

∂z
+K (S)

)

, (2.1)
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Chapter 2: Model without Diffusion or Sink Term

which is a nonlinear convection-diffusion model. As δ ≪ 1, the diffusive term

is also small and (away from a boundary or internal layers) can also be ne-

glected. Equation (2.1) then can be considered without the diffusive term and

reduces to

φ
∂S

∂t
=

∂

∂z
(K (S)) , (2.2)

where the first-order term on the right hand side of (2.2) represents the influ-

ence of gravity, this being now much more important than diffusion. Equation

(2.2) is a nonlinear convection model and can be written as

∂S

∂t
+ c(S)

∂S

∂z
= 0 where c(S) =

1

φ

d

dS
(−K(S)), (2.3)

is the wave velocity which depends on the saturation. The form of c(S) is

shown in Figure 2.1. Note that it is negative and decreasing with c(0) = 0 and

c(S) → −∞ as S → 1−. We use equations (2.2) and (2.3) to investigate the

nature of shockwaves in the next section.

S

c(S)

1

Figure 2.1: Wave velocity as in equation (2.3).
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2.2 Step-Function Initial Data

Consider (2.2) with piecewise constant initial data

S(z, 0) =

{

Sl z < z0

Sr z > z0,
(2.4)

with 0 ≤ Sl ≤ 1, 0 ≤ Sr ≤ 1 both constant. Then the form of solution depends

on the relation between Sl and Sr. In order to determine the behaviour of the

solution which is based on the initial condition (2.4), we have two main cases to

consider [27,28]. Firstly, we consider the case where Sr < Sl, and secondly, we

consider the case where Sl < Sr.

2.2.1 Method of Characteristics

Consider now equation (2.3) with general initial data. For small time, a so-

lution can be constructed by using the method of characteristics. Using this

method, we obtain

z(t, S0) = z0 + c(S0)t, S(z, 0) = S0, (2.5)

where z0 is an arbitrary point on the z axis and S0 is the initial value of S

which comes from the initial data. Here c(S0) is the characteristic speed. Note

that the characteristics are straight lines along which the saturation S remains

constant. This would change if we reintroduced the sink term R(S) in the

convection model (2.2). We discuss this case later in Chapter 4.

2.2.2 Appearance of Rarefaction Waves

In this section, we consider the first case where Sr < Sl with piecewise constant

initial data as in Figure 2.2.
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z
z0

Sr

Sl

S(z, 0)

Figure 2.2: Initial data leading to rarefaction waves with 0 ≤ Sr < Sl ≤ 1.

Since the characteristic speed of c(Sl) < c(Sr), we find that these two sets

of characteristics never cross as time advances. However, there is a region

where the characteristic solutions are not apparent and in this region we know

that

z − z0
t

= c(S) for Sr < S < Sl. (2.6)

Then it is straightforward to solve this expression to determine S for any value

of z and t and hence we can write

S = c−1

(

z − z0
t

)

with Sr < S < Sl, (2.7)

and we have a rarefaction wave.

In this case, Sr < Sl, we find types of rarefaction wave for four possible cases

corresponding to different values of Sr and Sl. All of these cases have physical

meaning which we come to below. The corresponding characteristic lines for

these four cases are sketched in Figures 2.3, 2.5, 2.7 and 2.9.

We use the method of characteristics to solve equation (2.6) numerically by

plotting z against S for fixed t > 0 and for some different values of Sr and

Sl with Sr < S < Sl. We have S = Sl for z ≤ z0 + c(Sl)t and S = Sr for

z ≥ z0 + c(Sr)t. These numerical results are presented for all possible cases of

Sr and Sl and are shown in Figures 2.4, 2.6, 2.8 and 2.10.
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Chapter 2: Model without Diffusion or Sink Term

Case 1: Partially saturated region above a partially saturated region

Consider equation (2.3) with initial condition

S(z, 0) =

{

Sr z > z0

Sl z < z0,
(2.8)

with 0 < Sr < Sl < 1 where Sr, Sl both represent partially saturated regions.

z
z0

t

Sr < S < Sl

SrSl

z + c(Sr)t = constant

z + c(Sl)t = constant

Figure 2.3: Characteristic diagram for equation (2.3) with condition (2.8).

Here 0 < Sr < Sl < 1. The characteristics emanating from z ≥ z0 on the z axis

have velocity c(Sr) and on them the solution has a constant value Sr, whereas

the characteristics emanating from z < z0 have velocity c(Sl) and on them the

solution has a constant value Sl. The dotted lines represent an expansion fan

where Sr < S < Sl.
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0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

z

S
(z

,t)

Figure 2.4: The solution of (2.2) with (2.8) at different times t = 0 (red),

0.01 (blue), 0.03 (green), 0.07 (black) and 0.1 (cyan) by using the method of

characteristics. Here Sl = 0.8, Sr = 0.4, φ =
1

4
and z0 =

1

2
.

In this standard case we have for t ≥ 0 two partially saturated regions

where saturation is constant, one with S = Sr and the other S = Sl, with

Sl > Sr. The saturation of Sl region shrinks gradually while the S = Sr region

expands. The saturation between these two regions is given by (2.7).

Case 2: Dry region above a partially saturated region

Consider equation (2.3) with initial condition

S(z, 0) =

{

0 z > z0

Sl z < z0,
(2.9)

with 0 = Sr < Sl < 1 where Sr = 0 gives a dry region and 0 < Sl < 1 gives a

partially saturated region.
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z
z0

t

Sr = 0Sl

Sr < S < Sl

Figure 2.5: Characteristic diagram for equation (2.3) with condition (2.9).

Here 0 = Sr < Sl < 1. The characteristics emanating from z ≥ z0 on the z axis

have velocity zero and the characteristics are vertical lines corresponding to

Sr = 0, whereas the characteristics emanating from z < z0 have finite negative

velocity c(Sl) and here the solution has a constant value Sl. The dotted lines

represent an expansion fan where 0 < S < Sl.
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0.5
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0.8

0.9

1

z

S
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Figure 2.6: The solution of (2.2) with (2.9) at different times t = 0 (red),

0.2 (blue), 0.4 (green), 0.7 (black) and 0.9 (cyan) by using the method of

characteristics. Here Sl = 0.5, Sr = 0, φ =
1

4
and z0 =

1

2
. Note that since the

characteristics are stationary at z = z0, we see that there is no expansion of

the dry region.

In this case for z ≥ z0 we have a dry region, so that S = Sr = 0, which is

fixed in space. The boundary of the dry region remains at z = z0. Below the

dry region, the moisture drains and there are two further zones. In the lower

one, which moves downwards, S is again constant S = Sl. Between this zone

and the dry region, we have the expansion fan where the saturation is again

given by (2.7).

Case 3: Partially saturated region above a saturated region

Consider equation (2.3) with initial condition

S(z, 0) =

{

Sr z > z0

1 z < z0,
(2.10)

with 0 < Sr < Sl = 1 where 0 < Sr < 1 represents a partially saturated region

and Sl = 1 represents a saturated region.
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z
z0

t

Sr

Sr < S < Sl

Sl = 1

Figure 2.7: Characteristic diagram for equation (2.3) with condition (2.10).

Here 0 < Sr < Sl = 1. The characteristics emanating from z ≥ z0 on the z

axis have finite negative velocity c(Sr) and make the solution have a constant

value Sr, whereas the characteristics emanating from z < z0 have infinite

velocity corresponding to Sl = 1. The dotted lines represent an expansion fan

where Sr < S < 1.
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Figure 2.8: The solution of (2.2) with (2.10) at different times t = 0 (red),

0.001 (blue), 0.003 (green) and 0.01 (cyan) by using the method of charac-

teristics. Here Sl = 1, Sr = 0.6, φ =
1

4
and z0 =

1

2
. Characteristics from

z = z0 reach all of z < z0 (e.g bottom boundary for our finite interval) imme-

diately: S < 1 if t > 0.

Here we have a partially saturated region where the saturation remains

constant S = Sr. This region expands downwards. All the space below it, for

t > 0, is occupied by the expansion fan, extending from z = −c(Sr)t (where

S = Sr) to z = −∞, where Sl = 1. The saturation of the upper region, Sr,

expands gradually while it disappears in the bottom region.

We discuss this limiting case later for the convection-diffusion model in Chapter

3 in Section 3.3. There, we shall see that travelling waves, like the shock

solutions in Subsection 2.2.3, are also possible.

Case 4: Dry region above a saturated region

Consider equation (2.3) with initial condition

S(z, 0) =

{

0 z > z0

1 z < z0,
(2.11)
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with 0 = Sr < Sl = 1 where Sr = 0 gives a dry region and Sl = 1 gives a

saturated region.

z
z0

t

Sr = 0Sr < S < Sl

Sl = 1

Figure 2.9: Characteristic diagram for equation (2.3) with condition (2.11).

Here 0 = Sr < Sl = 1. The characteristics emanating from z ≥ z0 on the z

axis have velocity zero and the characteristics are vertical lines, whereas the

characteristics emanating from z < z0 have infinite velocity. The dotted lines

represent an expansion fan where 0 < S < 1.
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Figure 2.10: The solution of (2.2) with (2.11) at different times t = 0 (red),

0.001 (blue), 0.003 (green) and 0.01 (cyan) by using the method of character-

istics. Here Sl = 1, Sr = 0, φ =
1

4
and z0 =

1

2
. There is no expansion, at

z = z0, of the boundary of the dry region.

In this case we have again only 2 regions in the half plane (z < z0, z > z0).

For z > z0 we have a dry region which is fixed in space and the boundary of

this region remains at z = z0. The moisture drains below the dry region and

all the space below it, for t > 0, is covered by the expansion fan linking z = z0

to z = −∞, where Sl = 1: for t > 0, 0 < S < 1 for all z < z0.

As with the previous case, we shall see in Section 3.3 that it is possible to get

quite different, shock-like behaviour, when we consider a similar problem with

diffusion in Section 3.3.
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2.2.3 Appearance of Shocks

In this section we look at piecewise constant initial data but now with Sr > Sl

(see Figure 2.11).

zz0

Sl

Sr

S(z, 0)

Figure 2.11: Initial data leading to shock waves with 0 ≤ Sl < Sr ≤ 1.

Since the characteristic speed of c(Sl) > c(Sr) we find that the character-

istic lines cross as time advances and subsequently there will be a shock.

The shock speed satisfies the Rankine-Hugoniot condition [34] and it can be

written as

ṡ = −1

φ

(

[K(S)]rl
[S]rl

)

, (2.12)

where [K(S)]rl = K(Sl)−K(Sr) and similarly [S]rl = Sl − Sr. Equation (2.12)

is also called the jump condition. Since Sr and Sl are constants here, the shock

front will take the form of straight line in the z− t plane. In this case, Sr > Sl,

we find that the shock solutions exist for four possible cases corresponding to

different values of Sr and Sl. The last two cases, a saturated region above

a partially saturated region and a saturated region above a dry region, are

unusual since the characteristic lines for saturated region become parallel to

the z axis. They are also found to exhibit non-unique shock speed. They are

also studied for the convection-diffusion model in Chapter 3 (see Section 3.3),

where the same non-uniqueness is found. The corresponding characteristic

lines for these four cases are sketched in Figures 2.12, 2.13, 2.14 and 2.16.
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Case 1: Partially saturated region above a partially saturated region

Consider equation (2.3) with initial condition as before in case 1 in Subsection

2.2.2,

S(z, 0) =

{

Sr z > z0

Sl z < z0,
(2.13)

but now with 0 < Sl < Sr < 1 so that Sl, Sr both give partially saturated

regions.

This is a standard case where the solution has a shock wave travelling with

speed given by (2.12). The shock speed in equation (2.12) is negative and

hence the shock propagates to the left.

z

S = SrS = Sl

Shock

z0

t

Figure 2.12: Characteristic diagram for equation (2.3) with condition (2.13)

where 0 < Sl < Sr < 1. Note that the characteristics in each of the regions, in

which S stays constant, go into the shock.

Case 2: Partially saturated region above a dry region

Consider equation (2.3) with initial condition

S(z, 0) =

{

Sr z > z0

Sl z < z0,
(2.14)

with 0 = Sl < Sr < 1 where Sl = 0 gives a dry region and 0 < Sr < 1 gives a

partially saturated region.
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Then the solution is a shock wave travelling with speed

ṡ = −1

φ

(

K(Sr)

Sr

)

, (2.15)

which was derived from (2.12), but has a simpler expression than for the previ-

ous case due to the saturation and flux both vanishing in the dry region. Note

that (2.15) gives velocity of the flow: the water above the moving interface

z = z0 + ṡt simply moves uniformly downwards with constant speed.

z

SrSl = 0

Shock

z0

t

Figure 2.13: Characteristic diagram for equation (2.3) with condition (2.14)

where 0 = Sl < Sr < 1. Note that the characteristics in each of the regions,

where S is constant, go into the shock.

Case 3: A saturated region above a partially saturated region

Consider equation (2.3) with initial condition

S(z, 0) =

{

Sr z > z0

Sl z < z0,
(2.16)

with 0 < Sl < Sr = 1 where 0 < Sl < 1 represents a partially saturated region

and Sr = 1 represents a saturated region. The shock speed according to (2.12)
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is given by

ṡ = −1

φ

(

K(Sl)− 1

Sl − 1

)

. (2.17)

This is got by taking a limit of Sr → 1− in Case 1. The characteristic diagram

in such a case might be envisaged as in Figure 2.14, with the characteristics in

the right-hand part of the diagram being nearly parallel to the z axis.

z
z1z0

Sr ∼ 1

Sl

Shock

t

Figure 2.14: Characteristic diagram for equation (2.3) with condition (2.16)

where 0 < Sl < Sr nearly 1. Note that characteristics in each of the regions

where S is constant go into the shock. The characteristics on the right in the

limiting case of Sr = 1 will be parallel to the z axis and come from z = ∞, see

Figure 2.15.

Equation (2.5) can alternatively be written by

1

c(S)
z = −t0 + t, (2.18)

where t0 = −z1/c(S). We see that from (2.18), as S = Sr → 1, we have
1

c(S)
z → 0 and then each characteristic can be written as

t = t0. (2.19)
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This allow the characteristic lines to be horizontal. The characteristic lines for

this case are shown in Figure 2.15.

z
z0

Sr = 1
Sl

Shock

t

Figure 2.15: Characteristic diagram for equation (2.3) with (2.16) where 0 <

Sl < Sr = 1. Note that characteristics in each of the regions, where S is

constant, go into the shock. The characteristics on the right are now parallel

to the z axis and are given by t = constant, see (2.19).

However, as we have a saturated region in z > s(t) in this case, the flow in

the region should be given by Darcy’s law (1.23). The shock speed can then

be given, using (1.24) in (2.12), by

ṡ = −1

φ

(

K(Sl) +
1
γ
A− 1

Sl − 1

)

, (2.20)

for A an imposed negative pressure gradient. Equation (2.20) is identical to

(2.17) when A = 0, i.e when the pressure is zero in the saturated region

(z > s(t)).

Case 4: A saturated region above a dry region

Consider equation (2.3) with initial condition

S(z, 0) =

{

Sr z > z0

Sl z < z0,
(2.21)
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with 0 = Sl < Sr = 1 where Sl = 0 represents a dry region and Sr = 1

represents a saturated region. Again the characteristics go into the shock

which has a simple shock speed, given by (2.12), which now reduces to

ṡ = −1/φ. (2.22)

The characteristic lines for this case are shown in Figure 2.16. The charac-

teristics in the dry region, where z < s(t), are vertical lines corresponding to

Sl = 0 whereas the characteristics in the saturated region, where z > s(t),

being nearly parallel to the z axis.

z
z1z0

Sr ∼ 1Sl = 0

Shock

t

Figure 2.16: Characteristic diagram for equation (2.3) with condition (2.21)

where 0 = Sl < Sr nearly 1. Note that characteristics in each of the regions

where S is constant go into the shock. The characteristics on the right in the

limiting case of Sr = 1 will be parallel to the z axis and come from z = ∞, see

Figure 2.17.

As before, in Case 3, the shock speed might more generally be given by

ṡ = −1

φ

(

1− 1

γ
A

)

, (2.23)

if there is a forcing pressure gradient imposed in the saturated region. Equa-
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tions (2.23) and (2.22) are same when A = 0. Avoiding negative pressure above

the shock, we again have A ≤ 0 so ṡ ≥ − 1
φ
.

With a similar argument as in Case 3, the characteristic diagram can also be

shown in horizontal lines for the saturated region (z > s(t)). The correspond-

ing characteristic lines for this case is sketched in Figure 2.17.

z
z0

Sr = 1Sl = 0

Shock

t

Figure 2.17: Characteristic diagram for equation (2.3) with condition (2.21)

where 0 = Sl < Sr = 1. Note that characteristics in each of the regions where

S is constant go into the shock. The characteristics on the right are now

parallel to the z axis.

In all the rarefaction waves and shock cases, the moisture moves downwards

(to the left in our analytical and numerical solutions), corresponding to the

influence of gravity. The shock speed that was derived from Rankine-Hugoniot

condition is negative in each case. When we take A, an imposed pressure

gradient in a saturated region, to be large and positive in (2.20) or (2.23) the

shock speed can become now positive and then the moisture moves upwards.

We come back to this in Section 3.3, but note now that this suction might not

be very realistic in practice.
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2.3 Self-Similar Solutions for the Convection

Model

Introduction

Self-similar solutions give a powerful tool for solving partial differential

equations. They allow us to reduce the number of independent variables in

the partial differential equation through the use of new variables. By using

self-similar solution we can transform the partial differential equation to an

ordinary differential equation which may be easier to solve. They can be par-

ticularly useful when we are interested in determining local limiting behaviour,

say for, short time and/or small space.

To begin, consider self-similar solutions to equation (2.2) in the form

S(t, z) = tαΦ(ξ), where ξ = (z − z0)t
β is the similarity variable, (2.24)

and α and β are some unknown powers. With these new variables equation

(2.2) takes the form

φ

(

αΦ + βξ
dΦ

dξ

)

= tβ−α+1 d

dξ
(K (tαΦ)) . (2.25)

To eliminate t in equation (2.25), we need α = 0, so S ≡ Φ then β = −1, and

equation (2.25) becomes

dΦ

dξ
(φξ +K ′(Φ)) = 0, (2.26)

where K ′(Φ) = dK(Φ)/dΦ. Solutions of (2.26) can be given by

Φ = constant, (2.27)

or by

K ′(Φ) = −φξ. (2.28)

Solutions satisfying (2.27) everywhere are trivial, S = constant, on the other

hand, solutions satisfying (2.28) are shown in Figure 2.18.
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ξ
0

1

Φ

Figure 2.18: The form of the non-trivial solutions of (2.28).

The latter solution, given by (2.28), would only satisfy initial data S = 1

at t = 0 (corresponding to ξ → −∞) and boundary data S = 0 on z = 0 (i.e

Φ = 0 on ξ = 0). To get a non-constant solution satisfying other initial and

boundary data, we can patch together up to three solutions of these forms.

Taking initial condition S = Φl for z < 0 and boundary data S = Φr on z = 0

(for t > 0) with 0 < Φr < Φl < 1, we then want boundary data for Φ: Φ = Φl

as ξ → −∞ and Φ = Φr at ξ = 0. We therefore have

Φ = Φl = constant for ξ ≤ ξl and Φ = Φr = constant for ξ ≥ ξr, (2.29)

as shown in Figure 2.19.
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ξ

0

Φr

Φl

1

Φ

ξrξl

Figure 2.19: The form of the non-trivial and trivial solutions together.

For non-trivial solutions (dΦ
dξ

6≡ 0) of (2.26), we find that the similarity

solutions S(t, z) can be written in the implicit form

ξ = −1

φ
K ′(Φ) for ξl < ξ < ξr,

= c(S), as in (2.3)

=
z − z0

t
from (2.24) with β = −1. (2.30)

From (2.29) and (2.30), we see that this similarity solution is simply the rarefac-

tion wave, (2.6), we constructed earlier, by noting that S = c−1(ξ), Sl = c−1(ξl)

and Sr = c−1(ξr). Note that to avoid discontinuities, such as shocks, we need

ξ = − 1
φ

d
dΦ
K(Φ) for ξ = ξl, Φ = Φl and for ξ = ξr, Φ = Φr.

We can find local asymptotic behaviour for equation (2.2) for low saturation

(where the soil region is nearly dry) and for high saturation (where it is nearly

saturated). This will allow us to consider two main cases.

2.3.1 Case 1: Low Saturation

We consider again self-similar solutions to equation (2.2) (near z = z0) as in

form

S(t, z) = tαΦ(ξ), where ξ = (z − z0)t
β. (2.31)
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Using these expressions with the approximate form of K(S) as in (1.13) taking

S to be small, equation (2.25) becomes

φ

(

αΦ + βξ
dΦ

dξ

)

=
9

8
tβ+(7/2)α+1

(

Φ7/2dΦ

dξ

)

. (2.32)

For no explicit time dependence of equation (2.32) it is required that

β +
7

2
α + 1 = 0. (2.33)

We now look at various cases, for different sizes of α, the first of which is

motivated by having constant boundary data. The other cases are fixed by

their mathematical properties. Let us start first with two special cases when

α or β is zero.

Case 1(i): α=0

Assuming the boundary condition takes the form

S = S0 on z = z0, (2.34)

with 0 < S0 ≪ 1, by using equation (2.34) in (2.31), we obtain

tαΦ(0) = S0, (2.35)

and from (2.35) we again find that α = 0 and Φ(0) = S0 > 0. Then from

(2.33) β = −1. Hence equation (2.32) reduces

dΦ

dξ

(

φξ +
9

8
Φ7/2

)

= 0. (2.36)

Again, following a similar argument as in the standard case, we can patch the

trivial and non-trivial solutions together. For a non-trivial solution of (2.36),

we obtain

Φ7/2 = −8

9
φξ. (2.37)

Equation (2.37) is valid only for ξl < ξ < ξr ≤ 0 (since Φ = S ≥ 0). If we

keep to the boundary condition, (2.34), we have the stronger inequality ξr < 0
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since S0 > 0. Then solving (2.37) for Φ and replacing Φ by S we have

S =

(

−8

9
φξ

)2/7

for ξl < ξ < ξr ≤ 0. (2.38)

The solution S of (2.38) can be written in term of z and t and hence we have

S(z, t) =

(

−φ
8

9

(z − z0)

t

)2/7

for ξl < ξ < ξr ≤ 0. (2.39)

For |z − z0| small or t large, we have that from (2.39) S becomes close to 0

which gives a region which is nearly dry.

With a similar argument to that in the standard case, we see that the solution

(2.39) agrees with the limiting version of the expansion fan solution in (2.7)

by taking that Sr = (−(8/9)φξr)
2/7 and Sl = (−(8/9)φξl)

2/7 where 0 ≤ Sr <

Sl ≪ 1.

Case 1(ii): α = −2

7

Taking α = −2

7
gives β = 0 (see (2.33)) and then equation (2.32) reduces to

dΦ

dξ
= −16φ

63
Φ−5/2. (2.40)

Integrating (2.40) we obtain

Φ7/2 = −c0ξ + c1, (2.41)

where c0 = 8φ/9 and c1 is an arbitrary constant. Without loss of generality,

we take c1 = 0 then equation (2.41) gives a solution valid only for ξ < 0. Then

solving (2.41) for Φ, we get

Φ = (−c0ξ)
2/7 . (2.42)

Substituting this into equation (2.31) and noting that ξ = z − z0 we are left

with

S(t, z) = t−2/7 (−c0(z − z0))
2/7 , (2.43)
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or

S(t, z) =

(

−c0
(z − z0)

t

)2/7

. (2.44)

Equation (2.44) represents the same non-trivial solution that was in (2.39),

(remember that c0 = 8φ/9). From (2.44), we see that the solution gradually

decays to 0 as t → ∞ which gives a drying region as time advances.

Case 1(iii): α > 0

For any α > 0 in (2.33), we find that β < 0. Using this, equation (2.32) can

then be written as
dΦ

dξ
=

αφΦ

(9/8)Φ7/2 − βφξ
, (2.45)

which has only one equilibrium point, Φ = 0. The nullcline of (2.45) is

ξ =
9

8βφ
Φ7/2, (2.46)

where ξ < 0 since β < 0.

We now study the behaviour of the solutions of (2.45) for all ξ. We first study

the solutions of (2.45) where ξ → ∞ and Φ > 0. We set

G(Φ, ξ) =
αφΦ

(9/8)Φ7/2 − βφξ
. (2.47)

Clearly, dΦ
dξ

= G(Φ, ξ) ≥ 0 for ξ > 0, so that we have

Φ ≥ Φ0, (2.48)

where Φ = Φ0 at ξ = 0. Assuming that Φ is bounded, so that Φ → Φ−
1 as

ξ → ∞, for some Φ1 > Φ0, then Φ0 < Φ < Φ1 for ξ > 0 and

G(Φ, ξ) ≥ αφΦ0

(9/8)Φ
7/2
1 − βφξ

. (2.49)

Integrating (2.49), we obtain
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Φ ≥ Φ0 +

∫ ξ

0

αφΦ0

(9/8)Φ
7/2
1 − βφξ

dξ

= Φ0 − (αΦ0/β) ln((9/8)Φ
7/2
1 − βφξ). (2.50)

The right hand side of (2.50) increases to infinity as ξ → ∞, so the solution

Φ in fact becomes unbounded.

To look at the solution behaviour when ξ → 0, we look for a solution in the

form

Φ = aξ2/7, (2.51)

where a > 0, because we have a similar form in the previous two cases, see

equations (2.42) and (2.38). Then dΦ
dξ

=
2

7
aξ−5/7. Using these expressions with

β = −(7/2)α− 1 (see (2.33)) in (2.45) we obtain

2

7
aξ−5/7 =

aφαξ2/7

(9/8)a7/2|ξ|+ (1 + (7/2)α)φξ
. (2.52)

We can write

2

7
aξ−5/7 =











aφα

(9/8)a7/2 + (1 + (7/2)α)φ
ξ−5/7 ξ > 0

aφα

(−9/8)a7/2 + (1 + (7/2)α)φ
ξ−5/7 ξ < 0,

For ξ > 0, we have

(9/8)a7/2 + (1 + (7/2)α)φ = (7/2)αφ, (2.53)

and this gives (9/8)a7/2 = −φ, from which it is impossible to determine a value

of a.

For ξ < 0, we have

−(9/8)a7/2 + (1 + (7/2)α)φ = (7/2)αφ, (2.54)

then solving for a, we find a = ((8/9)φ)2/7. Using this value of a, we obtain a

solution in the form
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Φ =

(

8

9
φ

)2/7

ξ2/7. (2.55)

Note that this is valid only for ξ < 0. We now have exactly the same non-

trivial solution as in (2.44) and (2.39) by replacing ξ by (z − z0)t
β.

Finally, we look for local behaviour for ξ and Φ small with Φ ≪ |ξ2/7|. We see

from (2.45) the first term in denominator is small and not important compared

with second term. Then, equation (2.45) reduces

dΦ

dξ
= −α

β

Φ

ξ
, where β < 0 (2.56)

and then solving for Φ, we obtain

Φ = Aξ−(α/β), (2.57)

where A is a constant of integration. From the relation between α and β in

(2.33), equation (2.57) gives

Φ = Aξ(2/7)/(1+2/(7α)) . (2.58)

The power of ξ in (2.58) satisfies (2/7)/(1 + 2/(7α)) < 2/7 for any α > 0.

Thus, |Aξ(2/7)/(1+(2/7)α) | ≫ |ξ2/7| for ξ → 0.

Alternatively, seeking local behaviour of Φ small with ξ small such that Φ ≫
|ξ2/7|, we now neglect the second term in the denominator in the right-hand

side of (2.45) to get
dΦ

dξ
∼ 8αφ

9Φ5/2
. (2.59)

Integration gets us back to the form (2.51), so that this assumed local be-

haviour, of Φ ≫ ξ2/7, is also violated. We deduce that the only way Φ ap-

proaches 0 is according to (2.55). Also, note that from (2.59) blow-up does

not occur in the left half plane.

It is also clear that any solution in ξ < 0 lying under the nullcline (0 <

(9/8)Φ7/2 < (−β)φ(−ξ)), is decreasing but remains above Φ > 0 and so must

tend to Φ = 0 as ξ → 0−.

Likewise, for ξ > 0, a solution above the nullcline is increasing but can not

blow up at finite ξ (Φ large gives dΦ/dξ ∼ (8/9)αφΦ−5/2). These solutions

must cross the positive Φ axis at ξ = 0.
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With the above information in hand for α > 0 and β < 0, the phase plane of

equation (2.45) for ξ against Φ can be constructed, see Figure 2.20. Note that

in order to create a phase plane, equation (2.45) can be converted to a system

of two ordinary differential equations by taking Φ and ξ to be functions of a

dummy independent variable.

ξ

Φ

Figure 2.20: Phase plane for (2.45) with α > 0 and β < 0. The dashed line

represents the nullcline of (2.45).

For fixed z < z0, we have that ξ = (z−z0)t
β → 0− as t → ∞ (since β < 0),

then substituting (2.55) into (2.31), we obtain

S(t, z) = tα ((8/9)φ)2/7 ξ2/7

= tα ((8/9)φ)2/7 ((z − z0)t
β)2/7 from (2.31)

=
((8/9)φ(z − z0))

2/7

t2/7
(β = −(7/2)α− 1)

→ 0 when |z − z0| → 0 or t → ∞. (2.60)

Equation (2.60) gives a region which is nearly dry.

Note that along the trajectories that cross the Φ axis in the above figure, Φ

must tend to some Φ0 > 0 as ξ → 0−. However, given that β < 0, this requires

that t → ∞ and then (2.31) leads to S → ∞ rather than S → 0, since α > 0.
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Case 1(iv): α < −2

7

From (2.33) we see that for any α < −2

7
, β > 0. For ξ < 0, we see from

(2.45) that dΦ
dξ

< 0 and then it is also clear that no blow-up is possible in this

region. Following a similar argument to Case 1(iii), as ξ → 0− some solutions

decrease and behave as (2.55). Also, there are solutions which cross the Φ

axis and they continue decreasing until they hit the nullcline Φ = (8φβξ/9)2/7.

Solutions below the nullcline increase towards it. The phase plane is shown in

Figure 2.21. Note that in this case, (2.58), Φ = Aξ(2/7)/(1+2/(7α)) , has a power

(2/7)/(1 + 2/(7α)) which is greater than 2/7 permitting solutions tending to

Φ = 0 as ξ → 0 with Φ ≪ |ξ2/7|, for both ξ → 0− and ξ → 0+.

ξ

Φ

Figure 2.21: Phase plane for (2.45) with α < −2

7
and β > 0. The dashed line

represents the nullcline of (2.45).

For fixed z < z0, we have that ξ = (z− z0)t
β → 0− as t → 0 or |z− z0| → 0
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(since β > 0), then substituting (2.58) into (2.31), we obtain

S(t, z) = tαAξ(2/7)/(1+2/(7α))

= Atα
(

(z − z0)t
β
)(2/7)/(1+2/(7α))

from (2.31)

= A(z − z0)
(2/7)/(1+2/(7α)) (β = −(7/2)α− 1)

→ 0 only for z → z0.

This gives a nearly dry region at short distances from z0. Also, along a trajec-

tory which crosses the Φ axis in Figure 2.21, Φ must tend to some Φ0 > 0 as

ξ → 0−, and again we have from (2.31) that S → ∞ as t → 0.

The special solution behaves as for the other cases.

Case 1(v): −2

7
< α < 0

For any −2

7
< α < 0 (2.33) gives β < 0. For ξ < 0 and Φ ≫ ξ2/7, we see

from (2.45) that dΦ
dξ

< 0 and so such solutions decrease and cross the positive

Φ axis at ξ = 0. They continue decreasing for ξ > 0. Such solutions above

the nullcline decrease towards it while solutions below the nullcline increase

towards it. As in the previous two cases, there is an exact solution, see (2.55),

which tends to 0 as ξ → 0−. The power in (2.58) is now negative, ruling out

the possibility of having Φ ≪ |ξ2/7|. The phase plane is shown in Figure 2.22.
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ξ

Φ

Figure 2.22: Phase plane for (2.45) with −2

7
< α < 0 and β < 0. The dashed

line represents the nullcline of (2.45).

In Figure 2.22, the trajectory above the nullcine that goes to zero as ξ → 0−

corresponds to solution given by (2.55). Again substituting (2.55) into (2.31),

see (2.60), gives a nearly dry region for large time or short space.

A trajectory that crosses Φ axis at Φ0 > 0 when ξ = 0 given by

S = tαΦ(ξ) ∼ tαΦ0 → 0 as t → ∞, (2.61)

which gives a nearly dry region (but, uninterestingly, an almost spatially uni-

form solution).

Solutions for ξ → ∞ have Φ → 0, so Φ′ ∼ (−α/β)Φ/ξ (from (2.45)), giv-

ing Φ ∼ A0ξ
−α/β with A0 = constant. Then S ∼ tα(A0((z − z0)t

β)−α/β) ∼
A0(z − z0)

α/(1+7α/2) on using (2.33), valid for (z − z0) large.

2.3.2 Case 2: High Saturation

We now consider local self-similar solutions to equation (2.2) when S is close

to 1 (near saturation) in a rather different form:

S(t, z) = 1− tαΦ(ξ), ξ = (z − z0)t
β. (2.62)
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Substituting these expressions into (2.2), we obtain

−φ

(

αΦ+ βξ
dΦ

dξ

)

= tβ−α+1 d

dξ
(K (1− tαΦ)) . (2.63)

Using the approximate form of K(S) for S close to 1 as in (1.19), this gives

φ

(

αΦ + βξ
dΦ

dξ

)

=
√
2tβ−

α
2
+1Φ−1/2dΦ

dξ
. (2.64)

Equation (2.64) is independent of t if

β − α

2
+ 1 = 0. (2.65)

We proceed much as in Case 1, eliminating t in (2.64), and looking at various

cases for different values of α and β. Let us start with the simple case when

α=0.

Case 2(i): α=0

Assume the boundary condition satisfies

S = 1− S1 6= 1 on z = z0, (2.66)

substituting (2.66) into (2.62), we obtain

tαΦ(0) = S1, where ξ = 0. (2.67)

This again gives α = 0, Φ(0) = S1, β = −1 and so equation (2.64) becomes

(

φξ +
√
2Φ−1/2

) dΦ

dξ
= 0. (2.68)

Following a similar argument to that of the standard case, we can patch the

trivial and non-trivial solutions together. Then for a non-trivial solution of

(2.68), we have
√
Φ =

√
2

−φξ
, (2.69)
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which gives a solution valid only for −∞ ≤ ξl < ξ < ξr < 0, (since Φ < ∞),

then solving (2.69) for Φ yields

Φ =
2

(φξ)2
for −∞ ≤ ξl < ξ < ξr < 0. (2.70)

Plugging (2.70) into (2.62), we obtain

S = 1− 2

(φξ)2
for −∞ ≤ ξl < ξ < ξr < 0. (2.71)

For fixed z < z0, we have that ξ = (z− z0)t
β → −∞ as t → 0, (since β = −1).

Then from (2.71), the solution approaches 1 as ξ → −∞, so that away from

z0 the region is very nearly saturated. The solution of equation (2.71) can be

written in term of z and t as

S = 1−
( √

2t

φ(z − z0)

)2

for −∞ ≤ ξl < ξ < ξr < 0. (2.72)

From the trivial solution of (2.68) and the solution of equation (2.72) we find

that these solutions agree with limiting rarefaction wave solutions in (2.6) by

taking that Sl = 1−
(

φ/
√
2ξl
)−2

and Sr = 1−
(

φ/
√
2ξr
)−2

.

Case 2(ii): α=2

From (2.65), α = 2 gives β = 0. Substituting these values into equation (2.64),

we obtain
dΦ

dξ
=

√
2φΦ3/2. (2.73)

Integrating (2.73), we obtain

1√
Φ

= −c0ξ + c1, (2.74)

where c0 = φ/
√
2 and c1 is an arbitrary constant. Without loss of generality,

take c1 = 0 then equation (2.74) gives a solution valid only for ξ < 0. Solving

(2.74) for Φ, we get

Φ =
1

(−c0ξ)2
, (2.75)
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and plugging (2.75) into (2.62), we obtain

S = 1− t2

(−c0ξ)2
, (2.76)

where ξ = z − z0. This is the same equation (2.72) since c0 = φ/
√
2.

Case 2(iii): 0 < α < 2

For any 0 < α < 2, (2.65) gives −1 < β < 0. Using this, equation (2.64) can

then be written as
dΦ

dξ
=

αφΦ

−βφξ +
√
2Φ−1/2

. (2.77)

This is a non-autonomous first order differential equation and cannot be solved

in closed form. However, we can use a phase plane to analyze how the solution

Φ(ξ) of (2.77) will behave as ξ varies depending on an initial condition Φ(ξ0) =

Φ0. It is clear that this system has only one equilibrium point which is Φ = 0.

The nullcline of (2.77) is the solution of −βφξ +
√
2Φ−1/2 = 0, namely

ξ =

√
2

βφ
√
Φ
, (2.78)

where ξ < 0 since −1 < β < 0.

Suppose that we want to study the behaviour of the solution Φ of equation

(2.77) for ξ → ∞. We start by setting

F (Φ, ξ) =
αφΦ

−βφξ +
√
2Φ−1/2

. (2.79)

Since F is clearly an increasing function in Φ and dΦ
dξ

≥ 0 for ξ > 0, we have

dΦ

dξ
≥ αφΦ0

−βφξ +
√
2Φ

−1/2
0

, (2.80)

where Φ = Φ0 at ξ = 0. We can then integrate,
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Φ ≥ Φ0 +

∫ ξ

0

αφΦ0

−βφξ +
√
2Φ

−1/2
0

dξ

= Φ0 − (αΦ0/β) ln(−βφξ +
√
2Φ

−1/2
0 ). (2.81)

We see that the solution Φ becomes unbounded, since the right hand side of

(2.81) increases as ξ → ∞. Note that β is negative here.

For Φ ≫ ξ−2, we see that the second term in the denominator in equation

(2.77) can be neglected. Then (2.77) reduces to

dΦ

dξ
∼ αΦ

−βξ
. (2.82)

This can be integrated to give, approximately,

Φ = A0ξ
−(α/β), (2.83)

where A0 is a constant of integration. Using the value of β = (α/2) − 1, see

(2.65), in (2.83) we obtain

Φ = A0ξ
1/((1/α)−1/2), (2.84)

and clearly, 1/((1/α)−1/2) > −2 for any α in the range 0 < α < 2. This gives

|A0ξ
1/((1/α)−1/2)| ≫ |ξ−2| as ξ → ±∞. Note that the same argument indicates

that solutions do not blow-up except possibly at ξ = 0.

To study the solution behaviour of (2.77) when ξ → 0−, we assume that the

solution takes the form Φ = aξ−2 where a > 0, since we have a similar form in

the previous two cases, see equations (2.75) and (2.70). Using this expression

in (2.77), in a similar way to Case 1(iii), we obtain the value of a which is

a = 2/φ2, then we have

Φ =
2

(φξ)2
. (2.85)

This is the same solution as for Case 2(i) and Case 2(ii). Clearly, from (2.85)

we see that

Φ → ∞ as ξ → 0−. (2.86)

With the above information in hand, the phase plane of equation (2.77) for
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ξ against Φ can be constructed. It is given in Figure 2.23.

ξ

Φ

Figure 2.23: Phase plane for (2.77) with 0 < α < 2 and −1 < β < 0. The

dashed line represents the nullcline of (2.77).

For fixed z < z0, and taking t → 0 we have that ξ = (z − z0)t
β → −∞.

Then substituting equation (2.85) into the basic form of the similarity solution

of the high saturation, see (2.62), we obtain

S(t, z) = 1− 2tα

(φξ)2
= 1− 2tα

(φ(z − z0)tβ)2
from (2.62)

= 1− 2tαt−2β

φ2(z − z0)2
= 1− 2tαt−α+2

φ2(z − z0)2
(β = (α/2)− 1)

= 1− 2t2

φ2(z − z0)2
. (2.87)

For t small or z − z0 large, (2.87) gives a nearly saturated region. In Figure

2.23, there are some trajectories which cross Φ axis and then Φ must tend to

some Φ0 > 0 as ξ → 0−. For such solutions, restricting our attention to a

limited range of z (recall that β = 0 in this case),

S = 1− tαΦ(ξ) ∼ 1 as t → 0. (2.88)
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Case 2(iv): α > 2

For α > 2, then we have β > 0 from (2.65). For ξ < 0, we see that from

equation (2.77) dΦ
dξ

> 0 and clearly blow-up does not occur in the left half

plane. Following a similar argument to Case 2(iii), Φ → 0+ as ξ → −∞.

There is a limiting solution which blows up as in (2.85) when ξ → 0−. Bigger

solutions blow-up in same way while smaller solutions cross the Φ axis. The

solutions which cross the axis continue increasing until they hit the nullcline

Φ = 2/(βφξ)2. The solutions above the nullcline decrease towards it. The

form of the solution of equation (2.77) with α > 2 and β > 0 can be analyzed

by using the phase plane. It is shown in Figure 2.24.

ξ

Φ

Figure 2.24: Phase plane for (2.77) with α > 2 and β > 0. The dashed line

represents the nullcline solution of (2.77).

The solutions crossing the positive Φ axis at ξ = 0 correspond to S = 1−
tαΦ(ξ) ∼ 1 as t → 0, again giving a nearly saturated region with approximately

uniform saturation. Also, the solution given by (2.85) gives again a nearly

saturated region for t → 0 or (z − z0) → −∞ as shown in (2.87). In this

case the solutions valid in ξ ≤ 0 with Φ(0) finite have Φ → 0 as ξ → −∞
(see (2.84)). From this S = 1 − tαΦ((z − z0)t

β) ∼ 1 − A0(z − z0)
−(α/β) =

1−A0(z − z0)
1/((1/α)−1/2), valid for z − z0 large and negative.
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Case 2(v): α < 0

For any α < 0, (2.65) gives β < −1. For ξ > 0 it is clear that the solution of

(2.77) decays to 0 as ξ → ∞. Solutions above the nullcline (which only exists

for ξ < 0) increase, while solutions below the nullcline decrease, cross Φ axis

and continue decreasing as ξ → ∞. As ξ → 0+, blow-up of some solutions

occurs (like solutions in ξ < 0 for the previous cases) according to equation

(2.85). The phase plane of equation (2.77) with α < 0 and β < −1 is shown

in Figure 2.25.

ξ

Φ

Figure 2.25: Phase plane for (2.77) with α < 0 and β < −1. The dashed line

represents the nullcline of (2.77).

For fixed z > z0, ξ = (z−z0)t
β → ∞ as t → 0, then we have from equations

(2.85) and (2.62) S → 1 as t → 0 which gives a nearly saturated region. For

those solutions cross the positive Φ axis at ξ = 0 we have S = 1 − tαΦ(ξ) →
1 as t → ∞ which gives again a nearly saturated region.

Solutions of Φ valid for ξ large and positive give, like the previous case, steady

saturation S = 1−A0(z−z0)
1/((1/α)−1/2), now valid for z−z0 large and positive.

2.3.3 Summary of Limiting Similarity Solutions

For both limiting cases, low and high saturation, whatever particular powers

α and β were applied, with the exception of the last case looked at for high
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saturation, Case 2(v), there was always an exact solution of the simplified

equation. This corresponded to the limiting version of (2.25) and gave part

of a rarefaction wave. Only the α = 0 cases corresponded exactly to the

rarefaction waves (applying in z < z0, i.e in ξ < 0) as only the differential

equations for these permitted the S = Φ = constant trivial solutions.
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2.4 Numerical Results for Initial Value Prob-

lems

2.4.1 Conservative Upwind Method

We consider the conservative upwind method (one-sided approximations, [27])

to equation (2.2) by replacing the time and space derivatives by their first

order finite difference approximations. This yields

φ
Sn+1
j − Sn

j

∆t
=

[

K(Sn
j+1)−K(Sn

j )

∆z

]

, (2.89)

which can be rewritten as

Sn+1
j = Sn

j +
∆t

φ∆z

[

K(Sn
j+1)−K(Sn

j )
]

. (2.90)

We can assume that Sn
j ≥ 0 for all j, n, so that the upwind direction is always

to the right. Since any shock travels to the left, the upwind method is ap-

propriate for the initial value problem. This method uses two values (Sn
j and

Sn
j+1) for the calculation of Sn+1

j .

Using the centred difference approximation to the z derivative of
∂

∂z
(K(S)) at

time tn in equation (2.2) suffers from stability problems. A stable method may

be obtained by evaluating the centred difference approximation to
∂

∂z
(K(S))

at time tn+1 rather than at time tn but it requires the use of an implicit

scheme [27].

In order to have stability, we are required to apply the necessary condition

known as the Courant-Friedrichs-Lewy condition. It is often referred to as the

CFL and is
∣

∣

∣

∣

c(Sn
j )

∆t

φ∆z

∣

∣

∣

∣

≤ 1 (2.91)

where c(Sn
j ) represents the wave speed. If a small space step is used then a

small time step is needed to keep the numerical simulation stable.

The conservative upwind method is used with step-function initial data for

all the four cases of the rarefaction wave that are discussed in Subsection

2.2.2. The numerical results for all these cases are presented in Figures 2.26,
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2.27, 2.28 and 2.29. The upwind method is also used for the four cases of the

shock solutions in Subsection 2.2.3 which are shown in Figures 2.32, 2.33, 2.34

and 2.35. The results given by the two numerical methods, the upwind method

and method of characteristics, are plotted together in Figures 2.30 and 2.31.

We see that they give a good fit. We notice that in Figures 2.30 there is a very

slight difference between these two methods near Sr = 0.4 and near Sl = 0.8.

A similar observation applies for Figure 2.31. We still keep m =
1

2
, and, in

each case, take z0 =
1

2
.
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Figure 2.26: The numerical solution of (2.2) with (2.8) at times t = 0 (blue),
1/125 (green), 1/50 (red), 1/20 (cyan) and 0.1 (pink), using the conservative

upwind method. Here Sl = 0.8, Sr = 0.4 and φ =
1

4
. The values of the

parameters used for the simulation with the upwind method are ∆t = 1/5000
and ∆z = 1/1000. The solution gives good agreement with that shown in
Figure 2.4 (Case 1, Subsection 2.2.2).
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Figure 2.27: The numerical solution of (2.2) with (2.9) at times t = 0 (blue),

0.08 (green), 0.2 (red), 0.5 (cyan) and 0.9 (pink), using the conservative upwind

method. Here Sl = 0.5, Sr = 0 and φ =
1

4
. The values of the parameters used

for the simulation with the upwind method are ∆t = 1/1000 and ∆z = 1/1000.

The solution gives good agreement with that shown in Figure 2.6 (Case 2,

Subsection 2.2.2).
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Figure 2.28: The numerical solution of (2.2) with (2.10) at times t = 0 (blue),
1/750 (green), 1/300 (red) and 1/150 (cyan), using the conservative upwind

method. Here Sl = 1, Sr = 0.6 and φ =
1

4
. The values of the parameters used

for the simulation with the upwind method are ∆t = 1/60000 and ∆z = 1/400.
The results give good agreement with those shown in Figure 2.8 (Case 3,
Subsection 2.2.2).
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Figure 2.29: The numerical solution of (2.2) with (2.11) at times t = 0 (blue),

1/750 (green), 1/300 (red) and 1/150 (cyan), using the conservative upwind

method. Here Sl = 1, Sr = 0 and φ =
1

4
. The values of the parameters used for

the simulation with the upwind method are ∆t = 1/60000 and ∆z = 1/300.

The results give good agreement with those shown in Figure 2.10 (Case 4,

Subsection 2.2.2).
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Figure 2.30: The numerical solution of (2.2) with (2.8) at times t = 0 (blue),

0.01 (green), 0.03 (red), 0.07 (cyan) and 0.1 (pink), using the conservative

upwind method (solid curves) and the method of characteristics (dash-dotted

lines). Here Sl = 0.8, Sr = 0.4 and φ =
1

4
. The values of the parameters

used for the simulation with the upwind method are ∆t = 1/10000 and ∆z =

1/1800.
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Figure 2.31: The numerical solution of (2.2) with (2.9) at times t = 0 (blue),

0.2 (green), 0.4 (red), 0.7 (cyan) and 0.9 (pink), using the conservative upwind

method (solid curves) and the method of characteristics (dash-dotted lines).

Here Sl = 0.5, Sr = 0 and φ =
1

4
. The values of the parameters used for the

simulation with the upwind method are ∆t = 1/10000 and ∆z = 1/1800.

The numerical results that are presented in Figures 2.26-2.29, which are

obtained for all the four cases of the rarefaction wave that are discussed in

Subsection 2.2.2, show how the rarefaction wave develops with increasing time.

Also, the numerical results that are presented in Figures 2.32-2.35, which are

obtained for all the four cases of the shock solutions in Subsection 2.2.3, re-

produce these shocks and their propagation with increasing time. All these

numerical results, in each case, are compared with the approximate analytic

solutions that are discussed in Subsection 2.2.2 and 2.2.3. They are seen to

very similar to our exact analytic solutions. Figures 2.30 and 2.31 show very

good qualitative agreement between the numerical results of upwind method

and method of characteristics.
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Figure 2.32: The numerical solution of (2.2) with (2.13) at times t = 0 (blue),
0.3 (green), 0.6 (red) and 0.9 (cyan), using the conservative upwind method.

Here Sl = 0.3, Sr = 0.8 and φ =
1

4
. The values of the parameters used

for the simulation with the upwind method are ∆t = 1/10000 and ∆z =
1/1000. The wave velocity determined from the numerical simulation is Cn ≈
−1.14 and agrees with the theoretical value given by Ct = −1.135. This
discontinuous solution gives a good indication of the appearance of shocks
which were discussed analytically, in Case 1, in Subsection 2.2.3.
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Figure 2.33: The numerical solution of (2.2) with (2.14) at times t = 0 (blue),
0.3 (green), 0.6 (red) and 0.9 (cyan), using the conservative upwind method.

Here Sl = 0, Sr = 0.5 and φ =
1

4
. The values of the parameters used for

the simulation with the upwind method are ∆t = 1/10000 and ∆z = 1/1000.
The wave velocity determined from the numerical simulation is Cn ≈ −0.11
and agrees with the theoretical value given by Ct = −0.101. This discontin-
uous solution gives a good indication of the appearance of shocks which were
discussed analytically, in Case 2, in Subsection 2.2.3.
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Figure 2.34: The numerical solution of (2.2) with (2.16) at times t = 0 (blue),
1/360 (green), 1/180 (red) and 1/120 (cyan), using the conservative upwind

method. Here Sl = 0.5, Sr = 1 and φ =
1

4
. The values of the parameters

used for the simulation with the upwind method are ∆t = 1/18000 and ∆z =
1/360. The wave velocity determined from the numerical simulation is Cn ≈
−7.84 and agrees with the theoretical value given by Ct = −7.8985. This
discontinuous solution gives a good indication of the appearance of shocks
which were discussed analytically, in Case 3, in Subsection 2.2.3.
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Figure 2.35: The numerical solution of (2.2) with (2.21) at times t = 0 (blue),
1/300 (green), 1/150 (red) and 1/100 (cyan), using the conservative upwind

method. Here Sl = 0, Sr = 1 and φ =
1

4
. The wave velocity determined

from the numerical simulation is Cn ≈ −4.02 and agrees with the theoretical
value given by Ct = −4. The values of the parameters used for the simulation
with the upwind method are ∆t = 1/15000 and ∆z = 1/310. This discontin-
uous solution gives a good indication of the appearance of shocks which were
discussed analytically, in Case 4, in Subsection 2.2.3.
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We will finish this chapter with a few examples with equation (2.2) for dif-

ferent initial value problems to see how a shock forms and then develops over

time. The solutions for the different examples are shown in Figures 2.36,

2.37 and 2.38. The initial condition for the solution shown in Figure 2.36 is

S(z, 0) = 0.8 sin(πz) and the boundary condition at the top of the interval is

S(1, t) = 0. Piecewise linear initial conditions are used in Figure 2.37, with

the top boundary condition S(1, t) = 0.8, and in Figure 2.38 with the top

boundary condition S(1, t) = 0.5, see Examples 2 and 3.
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Example 1 Consider the convection model, (2.2), with initial condition

S(z, 0) = S∗ sin(πz), (2.92)

where S∗ = 0.8 is the maximum saturation, see Figure 2.36 with the boundary

condition S(1, t) = 0.
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Figure 2.36: The numerical solutions to equation (2.2) with (2.92) at times

t = 0, 0.03, 0.06, 0.1, 0.2 and 0.35 (where the shock reaches z = 0). Solution

moves to the left corresponding to the negative speed. Here the solution gets

steep as t increases and becomes a sharp, discontinuous solution, near t = 0.1

when a shock develops. The values of the parameters used for the simulation

are ∆t = 1/10000 and ∆z = 1/590. Taking smaller ∆t and ∆z makes no

visible difference to the solution.
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Example 2 Consider the convection model, (2.2), with initial condition

S(z, 0) =











0.2 z < 0.25

2.4z − 0.4 0.25 ≤ z ≤ 0.5

0.8 z > 0.5,

(2.93)

see Figure 2.37, with the boundary condition S(1, t) = 0.8. The results are

also shown in Figure 2.37.
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Figure 2.37: The numerical solutions to equations (2.2) with (2.93) at times

t = 0, 0.01, 0.02, 0.05, 0.1, 0.17 and 0.27. Solution moves to the left corre-

sponding to the negative speed. As t increases the solution becomes very steep

and a shock forms. The values of the parameters used for the simulation are

∆t = 1/9000 and ∆z = 1/600.

.
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Example 3 Consider the convection model, (2.2), with initial condition

S(z, 0) =











0 z < 0.25

2z − 0.5 0.25 ≤ z ≤ 0.5

0.5 z > 0.5,

(2.94)

see Figure 2.38, with the boundary condition S(1, t) = 0.5. The results are

also shown in Figure 2.38.
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Figure 2.38: The numerical solutions to equation (2.2) with (2.94) at times

t = 0, 0.1, 0.2, 0.3, 0.5 and 0.9. Solution moves to the left corresponding to

the negative speed. As t increases the solution becomes very steep and a shock

forms. The values of the parameters used for the simulation are ∆t = 1/10000

and ∆z = 1/1000.
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The numerical results in Figures 2.36-2.38 show how a shock forms and

develops over time. These initial conditions are different from the piecewise

constant initial data used in Subsection 2.2.3. We start with continuous initial

data and the solutions produce a shock. Due to the higher saturation and

large saturation gradient a shock forms in Figure 2.37 faster than in Figure

2.38 and then it reaches z = 0 in a short time. The initial value problems

that were used in Example 2 and Example 3, see equations (2.93) and (2.94),

can be seen to give the same analytic solutions as the first and second cases

in Subsection 2.2.3, after an initial transient while a zone of finite slope steep-

ens, but they are, of course, more difficult to solve exactly than the piecewise

constant initial data. The method of characteristics is only applied easily for

the convection model with piecewise constant initial data. Using this method

for solving a convection model with more general initial condition seems to

be difficult, especially for shock solutions. The upwind method is popular for

solving nonlinear hyperbolic equation because of its excellent shock capturing

ability.

The numerical results that were obtained for the shock solutions give a good

indications of how fast water gets through a soil layer. In all the numerical re-

sults shocks move to left (meaning down in the original problem) corresponding

to a negative speed: shocks, along with characteristics, move in the direction of

gravity. Rarefaction waves can give some indications of drying through water

drainage.

In fact, there is an important connection between the equation (2.1) and equa-

tion (2.2). Equation (2.2) is the limit as δ → 0 of (2.1). This fact will be

studied numerically with similar examples to these in Chapter 3 where the

diffusion term is kept in and we will see how the solutions behave as δ → 0.
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Chapter 3

Models with Diffusion but no Sink

Term

3.1 Introduction

In this chapter, we first consider a nonlinear diffusion model (without the con-

vection term) which describes the evolution of saturation without the influence

of gravity. Travelling wave solutions (TWS) and self-similar solutions are inves-

tigated. In particular, local behaviour for a nearly dry region (S small) and for

a nearly saturated region (S close to 1) is discussed. Local TWS for these two

limiting cases are found in explicit forms. Next, we consider the model where

both the convective and diffusive terms are present (convection-diffusion mod-

els). Travelling wave solutions and self-similar solutions are again discussed

for various possible cases. In particular, local behaviour for a nearly dry region

and for a nearly saturated region is looked at. We find that TWS exist for

six possible cases. In only one case is there no TWS. Local TWS for the two

limiting cases are also found in explicit forms. Perturbation methods are also

used for some ordinary differential equations which are obtained for the self-

similar solutions in the two limiting cases. Numerical results are presented for

these perturbation methods. Numerical results are also presented for all cases

of TWS. A finite difference method is used for solving the convection-diffusion

model. We use the convection-diffusion model to study the combined effects of

the diffusion term and nonlinear convection in the equation. For small enough

δ, solutions of convection-diffusion model produce what is effectively a shock

over time as its smoothing effect is lost giving discontinuous solutions.
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Chapter 3: Models with Diffusion but no Sink Term

3.2 Travelling Wave Solutions for the Diffusion

Model Only

Equation (2.1) has two complicated terms that make it very difficulty to obtain

a solution. Firstly, the right hand side contains the function D(S) which

depends on S in a highly nonlinear way and models diffusion. Secondly, the

first-order term represents the influence of gravity on the process again in

significantly nonlinear way. Equation (2.1) can be considered in the absence of

the gravity term and then reduces to a porous-media type nonlinear diffusion

equation

φ
∂S

∂t
=

∂

∂z

(

δD (S)
∂S

∂z

)

. (3.1)

This simplified equation could be valid if the saturation is varying over a very

short distance scale. To motivate the travelling wave solutions we consider

(3.1) subject to the conditions

t = 0, z > 0, S = Sr, (3.2)

and

t = 0, z < 0, S = Sl. (3.3)

It was initial data like this that led to shocks, discontinuous travelling waves, in

the previous chapter. More generally, we expect that a solution has to problem

(3.1)-(3.3) to satisfy S = Sr as z → ∞ and S = Sl as z → −∞ for t > 0, so it

has a front-like profile. In particular, there is the possibility that the solution

to (3.1)-(3.3) evolves to a travelling wave, in the form of a front, which would

have the appearance of a smoothed version of the initial data (and the shock

solution in the previous chapter).

Consider now a travelling wave solution for the nonlinear diffusion equation

(3.1) of the form

S(z, t) = S(ζ) with ζ = z − ct, (3.4)

where c is the wave velocity. The case where c < 0 can be reduced to c > 0 by

a reflection that gives a solution in opposite direction. Taking thus c > 0 and

substituting equation (3.4) into equation (3.1), we arrive at the ODE

d

dζ

(

δD(S)
dS

dζ

)

+ cφ
dS

dζ
= 0. (3.5)
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Integrating once we get

δD(S)
dS

dζ
+ cφS = B0, (3.6)

where B0 is a constant of integration. Solving (3.6) for
dS

dζ
we find that

dS

dζ
=

B0 − cφS

δD(S)
. (3.7)

If the travelling wave is to act as a limiting solution for a problem with initial

data (3.2) and (3.3) to give us a front we require conditions

S = Sr, ζ → ∞ (3.8)

and

S = Sl, ζ → −∞ (3.9)

which imply
dS

dζ
→ 0 for ζ → ±∞. (3.10)

To satisfy (3.7) and (3.8), we must take B0 = cφSr, assuming that Sr < 1.

If we had been looking for a steady solution, c = 0, (3.7) would now imply
dS
dζ

≡ 0, so we would simply have a constant, uniform solution, S ≡ Sr. Hence,

we now restrict our attention to c > 0.

To additionally satisfy (3.9), assuming that Sl < 1, also gives B0 = cφSl so

Sr = Sl, and once again we have a uniform steady state.

If we ignore condition (3.9) and look for a solution to (3.7) with B0 = cφSr

then we first note that for c > 0 if S < Sr then dS
dζ

> 0, while dS
dζ

< 0 for

S > Sr.

Looking at the first case, the solution to (3.7) can be obtained in implicit form,

ζ = δ

∫

S

D(S)

B0 − cφS
dS, (3.11)

68



Chapter 3: Models with Diffusion but no Sink Term

and must therefore reach, since D(S) is well behaved for S small, S = 0 at a

finite value of ζ , which we can take as ζ = 0, so we may write

ζ = δ

∫ S

0

D(S)

B0 − cφS
dS. (3.12)

The numerical solution to equation (3.12) is obtained by using an adaptive

Simpson quadrature and the result is shown in Figure 3.1. We see that as ζ →
0 and S → 0, dS

dζ
→ ∞ since D(S)dS

dζ
= (B0−cφS)/δ = cφ(Sr−S)/δ → cφSr/δ.

If we consider the flux q = −δD (S) ∂S
∂z

, conditions (3.8) and (3.9) along with

(3.7) for Sl and Sr both less than 1, demand that q → 0 as S → Sr and S → Sl.

The solution shown in Figure 3.1, and any other case of Sl < Sr < 1, violates

this giving lack of conservation of mass. For the solution of Figure 3.1 to make

sense, we would need a moving sink at ζ = 0, like the heat sink produced by

phase change in Stefan problems.

We can, however, get a global travelling wave in the form of a front if we take

Sr < Sl = 1. Now B0 = cφSl from (3.9) but (3.8) does not give B0 = cφSr = cφ

here, since D(S) → ∞ as S → 1. In such cases, flux q → 0 as S → Sr, as

before, and q → −cφ(1− Sr) as S → 1. This is permitted here, as any flux is

possible in a saturated region.

.
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Figure 3.1: Travelling wave solution for equation (3.12), with c = 1, B0 =

cφSr, Sr = 0.8, Sl = 0 at ζ = 0 and δ = 10−4. Water is being lost at S = 0

where ζ = 0 because the flux, q = −cφSr, is negative.

Local travelling wave solutions of equation (3.1) can be obtained in explicit

forms for S small and S close to 1.

3.2.1 Case 1: Low Saturation

In this case we look for a solution where S is small. By using the approximate

form of D(S) with S small, as in (1.12), we find that the left hand side of (3.6)

is zero as S → 0 and then the constant, B0, on the right hand side must be

zero.

Taking Sr = 0 at ζ = 0 and substituting the approximate form of D(S) with

small S, as in (1.12), equation (3.11) becomes

ζ = −δ

4

∫ S

0

S5/2

cφS
dS,

where 0 < S ≪ 1. Then we obtain

ζ = − δ

10cφ
S5/2. (3.13)
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Figure 3.2 shows the graph of equation (3.13) for several values of the wave

velocity c. Then the local asymptotic behaviour of the solution can be written

in explict form as

S(ζ) ∼
(

−10cφ

δ
ζ

)2/5

. (3.14)

As ζ → 0, S becomes small. In other words, the region where ζ is small is

nearly dry.
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Figure 3.2: Local forms of a travelling wave solution for equation (3.13) for

some values of c. Here δ = 10−4 and φ = 1/4.

3.2.2 Case 2: High Saturation

We now look for a solution where S is close to 1. Taking Sl = 1 at ζ = 0 and

using the approximate form of D(S) with S close to 1, as in (1.18), equation

(3.11) becomes approximately,

ζ = − δ√
2

∫ 1

S

(1− S)−1/2

B0 − cφ
dS,

where 0 < 1− S ≪ 1. Then

71



Chapter 3: Models with Diffusion but no Sink Term

ζ = − 2δ(1− S)1/2√
2(B0 − cφ)

. (3.15)

Figure 3.3 shows the graph of (3.15) for ζ against S for some different values

of c. Solving (3.15) for S we find that

S = 1−
(√

2(B0 − cφ)

2δ
ζ

)2

. (3.16)

We see from (3.16), for small ζ , S will be close to 1, which represents a region

which is nearly saturated.
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Figure 3.3: Travelling wave solution where S → 1 for some values of c. Here

B0 = 0 and δ = 10−4.
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3.3 Travelling Wave Solutions for the Convection-

Diffusion Model

In this section, we study travelling wave solution to the nonlinear convection-

diffusion equation (2.1). Consider now a travelling wave solution to (2.1) as in

form (3.4), then equation (3.7) becomes

dS

dζ
=

B0 −K(S)− cφS

δD(S)
, (3.17)

where B0 is again the constant of integration and c is the wave velocity. The

two constants c and B0 depend on the convection function K(S), they are

independent of the diffusivity term D(S). Since the solution depends on these

two constants, there are several cases we have to consider. All of these have a

physical sense which we come to below. As we mentioned in the introduction,

we study these different cases according to whether the limiting saturations

might be zero, one or in between. The travelling wave front, with the limiting

saturations in (0,1), has the solution taking limiting values at plus and minus

infinity, S(∞) = Sr and S(−∞) = Sl, and dS
dζ

= 0 at ζ = ±∞. The other cases

we look at have one or both of the limiting saturations either zero or one.

The analytical solution of (3.17) can be obtained in an implicit form as

ζ =

∫

S

δD(S)

B0 −K(S)− cφS
dS. (3.18)

We again use adaptive Simpson quadrature to obtain the numerical solutions

of (3.18) for some of the cases.

Case 1: Dry region above a saturated region

Firstly, we look for a travelling wave which links a fully dry region to a fully

saturated region. We take ζ = 0 to be where the soil is fully dry. Now,

equation (3.17) can also be written as

δD(S)
dS

dζ
+K(S) + cφS = B0. (3.19)

Using the approximate forms of the D(S) and K(S) with S small, as in (1.12)

and (1.13), we find that the left hand side of (3.19) is zero in the region where
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S = 0 and it immediately follows that constant B0 in (3.19) vanishes. We then

obtain

ζ = −
∫ S

0

δD(S)

K(S) + cφS
dS. (3.20)

where 0 < S ≤ 1. From (3.20) we have K(S)+cφS > 0 for c ≥ 0, to give ζ < 0

(This is equivalent to using (3.17) and noting that S should be decreasing).

Travelling waves exist from a dry region (S = 0) to a saturated region S = 1

with wave velocity c ≥ 0.

Note that this case was discussed in Subsection 2.2.2, Case 4 for the convection

model corresponding to piecewise initial data and we only found a rarefaction

wave.

Equation (3.20) allows us to find local asymptotic behaviour near ζ=0 (where

the soil is fully dry). By using the approximate forms of D(S) and K(S) with

S small, equation (3.20) gives:

ζ ∼ −δ

∫ S

0

1
4
S5/2

1
4
S9/2 + cφS

dS (3.21)

∼ −δ

∫ S

0

1
4
S5/2

cφS
dS as S → 0+ assuming c 6= 0

∼ − δ

4cφ

∫ S

0

S3/2dS ∼ − δ

10cφ
S5/2. (3.22)

The local asymptotic behaviour of the solution can be written in explicit form

as

S(ζ) ∼
(

−10cφ

δ
ζ

)2/5

. (3.23)

This local solution is the same as in (3.14) because the convection term goes

to zero faster than the diffusion term when S is small and hence does not have

a significant local effect in this case. Equation (3.23) gives again a nearly dry

region where ζ is small. Note that when c = 0, we have from (3.21), S = 1/ζ .

We only consider here in detail cases when S is small, in particular, S reaches

0 at finite ζ , and we do not look at steady states, c = 0.

The local behaviour for S becoming close to 1 (where the soil is fully sat-

urated) can also be obtained. We now take ζ = 0 to be where the soil is

fully saturated. Again since we have a dry region, we must take B0 = 0 in
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(3.19). Substituting the approximate forms of D(S) and K(S) with S close to

1, as in (1.18) and (1.20) respectively, into equation (3.19) we obtain

ζ ∼ δ

∫ 1

S

(1− S)−1/2

√
2(1 + cφ)

dS, (3.24)

where 0 < 1− S ≪ 1. Then

ζ ∼ 2δ(1− S)1/2√
2(1 + cφ)

. (3.25)

Clearly, ζ > 0 if c > −1/φ and ζ < 0 if c < −1/φ. Figures 3.4 and 3.5 show

the graph of equation (3.24) for several values of the wave velocity c. The local

asymptotic behaviour of the travelling wave solution when S close to 1 can be

written in explicit form as

S(ζ) ∼ 1−
(

1 + cφ√
2δ

ζ

)2

. (3.26)

As ζ → 0 the last term of equation (3.26) becomes small in comparison to the

other, S approaches 1 and the region saturates.
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Figure 3.4: Travelling wave solution where S → 1 for some values of c where

c > −1/φ and δ = 10−4.
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Figure 3.5: Travelling wave solution where S → 1 for some values of c where

c < −1/φ and δ = 10−4.

Case 2: A saturated region above a dry region

Secondly, we look for a travelling wave which links a fully saturated region to

a fully dry region. We take ζ = 0 to be where the soil is fully saturated. Since

we have a dry region, using a similar argument as in Case 1, we must take

B0 = 0 in (3.17). We now look for a solution of (3.17) with dS
dζ

> 0, as well

as B0 = 0. To satisfy this, we need c ≤ −1/φ to give K(S) + cφS < 0 for

0 < S < 1. It follows from (3.20) that the solution applies only for ζ > 0. The

form of solution in this case is given again in implicit form as shown in (3.20).

According to the reduced model with piecewise initial data, this case was also

discussed in Chapter 2, in Subsection 2.2.3, Case 4 which approaches a shock.

The shock speed given by (2.22) agrees with wave velocity c for this a travelling

wave solution.

Case 3: Partially saturated region above a dry region

In this case we again have a dry region, so that the limiting saturation below

the wave is zero, Sl = 0. Since we have a partially saturated region, the

limiting saturation above the wave, Sr, lies in the range 0 < Sr < 1. A similar

argument to before, as in Case 1, gives B0 = 0 in equation (3.17) and we look

76



Chapter 3: Models with Diffusion but no Sink Term

for a TWS between the two limiting saturations satisfying

dS

dζ
=

−(K(S) + cφS)

δD(S)
with 0 < S < Sr. (3.27)

Then it follows that

dS

dζ
> 0 if K(S) + cφS < 0 for 0 < S < Sr. (3.28)

Then from equation (3.27) the analytical solution can be obtained in the im-

plicit form:

ζ = −
∫ S

0

δD(S)

K(S) + cφS
dS with 0 < S < Sr. (3.29)

From the numerator in equation (3.27), we can write

K(S) + cφS = 0 for S = Sr. (3.30)

Figure 3.6 shows the graph of the function on the left-hand side of equation

(3.30) for several values of the wave velocity c. From (3.30), it follows that

there can only be a travelling wave of this type, i.e the wave velocity satisfies

(3.30), if

c = −K(Sr)

φSr
for 0 < Sr < 1, (3.31)

which gives the wave velocity c in the range −1/φ < c < 0 as shown in

Figure 3.7. We see that the right hand side of (3.27) is zero when S = Sr

and from (3.29) that ζ tends to plus infinity (because K(S) + cφS < 0 where

−1/φ < c < 0) as S → Sr. Figure 3.8 shows TWS of (3.29) connecting Sl = 0

to Sr.

77



Chapter 3: Models with Diffusion but no Sink Term

0 0.2 0.4 0.6 0.8 1
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

S

K
(S

)+
cφ

S

 

 
c=−1
c=−2
c=−3
c=−4

Figure 3.6: F (S) = K(S) + cφS for some values of c. It is negative for

0 < S < Sr, (3.28), with F (0) = 0 and F (Sr) = 0, where −1/φ < c < 0 and

0 < Sr < 1. Note that Sr for c = −1 is marked with the dot. The value of

c = 0 in F (S) gives K(S) which is positive and increasing as shown in Figure

1.2 and clearly no TWS possible with this value.
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Figure 3.7: Wave velocity c(S) which depends on Sr. It is negative, decreasing

and lies in the range −1/φ < c < 0 where 0 < Sr < 1.
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Figure 3.8: Travelling wave solution of (3.29) where Sr = 0.77 and δ = 10−4.

Solutions of (3.29) apply only for ζ > 0 otherwise S = 0 for ζ < 0.

Case 4: Dry region above a partially saturated region

Assume now the limiting saturation above the wave is zero, Sr = 0, (dry region)

while the limiting saturation below the wave (partially saturated region), Sl,

lies in the range 0 < Sl < 1. As before, we have

dS

dζ
=

−(K(S) + cφS)

δD(S)
now with 0 < S < Sl. (3.32)

We now need

dS

dζ
< 0 so from (3.32) K(S) + cφS > 0 for 0 < S < Sl. (3.33)

To satisfy K(S)+cφS > 0 in a right neighbourhood of 0 we have to take c ≥ 0

(see Figure 3.9), and so

K(S) + cφS 6= 0 for any S = Sl with 0 < Sl < 1, (3.34)

contradicting the condition at ζ → −∞. So, there is no travelling wave solution

in this case.
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Figure 3.9: K(S) + cφS for some non-negative values of c. It is positive and

increasing.

Case 5: Partially saturated region above a partially sat-

urated region

Since the both regions are partially saturated, we look for TWS of (3.17)

between two limiting saturations as

dS

dζ
=

B0 −K(S)− cφS

δD(S)
> 0 with Sl < S < Sr, (3.35)

where the right hand side of (3.35) must be zero when either S = Sl or S = Sr,

that is, Sl and Sr are equilibrium solutions of (3.35). Trying Sr < Sl, so dS
dζ

= 0

for S = Sl and Sr, and dS
dζ

< 0 with Sr < S < Sl, then an argument like that

in Case 4 shows that there is no travelling wave solution.

From equation (3.35) the analytical solution can be obtained in an implicit

form:

ζ = −
∫ S

S∗

δD(S)

B0 −K(S)− cφS
dS with Sl < S < Sr, (3.36)
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and where we arbitrarily take ζ = 0 at S∗ = (Sl + Sr)/2. From the numerator

in equation (3.35), we can write

B0 −K(S)− cφS = 0 for S = Sr and S = Sl. (3.37)

Then it follows that

K(Sl)−K(Sr) = cφSr − cφSl, (3.38)

this gives the wave velocity in terms of Sl and Sr

c = −1

φ

(

K(Sl)−K(Sr)

Sl − Sr

)

. (3.39)

The sign of c depends on the form of K(S), see Figure 1.2. Since K(S)

is increasing, the wave velocity is always negative here. Equation (3.39) is

identical to the jump condition as in equation (2.12). Figure 3.10 shows TWS

of (3.36) connecting Sl to Sr. We also see that TWS tends to the step function

(or shock) as δ → 0. The result is shown in Figure 3.11.
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Figure 3.10: Travelling wave solution of (3.36) where Sl = 0.3, Sr = 0.7 and

δ = 10−4.

81



Chapter 3: Models with Diffusion but no Sink Term

0 0.2 0.4 0.6 0.8 1

−1

0

1

2

3

x 10
−4

S

ζ

Figure 3.11: Travelling wave solution of (3.36) for different values of δ. Here

Sl = 0.3, Sr = 0.7, δ = 10−4 (green), δ = 10−4.2 (black), δ = 10−4.4 (red),

δ = 10−4.6 (blue) and δ = 10−5 (cyan).

Case 6: A saturated region above a partially saturated

region

Consider now equation (3.17) with the limiting saturation above the wave,

Sr = 1, while the limiting saturation below the wave, 0 < Sl < 1, as

dS

dζ
=

B0 −K(S)− cφS

δD(S)
with Sl < S < Sr = 1, (3.40)

and subject to condition

S = 1 at ζ = 0. (3.41)

From (3.40), we require

dS

dζ
=

B0 −K(S)− cφS

δD(S)
> 0 up to S = 1, (3.42)
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and hence B0 ≥ 1 + cφ recalling that K(1) = 1. From the numerator in

equation (3.40), we have

B0 −K(S)− cφS = 0 for S = Sl, (3.43)

then it follows that

B0 = K(Sl) + cφSl ≥ 1 + cφ, (3.44)

and then

c ≤ −1

φ

(

K(Sl)− 1

Sl − 1

)

. (3.45)

Clearly, from (3.45) the wave velocity is always negative in this case for any

0 < Sl < 1. Figure 3.12 shows a graph of K(S) + cφS compared with B0

where the inequality B0 ≥ 1+ cφ holds. A travelling wave solution connecting

Sl = 0.45 to Sr = 1 with c = −(1−K(Sl))/(φ(1−Sl)) is shown in Figure 3.13.

From equation (3.42) the analytical solution can be obtained in an implicit

form:

ζ = −δ

∫ 1

S

D(S)

B0 −K(S)− cφS
dS, (3.46)

where Sl < S < Sr = 1 and Sr = 1 at ζ = 0. With B0 > 1 + cφ,

c ≤ −(1 − K(Sl))/(φ(1 − Sl)), it is clear from (3.46) that the solution ap-

plies only for ζ < 0.

This case was also discussed in Chapter 2 for the convection model with piece-

wise initial data, in Subsection 2.2.3, Case 3 which approaches a shock. The

shock speed given by (2.17) agrees with wave velocity c for this case of travel-

ling wave.

83



Chapter 3: Models with Diffusion but no Sink Term

S

.
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B0

K(S) + cφS

Figure 3.12: K(S) + cφS is negative everywhere.
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Figure 3.13: Travelling wave solution of (3.46) where Sl = 0.45 and δ = 10−4.

Solutions of (3.46) apply only for ζ < 0. S ≡ 1 for ζ ≥ 0.
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Case 7: Partially saturated region above a saturated re-

gion

This is like Case 6, with equations (3.40) and (3.41), but now with

dS

dζ
=

B0 −K(S)− cφS

δD(S)
< 0 for 0 < Sr < S < Sl = 1, (3.47)

which needs B0 ≤ 1 + cφ. Like the previous case, we can write the analytic

solution of (3.47) in an implicit form, see (3.46). Now with B0 < 1 + cφ the

solution applies for ζ > 0, with S = 1 for ζ ≤ 0. Like the previous case, we

can determine B0 from the given Sr by

B0 = K(Sr) + cφSr ≤ 1 + cφ, (3.48)

and then the wave velocity is

c ≥ −1

φ

(

1−K(Sr)

1− Sr

)

. (3.49)

From (3.49), the wave velocity might be positive, negative or zero for any

0 < Sr < 1. All the possibilities of K(S) + cφS compared with B0, such that

the inequality B0 ≤ 1+ cφ holds, are shown in Figure 3.14. Figure 3.15 shows

a TWS of (3.46) connecting Sr = 0.45 to Sl = 1 with c = −(1−K(Sr))/(φ(1−
Sr)).
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Figure 3.14: Case (i): (left) 1 + cφ > 0, where c ≥ 0 and 0 < B0 < 1 + cφ,

0 < Sr < 1, case (ii): (middle) 1 + cφ > 0, where c < 0 and 0 > B∗ ≤ B0 <

1 + cφ > 0, S∗
r ≤ Sr < 1, 0 < S∗

r < 1, case (iii): (right) 1 + cφ ≤ 0 where

B∗ ≤ B0 < 1 + cφ < 0, B∗ < 0, and S∗
r ≤ Sr < 1, 0 < S∗

r < 1. Here B∗ is the

minimum value of K(S) + cφS and S∗
r is the value of S giving this minimum.
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Figure 3.15: Travelling wave solution of (3.47) where Sr = 0.45 and δ = 10−4.

Solutions of (3.47) apply only for ζ > 0. S ≡ 1 for ζ ≤ 0.

Note that corresponding initial data for the convection-only model were
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discussed in Subsection 2.2.2, Case 3 for that limiting model. In contrast to

the present behaviour of a travelling wave, which approaches a shock as we

take the limit δ → 0, in Chapter 2 we only found a rarefaction wave, not a

shock, for the δ = 0 problem. This difference of behaviour seems to result from

having the diffusivity infinitely large in the saturated region (where S = 1),

allowing any flux (positive or negative) in such a region.
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The travelling wave solutions we have seen here, for the convection-diffusion

model, tie in with the shock solutions for the convection model in Chapter 2.

In particular, the shock speeds given by the general the Rankine-Hugoniot

condition, (2.12), and its special or limiting cases are identical to the wave ve-

locity found from condition (3.39), and its special or limiting cases. The wave

velocity in (3.31) is the same shock speed as given in (2.15). Also, equation

(3.45) agrees with shock speed that was determined in (2.17).

Due to the influence of gravity, the travelling wave solutions for the convection-

diffusion model again move, in general, downwards as seen in the convection

model. Following a similar argument as for the shock solutions, Case 3, in

Chapter 2, we can determine the wave velocity more generally for the satu-

rated region cases in the convection-diffusion model if there is a forcing pres-

sure gradient imposed. Again, as we mentioned in Chapter 2, if we take an

imposed pressure gradient in the saturated region is large and negative, the

wave velocity becomes now positive as the moisture is sucked upwards, but

this might not be very realistic. However, for Cases 1 and 7, it is possible to

get upward motion simply by forcing the fluid up in the saturated region: a

negative pressure gradient corresponding to positive pressure.

3.4 Self-Similar Solutions for the Diffusion Model

Only

Recall that self-similar solutions to a nonlinear diffusion equation such as (3.1)

take the form

S(t, z) = tαΦ(ξ), where ξ = (z − z0)t
β is the similarity variable. (3.50)

Then equation (3.1) with these new variables can be written as

φ

(

αΦ + βξ
dΦ

dξ

)

= t2β+1 d

dξ

(

δD (tαΦ)
dΦ

dξ

)

. (3.51)

The only possibility for equation (3.51) to be independent of t, given the

function D(Φ), is to have α = 0 and β = −1
2
. Then (3.51) reduces to

d

dξ

(

δD(Φ)
dΦ

dξ

)

+
φξ

2

dΦ

dξ
= 0, (3.52)
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with the similarity variable ξ = (z − z0)/
√
t. This similarity variable, ap-

parently first used by Boltzmann [10], transforms equations (3.2) and (3.3)

to

Φ = Sr, ξ → ∞ (3.53)

and

Φ = Sl, ξ → −∞ (3.54)

which imply
dΦ

dξ
→ 0 for ξ → ±∞. (3.55)

S(z, t) = Φ( z
t1/2

) represents the solution to the diffusion of a liquid in a porous

medium without gravity between two asymptotic constant values, Sr at plus

infinity and Sl at minus infinity. The limiting values can be anywhere in the

range zero to one.

We can solve equation (3.52) numerically by using the Matlab bvp4c solver with

the conditions (3.53) and (3.54) replaced with the boundary values Sr and Sl

prescribed at some finite values of ξ. It is interesting to see the structures of

the solutions when the two limiting values are small and large saturation. The

results are shown in Figures 3.16, 3.17 and 3.18.

We consider now, alternatively, the boundary condition S = Sl at z = 0 for t ≥
0 instead of the initial condition (3.9). For a problem in a half line, so that

the problem is solved in z > 0 with prescribed data on z = 0, we can have

Φ = Sl, ξ = 0, (3.56)

instead of (3.54).

We now look at the local behaviour of equation (3.52), with condition (3.56)

when Φ = 0. Integrating (3.52) we obtain

D(Φ)
dΦ

dξ
= c0 −

φ

2δ

∫ ξ

0

ξ
dΦ

dξ
dξ = c0 −

φ

2δ

(

ξΦ−
∫ ξ

0

Φdξ

)

, (3.57)

where c0 is a constant of integration. For increasing solutions, say with

Φr > Φl ≥ 0, dΦ
dξ

> 0 for ξ > 0, and we must have c0 > 0.

For Sl = 0, taking ξ → 0+ gives Φ → 0 and then

dΦ

dξ
∼ c0

D(Φ)
→ ∞. (3.58)
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This also indicates that for Φl small, dΦ
dξ

should be large (although finite) at

ξ = 0.

We can solve (3.52) numerically, to see the local behaviour, subject to (3.56).

Numerical solutions are also shown in Figures 3.19, 3.20 and 3.21.

In the next two subsections, we study the local behaviour of equation (3.51)

for S = tαΦ small (where the soil region is nearly dry) and for S = tαΦ close

to 1 (where it is nearly saturated). We consider only the case when α = 0 and

β = −1
2

as obtained for the standard case. Other cases of α and β are possible

for these two limiting cases but we leave these for future work.
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Figure 3.16: Self-similar solutions for the diffusion model (3.52). Here three

different values of Sl=0.6, 0.4 and 0.2 are used with Sr=0.8. Note that the

solutions get very steep and a corner forms as Sl decreases and whereas the

solutions get smoother as Sl increases.
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Figure 3.17: Self-similar solutions for (3.52), the diffusion model with low

saturation, with (3.53) and (3.54). Here three different values of Sl=0.3, 0.2

and 0.1 are used with Sr=0.4. Note that the solutions get very steep and a

corner forms as Sl decreases.
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Figure 3.18: Self-similar solutions for (3.52), the diffusion model with high sat-

uration, with (3.53) and (3.54). Here three different values of Sl=0.9, 0.7 and

0.5 are used with Sr=0.99. Both left and right limiting values for saturation

are taken to be fairly large and we see that solutions seem to be very smooth,

especially as Sl increases.
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Figure 3.19: Self-similar solutions for the diffusion model. Here S = Sl = 0.1

at ξ = 0 and Sr=0.8, 0.6 and 0.4. The high slope on the left takes the form in

equation (3.57). Note the high slope at ξ = 0 due to the small value of Sl.

0 0.1 0.2 0.3 0.4 0.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

ξ

Φ

Figure 3.20: Self-similar solutions for (3.52) with low saturation subject to

(3.53) and (3.56). Here S = Sl = 0.05 at ξ = 0 and Sr=0.35, 0.25 and 0.15.

The limiting values for saturation on the right are taken to be fairly small.

The high slope on the left takes the form in equation (3.57).
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Figure 3.21: Self-similar solutions for (3.52) with high saturation subject to

(3.53) and (3.56). Here S = Sl = 0.1 at ξ = 0 and Sr=0.95, 0.85 and 0.75.

The limiting values for saturation on the right are taken to be fairly large. The

high slope on the left takes the form in equation (3.57).

3.4.1 Limiting Case 1: Low Saturation

We look for a solution of equation (3.1) in self-similar form when S is small.

Then by substituting the approximate form of D(S) from (1.12) into equation

(3.51), we obtain

φ

(

αΦ+ βξ
dΦ

dξ

)

= t(5/2)α+2β+1 d

dξ

(

1/4δΦ5/2dΦ

dξ

)

. (3.59)

One possibility for equation (3.59) to be independent of t is to have α =0 and

β = −1
2
, as before, then equation (3.59) becomes

d

dξ

(

δΦ5/2dΦ

dξ

)

+
ξ

2

dΦ

dξ
= 0. (3.60)

Numerical solutions are shown in Figures 3.22 and 3.23 for (3.60) subject to

the same conditions as in (3.53), (3.54) and (3.56). We again see that solutions

get very steep as Sl decreases.
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Figure 3.22: Self-similar solutions for (3.60), the diffusion model when S is

small, subject to (3.53) and (3.54). Here three different values of S = Sl=0.3,

0.2 and 0.1 are used with Sr=0.4. The both limiting values for saturation are

taken to be fairly small.
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Figure 3.23: Self-similar solutions for (3.60), the diffusion model when S is

small, subject to (3.53) and (3.56). Here S = Sl = 0.05 at ξ = 0 and Sr=0.35,

0.25 and 0.15. Solutions on the left take the form in equation (3.57). Solutions

have large slope at ξ = 0, see (3.57).

Equation (3.60) can also be written as

d2

dξ2
Φ7/2 +

7ξ

4δ

dΦ

dξ
= 0. (3.61)

For simplicity, define Ψ = Φ7/2, hence equation (3.61) becomes

d2

dξ2
Ψ+

ξ

2δ
Ψ−5/7dΨ

dξ
= 0. (3.62)

We can simplify equation (3.62) by rescaling the variable ξ = 2δξ̃ to remove

the constants. Then we obtain

d2Ψ

dξ̃2
+ ξ̃Ψ−5/7dΨ

dξ̃
= 0. (3.63)

Looking at the terms in (3.63), the first scales as Ψ/ξ2, while the second scales

simply as Ψ2/7. Balancing the two suggests a useful transformed variable might

be

X = ξ̃−14/5Ψ, (3.64)
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which gives X > 0 for any (non-zero) ξ̃ and Ψ > 0, then

dΨ

dξ̃
= ξ̃14/5

dX

dξ̃
+

14

5
ξ̃9/5X, (3.65)

and
d2Ψ

dξ̃2
= ξ̃14/5

d2X

dξ̃2
+

28

5
ξ̃9/5

dX

dξ̃
+

126

25
ξ̃4/5X. (3.66)

Substituting (3.64), (3.65) and (3.66) into (3.63), we obtain

ξ̃2
d2X

dξ̃2
+

28

5
ξ̃
dX

dξ̃
+

126

25
X + ξ̃X−5/7dX

dξ̃
+

14

5
X2/7 = 0. (3.67)

We can convert equation (3.67) to a simpler, autonomous, second order differ-

ential equation by using the transformation ξ̃ = es:

d2X

ds2
+

23

5

dX

ds
+

126

25
X +X−5/7dX

ds
+

14

5
X2/7 = 0. (3.68)

Equation (3.68) can be written as a first order system. Taking u1(s) = X(s)

and u2(s) = X ′(s), then we obtain

u′
1(s) = u2

u′
2(s) = −23

5
u2 −

126

25
u1 − u

−5/7
1 u2 −

14

5
u
2/7
1 . (3.69)

This system of differential equations has only one equilibrium point which is

(u∗
1, u

∗
2) = ((−9/5)−7/5, 0). This equilibrium point is not of physical relevance

because it gives a negative solution. The u1-nullcline (u′
1 = 0) is given by the

line u2 = 0 (the u1 axis) while the u2-nullcline (u′
2 = 0) is given by the function

u2 =
−14(9u

5/7
1 + 5)

5(23u
5/7
1 + 5)

u1.

On the u2-nullcline, we have u2 → 0 as u1 → 0 and u2 → ∞ as u1 →
(−5/23)7/5. The Jacobian matrix for (3.69) is

J =

[

0 1

−126/25 + 5/7u
−12/7
1 u2 − 4/5u

−5/7
1 −23/5− u

−5/7
1

]

,

97



Chapter 3: Models with Diffusion but no Sink Term

and the linearization of this system near the equilibrium point ((−9/5)−7/5, 0)

gives

J((−9/5)−7/5 ,0) =

[

0 1

−18/5 −14/5

]

.

The corresponding eigenvalues are given by 5λ2 + 14λ + 18 = 0, so λ1 =

1/5(−7 + i
√
41) and λ2 = 1/5(−7 − i

√
41). Hence ((−9/5)−7/5, 0) is a stable

spiral. From the second equation in (3.69) we see that u′
2 becomes large and

positive as u1 → 0− while it becomes large and negative as u1 → 0+. The

phase plane of (3.69) is shown in Figure 3.24.

u1

u2

Figure 3.24: Phase plane of (3.69). The dashed line represents the u2-nullcline.

Trajectories have infinite slope on u2 axis according to the second equation in

(3.69). The sketched trajectories were checked by using numerical initial value

problem solutions.

To study the solution behaviour of (3.69) near the point (0, 0), we see that
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from the second equation in (3.69) as u1 and u2 get close to (0, 0) the first

and second terms become small and less important compared with the other

terms, so system (3.69) reduces to

u′
1(s) ∼ u2

u′
2(s) ∼ −u

−5/7
1 (α0u1 + u2), (3.70)

where α0 = 14/5. Since we look for a local solution near (0, 0), we rescale

u1 = ǫũ1 and u2 = ǫũ2, where 0 < ǫ ≪ 1. Substituting these expressions into

(3.70), we obtain

ũ′
1(s) ∼ ũ2

−ǫ5/7ũ
5/7
1 ũ′

2(s) ∼ α0ũ1 + ũ2. (3.71)

From the second equation of (3.71) we can write

ũ2 ∼ −α0ũ1 + ǫ5/7U, (3.72)

where

U = −ũ
5/7
1 ũ′

2(s), (3.73)

and as ǫ → 0 the second term in (3.72) can be neglected so that ũ2 ∼ −α0ũ1.

Substituting this in the first equation of (3.71), we get ũ′
1(s) ∼ −α0ũ1 and

solving for ũ1, we obtain

ũ1 ∼ Ae−α0s, (3.74)

where A is an arbitrary constant. Then

ũ2(s) ∼ −α0Ae
−α0s + ǫ5/7U. (3.75)

By substituting (3.74) and (3.75) into (3.73), we obtain

U ∼ −α2
0A

12/7e−(12/7)α0s. (3.76)

Clearly, U → 0 as s → ∞, then we see that (for this solution) from (3.74) and

(3.75) ũ1 → 0 and ũ2 → 0 as s → ∞.
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Transforming from ũ1 to S, we have from the basic form of the similarity

solution when S is small, (3.50),

S(z, t) = Φ(ξ) = (1/(2δ))4/5X2/7ξ4/5

= (Aǫ)2/7(1/(2δ))4/5(1/(2δ))−4/5ξ4/5ξ−4/5

∼ (Aǫ)2/7. (3.77)

From (3.77) S → constant. This type of solution does not then satisfy our

original assumptions, see (3.50), because we want S → 0 as Φ → 0 (note

α = 0 in this case).

3.4.2 Limiting Case 2: High Saturation

We look now for a solution of equation (3.1) in a self-similar form with S near

1 in the form

S(t, z) = 1− tαΦ(ξ), ξ = (z − z0)t
β. (3.78)

Substituting (3.78) into (3.1), we obtain

φ

(

αΦ+ βξ
dΦ

dξ

)

= t2β+1 d

dξ

(

δD(1− tαΦ)
dΦ

dξ

)

. (3.79)

By using the approximate form of D(1−tαΦ) for S near 1, see (1.18), equation

(3.79) becomes

φ

(

αΦ + βξ
dΦ

dξ

)

= t2β−1/2α+1 d

dξ

(

1

2
δΦ−1/2dΦ

dξ

)

. (3.80)

To eliminate t in (3.80), again following the standard and low saturation cases

we take α =0 and β = −1
2
, then (3.80) reduces to

d

dξ

(

δΦ−1/2 dΦ

dξ

)

+ φξ
dΦ

dξ
= 0, (3.81)

or
d2

dξ2
Φ1/2 +

φξ

2δ

dΦ

dξ
= 0. (3.82)
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For simplicity, define Ψ = Φ1/2, then dΦ
dξ

= 2ΨdΨ
dξ

and equation (3.82) becomes

d2

dξ2
Ψ+

φξ

δ
Ψ
dΨ

dξ
= 0. (3.83)

Again we can use the bvp4c solver to solve equation (3.83) with the same

artificial boundary conditions as earlier (see (3.53), (3.54) and (3.56)). The

results are shown in Figures 3.25 and 3.26.
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Figure 3.25: Self-similar solutions for (3.83), the diffusion model when S is

close to 1, subject to (3.53) and (3.54). Here three different values of Sl=0.9,

0.8 and 0.7 are used with Sr=1. The limiting values for saturation are taken

to be fairly large and we see that solutions seem to be very smooth, especially

as Sl increases.
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Figure 3.26: Self-similar solutions for (3.83), the diffusion model when S is

close to 1, subject to (3.53) and (3.56). Here Ψ(0) = 0.6 and Sr=1, 0.9 and

0.8. The limiting values for saturation on the right are taken to be large.

Again as in the previous case, by changing the variable in equation (3.83)

ξ = (δ/φ)ξ̃, we can get rid of the constants, and this time we obtain

d2

dξ̃2
Ψ+ ξ̃Ψ

dΨ

dξ̃
= 0. (3.84)

Equation (3.84) is still not easy to solve, it can be transformed in a manner

similar to that in the previous case by introducing a new variable

X = ξ̃2Ψ, (3.85)

which makes X positive for any (non-zero) ξ̃ and Ψ > 0. Then

dΨ

dξ̃
= ξ̃−2dX

dξ̃
− 2ξ̃−3X, (3.86)

and
d2Ψ

dξ̃2
= ξ̃−2d

2X

dξ̃2
− 4ξ̃−3dX

dξ̃
+ 6ξ̃−4X. (3.87)
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Plugging (3.85), (3.86) and (3.87) into (3.84), we obtain

ξ̃2
d2X

dξ̃2
− 4ξ̃

dX

dξ̃
+ 6X +X

(

ξ̃
dX

dξ̃
− 2X

)

= 0. (3.88)

As in the previous case this equation can be simplified by a change of inde-

pendent variables ξ̃ = es, then we get

d2X

ds2
− 5

dX

ds
+ 6X +X

(

dX

ds
− 2X

)

= 0. (3.89)

Equation (3.89) is now a second order autonomous ODE and hence we can

write it as a first order by taking u1(s) = X(s) and u2(s) = X ′(s), to get

u′
1(s) = u2

u′
2(s) = 5u2 − 6u1 − u1u2 + 2u2

1. (3.90)

Clearly, this system of differential equations has two equilibrium points which

are (u∗
1, u

∗
2) = (0, 0) and (u∗

1, u
∗
2) = (3, 0). The linear asymptotic stability

of these equilibrium points is determined by the eigenvalues of the Jacobian

matrix, which for (3.90) is

J =

[

0 1

−6− u2 + 4u1 5− u1

]

.

Thus, it is straightforward to confirm that (0, 0) is an unstable node, since

the corresponding eigenvalues are λ1 = 3 and λ2 = 2 which are both positive.

Similarly, (3, 0) is a saddle node because the corresponding eigenvalues are

λ1 = 1 +
√
7 > 0 and λ2 = 1 −

√
7 < 0. The u1-nullcline (u′

1 = 0) is given

by the line u2 = 0 (the u1 axis) while the u2-nullcline (u′
2 = 0) is given by

the function u2 = u1(6 − 2u1)/(5 − u1). Note that the latter gives u2 → −∞
as u1 → 5−. The intersections of the nullclines give the above equilibrium

points. We can now use phase plane techniques, plotting the trajectories in

the (u1, u2)-plane, see Figure 3.27. Pplane is also used to plot several solutions

of (3.90) in Figure 3.28.
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u1
3 50

u2

Figure 3.27: Phase plane for (3.90). The dashed line represents the u2-nullcline.

u2

y ’ = 5 y − 6 x − x y + 2 x    

−2 −1 0 1 2 3 4

−4

−3

−2

−1

0

1

2

y

u1

Figure 3.28: Pplane for (3.90). The two red dots are the equilibrium points

while the two coloured curves (pink and orange) represent the nullclines.
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Along the trajectories that cross the positive u1 axis in Figure 3.27, u1 must

tend to some u0
1 > 0 and then from the basic form of the similarity solution

when S is close to 1, after transforming from u1 to S, it follows that

S(z, t) = 1− Φ(ξ)

= 1−
(

δ2tu0
1

(φz)2

)2

.

We see that as t → 0 or z → ∞, S → 1 and then this gives a nearly saturated

region.

3.5 Self-Similar Solutions for the Convection-

Diffusion Model

Let us consider self-similar solutions to the convection-diffusion equation (2.1)

as in form (3.50). Then we can rewrite equation (2.1) in the new variables as

φ

(

αΦ+ βξ
dΦ

dξ

)

= t2β+1 d

dξ

(

δD (tαΦ)
dΦ

dξ
+ t−(α+β)K (tαΦ)

)

. (3.91)

Since equation (3.91) is dependent on t for any values of α and β, there is no

similarity solutions with these two functions D (tαΦ) and K (tαΦ). We can,

however, find self-similar solutions to equation (3.91) for the two limiting cases.

3.5.1 Limiting Case 1: Low Saturation

By using the approximate forms of D(tαΦ) and K(tαΦ) when S = tαΦ is

small, as given by (1.12) and (1.13), equation (3.91) with the new functions

then becomes

αΦ + βξ
dΦ

dξ
= t2β+1 d

dξ

(

δt5α/2Φ5/2 dΦ

dξ
+ t−(α+β)t9α/2Φ9/2

)

. (3.92)

Equation (3.92) is independent on t if the exponents α = β = −2
9
. Since α < 0

it follows from equation (3.50) that S(z, t) = t−2/9Φ(ξ) and, for fixed ξ, the
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solution decays with time. Equation (3.92) reduces to

d

dξ

(

δΦ5/2dΦ

dξ
+ Φ9/2

)

+
2

9

(

Φ + ξ
dΦ

dξ

)

= 0, (3.93)

which be written as

d

dξ

(

δΦ5/2dΦ

dξ
+ Φ9/2

)

+
2

9

d

dξ
(ξΦ) = 0. (3.94)

Integrating both sides of (3.94) with respect to ξ, we get

δΦ5/2dΦ

dξ
+ Φ9/2 +

2

9
ξΦ = C, (3.95)

where C is a constant of integration. The behaviour of solutions to (3.95)

depend on C. So we need to consider three main cases.

Case 1(i): C = 0

To look for a simple solution, we first look at C=0. Then we have from equation

(3.95) that Φ = 0 or

δΦ3/2 dΦ

dξ
+ Φ7/2 +

2

9
ξ = 0. (3.96)

For simplicity, define Ψ = Φ5/2, then dΨ
dξ

= 5
2
Φ3/2 dΦ

dξ
. Hence equation (3.96)

with this new variable is

dΨ

dξ
+

5

2δ

(

2

9
ξ +Ψ

7

5

)

= 0. (3.97)

This is a non-autonomous first order differential equation which cannot be

solved in closed form. Equation (3.96) only holds where Ψ > 0, as (3.95) is

also achieved by having Ψ = 0. We must then have

dΨ

dξ
=

{

− 5
2δ
(2
9
ξ +Ψ

7

5 ) where Ψ > 0, say for ξ− < ξ < ξ+,

0 otherwise,
(3.98)

with Ψ(ξ−) = Ψ(ξ+) = 0. Here ξ− and/or ξ+ is possibly infinite. For ξ < 0 and

Ψ sufficiently small, we see from (3.98) that dΨ
dξ

> 0 and so that the solutions

increase until they hit the nullcline ξ = −(9/2)Ψ7/5. As ξ → 0−, dΨ
dξ

< 0 and

so that the solutions decrease and cross the Ψ axis. They continue decreasing
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for ξ > 0 until they hit the ξ axis according to Ψ(ξ+) = 0. For ξ > ξ+ and

ξ < ξ− we see that from (3.98), solutions are zero. Also, for ξ small or Ψ large,

equation (3.98) reduces to
dΨ

dξ
= − 5

2δ
Ψ

7

5 . (3.99)

Then solving (3.99) for Ψ, we obtain

Ψ =
1

((1/δ)(ξ − ξ∗))
5

2

, (3.100)

where ξ∗ is an arbitrary constant. Clearly, from (3.100) solutions blow-up as

ξ → ξ∗. With the above information in hand, the phase plane for equation

(3.98) can be constructed for ξ against Ψ, see Figure 3.29.

ξ

Ψ

0

Figure 3.29: Phase plane for (3.98). The dashed line represents the nullcline

of (3.98).

In Figure 3.29, there are some trajectories which cross the Ψ axis and then

Ψ must tend to some Ψ1 > 0 as ξ = (z/t2/9) → 0−. From the basic form of

the similarity solutions, see (3.50), we have that

S = tαΦ(ξ) ∼ tαΨ1 → 0 as t → ∞, (3.101)

which gives a nearly dry region in long time, but an unfortunately trivial so-
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lution as there is no spatial dependence.

Equation (3.97) can also be written as

δ
dΨ

dξ
+

5

2

(

2

9
ξ +Ψ

7

5

)

= 0. (3.102)

Since we have the small parameter δ multiplying the first derivative term, we

can use asymptotic analysis to find approximate solutions. Assume now that

the solution expanded in terms of δ takes the form

Ψ(ξ) = Ψ0(ξ) + δΨ1(ξ) + δ2Ψ2(ξ) + ... (3.103)

Substituting (3.103) into equation (3.102) gives

δ

(

dΨ0

dξ
+ δ

dΨ1

dξ
+ ...

)

+
5

2

(

2

9
ξ +

(

Ψ0 + δΨ1 + δ2Ψ2 + ...
)7/5
)

= 0. (3.104)

The terms independent of δ are

2

9
ξ +Ψ

7/5
0 = 0 (3.105)

and solving (3.105) for Ψ0 gives

Ψ0 =

(

−2

9
ξ

)5/7

, (3.106)

valid only for ξ < 0. The asymptotic solution in (3.106) represents the null-

cline, the dashed line that was shown in Figure 3.29. It follows from equation
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(3.50) that

S(t, z) = t−2/9Ψ2/5(ξ)

∼ t−2/9Ψ
2/5
0 (ξ) from (3.103)

∼ t−2/9 (−(2/9)ξ)2/7 , as in (3.106)

∼ t−2/9

(

−(2/9)

(

z − z0
t2/9

))2/7

from (3.50)

→ 0 as t → ∞. (3.107)

For fixed z < z0 = 0 and taking t → ∞, we have that ξ = (z − z0)t
−2/9 → 0−.

Then we see that from (3.107) S becomes close to 0 as ξ → 0− which gives a

region which is nearly dry.

Case 1(ii): C > 0

For simplicity, we can change the variable Ψ in equation (3.95) to Ψ = Φ7/2,

then dΨ
dξ

= 7
2
Φ5/2 dΦ

dξ
. Hence equation (3.95) becomes

δ
dΨ

dξ
+

7

2

(

2

9
ξΨ

2

7 +Ψ
9

7 − C

)

= 0. (3.108)

We see, from (3.108) that, for C > 0 and Ψ sufficiently small, we have dΨ
dξ

>

0 and so solutions increase until they hit the nullcline ξ = 9
2
(CΨ− 2

7 − Ψ).

Solutions above the nullcline decrease according to ξ ∼ 9
2
CΨ− 2

7 (since the

second term in the nullcline becomes not important when Ψ small compared

with the first term) i.e Ψ ∼ (9C/2ξ)7/2. For ξ not large and Ψ large, equation

(3.108) reduces to
dΨ

dξ
= − 7

2δ
Ψ

9

7 . (3.109)

Solving (3.109) for Ψ, we obtain

Ψ =
1

((1/δ)(ξ − ξ∗))
7

2

, (3.110)

where ξ∗ is an arbitrary constant. Clearly, solutions blow-up as ξ → ξ∗. The

phase plane is shown in Figure 3.30.
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ξ

0

Ψ

Figure 3.30: Phase plane for (3.108) with ξ > 0 and C > 0. The trajectories

don’t continue to the left on the ξ axis since (3.95) doesn’t hold for C > 0

when Ψ = Φ = 0. The dashed line represents the nullcline of (3.108).

Following a similar argument as in (3.101), we show that the region is a

nearly dry in large time.

Asymptotic expansions can also be considered for (3.108) as was done for

(3.102). Assuming a solution form as in (3.103) and substituting into (3.108),

we obtain

δ

(

dΨ0

dξ
+ δ

dΨ1

dξ
+ ...

)

+
7

2

(

2

9
ξ (Ψ0 + δΨ1 + ...)

2

7 + (Ψ0 + δΨ1 + ...)
9

7 − C

)

= 0.

(3.111)

As δ → 0, we are left with

2

9
ξΨ

2/7
0 +Ψ

9/7
0 − C = 0. (3.112)

With Ψ0 small, the second term on the left hand side of (3.112) becomes small

compared with the other terms, and so it can neglected. Then solving (3.112)

for Ψ0, we obtain

Ψ0 =

(

9C

2ξ

)7/2

. (3.113)

It is clear that from (3.113),

Ψ0 → 0 as ξ → ∞. (3.114)
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We now study the solution of (3.108) for δ not being small. We first note (see

the phase plane, Figure 3.30) that Ψ → 0+ as ξ → ∞, so dΨ
dξ

→ 0. Now we look

for a solution in the form: Ψ(ξ) = Ψ0(ξ) + Ψ1(ξ) + ... . From our observation,

the first and third terms in (3.108) become small and not important compared

with the other terms. So, we are left with

2

9
ξΨ

2/7
0 ∼ C, (3.115)

and then

Ψ0 ∼
(

9C

2

)7/2

ξ−7/2. (3.116)

Equation (3.116) gives

dΨ0

dξ
= −a0ξ

−9/2 and Ψ
9/7
0 = b0ξ

−9/2, (3.117)

where a0 = (7/2)(9C/2)7/2 and b0 = (9C/2)9/2. Using (3.116) and (3.117),

with the expansion, in (3.108), we obtain

−a0δξ
−9/2 +

7

2

(

2

9
ξ(Ψ0 +Ψ1 + ...)2/7 + b0ξ

−9/2 − C

)

= 0. (3.118)

After re-arranging, we find that

2

9
ξΨ

−5/7
0 Ψ1 = (a0δ − (7/2)b0)ξ

−9/2. (3.119)

Solving for Ψ1, we obtain

Ψ1 = c0ξ
−8, (3.120)

where c0 = (9/2)(9C/2)5/2(a0δ − (7/2)b0). Clearly, from (3.120) we have that

Ψ1 → 0 as ξ → ∞ (and faster than Ψ0).
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From equation (3.50), it follows that such solutions give

S(t, z) = t−2/9Ψ2/7(ξ)

∼ t−2/9Ψ
2/7
0 (ξ) from (3.103)

∼ t−2/9

(

9C

2ξ

)

, as in (3.113)

∼ t−2/9

(

9C

2

t2/9

z − z0

)

from (3.50)

∼ 9C

2(z − z0)

→ 0 as z − z0 → ∞. (3.121)

Again this gives a region is nearly dry. Note that to satisfy the original as-

sumption of S being small, we see that from (3.121) this limiting solution only

works for z − z0 large. Unfortunately, it does not apply all the way down to

z = z0.

Case 1(iii): C < 0

Consider equation (3.108) but now with C < 0. A similar asymptotic argument

as in Case 1(ii), see (3.113), indicates that

Ψ0 → 0 as ξ → −∞, (3.122)

and now it follows that for such solutions S(z, t) → 0, as z − z0 → −∞, see

(3.121). As in the previous two cases, if Ψ gets large then the solution blows

up as ξ → ξ∗ for some finite ξ∗.

For ξ < 0 and Ψ small, we see that from (3.108), dΨ
dξ

> 0 and so that solutions,

inside the region of the nullcline, increase until they hit the nullcline, given by

ξ = 9
2
(CΨ− 2

7 − Ψ) where C < 0. After that solutions decrease until they hit

the ξ axis. The phase plane is sketched in Figure 3.31.
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ξ
0

Ψ

Figure 3.31: Phase plane for (3.108) with ξ < 0 and C < 0. The trajectories

don’t continue to the right on the ξ axis since (3.95) doesn’t hold for C < 0

when Ψ = Φ = 0. The dashed line represents the nullcline of (3.108).

3.5.2 Limiting Case 2: High Saturation

We now consider self-similar solutions to the convection-diffusion equation

(2.1) when S is close to 1 as in form (3.78). Then equation (2.1) becomes

−φ

(

αΦ+ βξ
dΦ

dξ

)

= t2β+1 d

dξ

(

−δD(1− tαΦ)
dΦ

dξ
+ t−(α+β)K(1− tαΦ)

)

.

(3.123)

Introducing the approximate forms of D(1 − tαΦ) and K(1 − tαΦ) when S is

close to 1, see (1.18) and (1.19) respectively, we obtain

φ

(

αΦ + βξ
dΦ

dξ

)

= t2β+1−α
2

d

dξ

(

1

2
δΦ−1/2dΦ

dξ

)

+
√
2tβ−

α
2
+1Φ−1/2dΦ

dξ
. (3.124)

This equation is independent on t if the exponents α = 2 and β = 0, so that

ξ = z, and (3.124) then reduces to

d

dξ

(

1

2
δΦ−1/2 dΦ

dξ

)

+
√
2Φ−1/2dΦ

dξ
− 2φΦ = 0. (3.125)
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We write, for simplicity, Ψ = Φ1/2, then dΨ
dξ

= 1
2
Φ−1/2 dΦ

dξ
, and substituting into

equation (3.125) we end up with

δ
d2Ψ

dξ2
+ 2

√
2
dΨ

dξ
− 2φΨ2 = 0. (3.126)

Since there is a small parameter δ multiplying the highest derivative term,

this can be regarded as is a singular perturbation problem. The procedure

for doing singular perturbations requires finding outer and inner (or interior)

solutions, then matching these two solutions.

Outer solution Let us first consider the outer region. We consider equa-

tion (3.126) with the physical parameter δ much smaller than one. We take a

solution to be expanded in powers of δ as

Ψ(ξ) = Ψ0(ξ) + δΨ1(ξ) + δ2Ψ2(ξ) + ... . (3.127)

Substituting this into equation (3.126) gives

δ

(

d2Ψ0

dξ2
+ δ

d2Ψ1

dξ2
+ ...

)

+2
√
2

(

dΨ0

dξ
+ δ

dΨ1

dξ
+ ...

)

−2φ (Ψ0 + δΨ1 + ...)2 = 0.

(3.128)

Proceeding in the usual manner yields the following equation

O (1) : 2
√
2
dΨ0

dξ
− 2φΨ2

0 = 0.

Then the general solution for this equation takes this form

Ψ0 =
−1

(φ/
√
2)ξ + c0

, (3.129)

where c0 is an arbitrary constant. Without loss of generality, take c0 = 0,

then equation (3.129) gives a solution valid only for ξ < 0 since we require

Ψ0 > 0. Note that equation (3.129) agrees with solution (2.75) in Subsection

2.3.2. Equation (3.129) then becomes

Ψ0 =
−
√
2

φξ
. (3.130)
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Clearly, Ψ0 → ∞ as ξ → 0 and decays to 0 as ξ → −∞. From equation (3.78),

it follows that

S(t, z) = 1− t2Φ(ξ)

∼ 1− t2

( √
2

φ(z − z0)

)2

→ 1 as t → 0 or z − z0 → −∞.

Rescale the independent variable We now look for a boundary or inte-

rior layer close to ξ = ξ̃ < 0. Let

ξ − ξ̃ = ǫ(δ)X,

where ǫ(δ) is expected to be some power of δ. Using the new coordinate, equa-

tion (3.126) becomes

δ

ǫ(δ)2
d2Ψ0

dX2
+

2
√
2

ǫ(δ)

dΨ0

dX
− 2φΨ2

0 = 0. (3.131)

In order to obtain a solution of (3.131), we require that at least two leading-

order terms in (3.131) have the same order of magnitude. Hence, we need to

consider three possible cases. Note that if we first assume that the second and

third coefficients are the same order, this gives again the first term is smaller

than other terms and hence this is the outer solution as seen before.

Assume the first and second coefficients dominate that of the third and are

the same order,
δ

ǫ(δ)2
∼ 2

√
2

ǫ(δ)
,

then

ǫ(δ) = δ.

Plugging this into equation (3.131), we get

1

δ

d2Ψ0

dX2
+

2
√
2

δ

dΨ0

dX
− 2φΨ2

0 = 0.

We see that the coefficients of the highest and first derivative are larger than

the last term’s coefficient, because
1

δ
> −2φ as δ → 0, agreeing with our
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supposition.

Assume the first and third coefficients are the same order,

δ

ǫ(δ)2
∼ 1 with the second term much smaller.

This gives

ǫ(δ) = δ1/2,

which would give us the equation

d2Ψ0

dX2
+

2
√
2

δ1/2
dΨ0

dX
− 2φΨ2

0 = 0.

Since the coefficient of the first derivative is much larger than the other two, this

case is not possible. So from the second case the correct choice of the boundary

layer, or interior layer, will be

ξ = ξ̃ + δX,

and the equation is now

1

δ

d2Ψ0

dX2
+

2
√
2

δ

dΨ0

dX
− 2φΨ2

0 = 0. (3.132)

We now seek an inner solution of the form

Ψ(X) = Ψ0(X) + δΨ1(X) + δ2Ψ2(X) + ...

Substituting this into equation (3.132) gives

1

δ

(

d2Ψ0

dX2
+ δ

d2Ψ1

dX2
+ ...

)

+
2
√
2

δ

(

dΨ0

dX
+ δ

dΨ1

dX
+ ...

)

−2φ (Ψ0 + δΨ1 + ...)2 = 0.

Solving for Ψ0 by balancing the terms in the equation by order of δ

O

(

1

δ

)

:
d2Ψ0

dX2
+ 2

√
2
dΨ0

dX
= 0. (3.133)
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Integrating both sides of (3.133) gives

dΨ0

dX
+ 2

√
2Ψ0 = A0.

Hence the general solution is

Ψ0 =
1

2
√
2
(A0 −B0e

−2
√
2X),

with A0 and B0 constants. We notice that the constant A0 can be determined

by matching the solution whereas B0 can not be determined (B0 is equivalent

to shift in ξ̃ of O(δ)).

Matching the solutions To determine the unknowns in our outer and inner

solutions we need to match the solutions. Matching requires that

lim
X→∞

Ψ0(X) = lim
ξ→ ξ̃+

Ψ0(ξ),

so that
A0

2
√
2
=

−
√
2

φξ̃

so

A0 =
−4

φξ̃
.

Finally, the inner solution becomes

Ψ0 = − 1

2
√
2

(

4

φξ̃
+B0e

−2
√
2X

)

,

or, with X =
ξ − ξ̃

δ
,

Ψ0 = − 1

2
√
2







4

φξ̃
+B0e

−2
√
2
ξ − ξ̃

δ






. (3.134)

From (3.134), we see that as (ξ − ξ̃)/δ → ∞, ξ − ξ̃ much larger than δ, the

second term becomes small and can be neglected and then Ψ0 → −4/(2
√
2φξ̃)

which gives a positve constant since ξ̃ < 0. As (ξ − ξ̃)/δ → −∞, Ψ0 grows
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with B0 < 0 and decreases with B0 > 0. The outer and inner solutions are

plotted in Figure 3.32.
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Figure 3.32: The outer solution to (3.126) shown by the red curve. The inner

solution grows where B0 < 0 and is shown by the green curve while it decreases

where B0 > 0 and is shown by the blue curve. Here we take ξ̃ = −1, B0 = 1

or −1, δ = 10−2 and φ =
1

4
.

We can, alternatively, obtain qualitative information on the full equation

(3.126) from a phase-plane analysis. For simplicity, we rescale the variables in

equation (3.126) by using the following scalings:

ξ = Aχ, Ψ = BΘ, (3.135)

where A and B are positive constants, to be determined. Substituting ξ and
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Ψ into equation (3.126), we find that

(

δB

A2

)

d2Θ

dχ2
+

(

2
√
2B

A

)

dΘ

dχ
− 2φB2Θ2 = 0. (3.136)

Multiplying both sides of (3.136) by A2/δB, we obtain

d2Θ

dχ2
+

(

2
√
2A

δ

)

dΘ

dχ
−
(

2φBA2

δ

)

Θ2 = 0. (3.137)

Taking A = δ/2
√
2 and B = δ/2φA2, equation (3.137) becomes

d2Θ

dχ2
+

dΘ

dχ
−Θ2 = 0. (3.138)

We suppose that the solution blows up at some point χ = χ∗. To study

the asymptotic behaviour of (3.138) near the point χ∗, we first assume Θ ∼
A(χ∗ − χ)−α, then Θ′ ∼ αA(χ∗ − χ)−α−1 and Θ′′ ∼ α(α + 1)A(χ∗ − χ)−α−2

where the prime denotes the derivative with respect to χ. Substituting these

expressions into (3.138), we get

α(α + 1)A(χ∗ − χ)−α−2 ∼ α2(χ∗ − χ)−2α, (3.139)

from which it follows that α = 2 and A = 6. Then the asymptotic solution

takes the form

Θ ∼ 6(χ∗ − χ)−2. (3.140)

As (3.138) is a second-order ODE, we should expect a two-parameter family

of solutions, while (3.140) only indicates the single parameter χ∗, the location

of the blow-up point. In looking for the second parameter we seek the local

form of the solution of a power series

Θ ∼ 6χ̃−2 + aχ̃−1 + b+ cχ̃+ dχ̃2 + eχ̃3 + fχ̃4 + ... (3.141)
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Thus, equation (3.138) takes the form

36χ̃−4 + 2aχ̃−3 + 2d+ ...− 12χ̃−3 − aχ̃−2 + c+ 2dχ̃+ ... ∼

36χ̃−4 + 12aχ̃−3 + (12b+ a2)χ̃−2 + (12c+ 2ab)χ̃−1 + (12d+ 2ac+ b2) + ... = 0.

(3.142)

Comparing terms of the same order of χ̃ we have

χ̃−3 : −12 = 10a,

χ̃−2 : 12b = −a− a2,

χ̃−1 : 12c = −2ab,

1 : 10d = −2ac− b2 + c,

χ̃ : 6e+ 2d = 12e+ 2ad+ 2bc,

χ̃2 : 12f + 3e = 12f + 2ae + 2bd+ c2, (3.143)

and then a = −6
5
, b = −1

50
, c = −1

250
, d = −7

5000
and e = −41

50000
. The coefficient of f is

zero and (3.143) is impossible to satisfy. To avoid this, we can supplement the

fχ̃4 term in (3.141) with a term f ∗χ̃4 ln χ̃, then proceed in the usual manner.

We obtain, in place of (3.143) (having cancelled the f terms)

χ̃2 : 12f ∗ ln χ̃ + 7f ∗ + 3e = 12f ∗ ln χ̃+ 2ae + 2bd+ c2, (3.144)

and solving for f ∗, we get f ∗ = −3/50000. Then the local asymptotic solution

of the second parameter of equation (3.138) is:

Θ ∼ 6χ̃−2 − 6

5
χ̃−1 − 1

50
− 1

250
χ̃− 7

5000
χ̃2 − 41

50000
χ̃3 − 3

50000
χ̃4 ln χ̃+ fχ̃4...,

(3.145)

with the undetermined coefficient f giving us the missing parameter to describe

the family of solutions.

To look for a decay solution of (3.138), we assume a solution takes the form

Θ ∼ Aχ−α, then Θ′ ∼ −αAχ−α−1 and Θ′′ ∼ α(α + 1)Aχ−α−2. Plugging these
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expressions into (3.138), we get

−αAχ−α−1 ∼ A2χ−2α, (3.146)

then we obtain α = 1 and A = −1. Then

Θ ∼ − 1

χ
, (3.147)

and clearly Θ → 0 as χ → ∞.

We now determine the equilibrium point and study the stability of equation

(3.138). Equation (3.138) is a second order autonomous ODE which we can

write it as a first order system. Taking u1(χ) = Θ(χ) and u2(χ) = Θ′(χ), we

have the system

u′
1(χ) = u2

u′
2(χ) = u2

1 − u2. (3.148)

This system of differential equations has only one equilibrium point which is

(u∗
1, u

∗
2) = (0, 0). To study the stability of this equilibrium point we need to

write this system in canonical form: write w = u1 + u2, then

w′ = u2
1 = (w2 − 2wu2 + u2

2)

u′
2 = −u2 + (w2 − 2wu2 + u2

2). (3.149)

This system, when linearized about the equilibrium u∗
1 = 0, u∗

2 = 0, has

eigenvalues 0 and −1 and we cannot deduce the stability properties from this

information. Centre manifold theory, [8], tells us that system has an invariant

manifold u2 = h(w). We now compute the approximations to this invariant

manifold.
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Assume u2 = h(w) = aw2 + bw3 + cw4 +O(w5). Then

u′
2 = h′(w)w′

= (2aw + 3bw2 + 4cw3 +O(w4))(w2 − 2w(aw2 + bw3 + ...)+

(aw2 + bw3 + ...)2)

= 2aw3 +O(w4).

From the second equation in (3.149), we have

u′
2 = −(aw2 + bw3 + cw4 +Ow5) + (w2 − 2w(aw2 + bw3 + ...)+

(aw2 + bw3 + ...)2)

= (−a + 1)w2 +O(w3).

Comparing the two expressions we deduce that a = 1, and our centre manifold

approximation is

u2 = h(w) = w2 +O(w3).

The dynamics are then governed by the equation

w′ = w2 +O(w3).

Hence the zero solution of (3.148) is unstable. To understand the behaviour

of solutions to equation (3.148), we can use phase plane techniques, plotting

the trajectories in the (u1, u2)-plane. Clearly, the u1-nullcline (u′
1 = 0) is given

by the line u2 = 0 while the u2-nullcline (u′
2 = 0) is given by u2 = u2

1. Note

that the equilibrium point is given by the intersection of the nullclines. The

form of the solution of equation (3.148) is then indicated by the phase plane

sketched in Figure 3.33.
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u1

A

A
A

A

A

C

F

E

D

u2
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Figure 3.33: Phase plane for (3.148). The dotted line represents the nullcline

u2 = u2
1.

We may consider the trajectories in Figure 3.33 as follows:

1) The trajectory A−B on the right-hand side of the phase plane corresponds

to the asymptotic solution as seen before in equation (3.140). This asymptotic

solution has Θ = u1 → ∞ as χ → χ∗ for some finite χ∗. The blow-up behaviour

happens at both B and A (for different χ∗). It also indicates what happens

to the inner solution as seen in equation (3.134) with B0 < 0 (green curve) in

Figure 3.32.

2) The trajectory A − C represents a decaying solution such as u1 ∼ 1/χ as

χ → ∞.

3) The trajectory F − B corresponds to the outer solution that was given in

(3.130) which has Ψ0 = (4/(φδ))u1 → ∞ as ξ = δ/(2
√
2)χ → χ∗ and u1 → 0

as χ → −∞.

4) The trajectory A−D represents a decaying solution such as u1 ∼ −1/χ as

χ → ∞.
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5) The trajectory A − E indicates for a decaying solution such as u1 ∼ ke−χ

as χ → ∞ and where k is an arbitrary constant.

6) The trajectory on the left-hand side of the phase plane A − B blows-up

in the both sides of A and B. It corresponds to the inner solution as seen in

equation (3.134) with B0 > 0 (blue curve).

The phase plane analysis provides an indication as to how u1 will change with

respect to χ, see Figure 3.34.

χχχ

χχχ

u1
u1u1

u1 u1 u1

A
BA

C

B
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D

A

E

A B

χ∗
1 χ∗

2χ∗ χ∗

χ∗ χ∗χ∗
1 χ∗

2

(1) (2) (3)

(4) (5) (6)

Figure 3.34: Various solutions for Θ = u1 against χ as determined from the

trajectories in the previous phase-plane, Figure 3.33.

Figure 3.34 shows that:

(1) illustrates a A − B trajectory as determined by the phase plane. We see

that u1 blows-up in the both directions at finite values χ = χ∗
1,2.

(2) illustrates a A − C trajectory as determined in the phase plane. We see

u1 → 0+ as χ → ∞.
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(3) illustrates a F − B trajectory and we see u1 → 0 as χ → −∞.

(4) illustrates a A−D trajectory and we see that u1 → 0 as χ → ∞.

(5) illustrates a A− E trajectory and again we have u1 → 0 as χ → ∞.

(6) illustrates a A−B trajectory as determined in the phase plane, we see that

u1 blows-up in the both sides as χ → χ∗
1,2.

The first three solutions apply for u1 > 0, i.e (1 − S)1/2 > 0, but they suffer

from blow-up. The last three solutions (4), (5) and (6) are not of physical

relevance because each gives a solution which is somewhere negative.

Solutions of interest are the type indicated by trajectories shown in Figure

3.34, type 2 A − C, restricted to χ ≥ 0 > χ∗ and type 3 F − B, restricted to

χ ≤ 0 < χ∗. Transforming now from u1 to S, it then follows from, the basic

form of similarity solution, (3.78) that

S = 1−
(

4t

δφ

)2

u2
1

(√
2z

δ

)

. (3.150)

u1 → 0 as χ → ∞ or χ → −∞, see Figure 3.34 (2) and (3), or as t → 0, from

(3.150) it gives a nearly saturated region. Note that these solutions work for

|z| large since z = ξ = (δ/2
√
2)χ.

3.6 Numerical Results for Initial Value Prob-

lems

The aim of this section is to develop numerically an understanding of the re-

lationship between the solution of convection-diffusion model, (2.1), and con-

vection model, (2.2), and to see how the solution to equation (2.1) behaves as

δ → 0.

Equation (2.1) is a parabolic PDE whereas equation (2.2) is a hyperbolic PDE.

Therefore we must develop different numerical schemes for the two equations.

These different schemes are both finite difference methods. In Chapter 2, we

used a conservative upwind method for solving the nonlinear convection equa-

tion (2.2). In this chapter, we will discretize the nonlinear diffusion-convection

equation (2.1) as shown in Subsection 3.6.1.
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Equation (2.2) is derived from equation (2.1) when δ is small and S is smooth.

If we have smooth initial data and very small δ, then the second order term

in (2.1), ∂
∂z

(

δD (S) ∂S
∂z

)

, becomes very small and then can be neglected com-

pared to other terms. The solutions to the two models therefore look nearly

identical. In the event of a steepening solution, so that the solution to (2.2)

forms a shock, the second-derivative term ∂
∂z

(

δD (S) ∂S
∂z

)

grows, and becomes

comparable with the others in equation (2.1), it serves to smooth the solution

so that although it might become steep, a shock no longer appears.

3.6.1 Finite Difference Method for the Convection-

Diffusion Model

In this section we use finite difference methods for the one dimensional non-

linear diffusion-convection model (2.1). In general, as obtaining a closed form

solution is not possible for equation (2.1), we solve the problem by using a nu-

merical method. In this technique, the approximations require that the model

domain (space) and time be discretized. We first partition the intervals [0, L]

and [0, T ] into finite grids. We discretize by taking a mesh with a space step

∆z = 1/J where J is the total number of spatial nodes, so that z0 = 0, zJ = 1

and a time step ∆t = 1/M where M is the number of time steps. Define the

discrete mesh points (zj , tn) by

zj = z0 + j∆z for 0 ≤ j ≤ J,

tn+1 = tn + n∆t for n ≥ 0.

We wish to approximate the equation (2.1) at the mesh points so that

S(zj , tn) ≃ Sn
j ,

where Sn
j is our numerical approximation. To solve (2.1), we use the forward

differences for
∂S

∂t
. We have

∂S

∂t
≃

Sn+1
j − Sn

j

∆t
, (3.151)
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at a grid point (j, n). Define

P = D(S)
∂S

∂z
. (3.152)

Then the central finite difference approximation to the z derivative of (3.152)

is
∂P

∂z
≃

Pj+ 1

2

− Pj− 1

2

∆z
(3.153)

at a grid point (j, n) and where

Pj+ 1

2

= D
(

Sj+ 1

2

) ∂Sj+ 1

2

∂z
≃ D

(

Sj+1 + Sj

2

)(

Sj+1 − Sj

∆z

)

(3.154)

and

Pj− 1

2

= D
(

Sj− 1

2

) ∂Sj− 1

2

∂z
≃ D

(

Sj + Sj−1

2

)(

Sj − Sj−1

∆z

)

. (3.155)

Using (3.154) and (3.155) in (3.153), we obtain

∂P

∂z
≃ 1

∆z

[

D

(

Sj+1 + Sj

2

)(

Sj+1 − Sj

∆z

)

−D

(

Sj + Sj−1

2

)(

Sj − Sj−1

∆z

)]

.

(3.156)

Also, by using a central difference approximation to the z derivative of
∂

∂z
(K(S))

in equation (2.1), we take

∂K(S)

∂z
≃

K(Sn
j+1)−K(Sn

j−1)

2∆z
(3.157)

at a grid point (j, n). Substituting (3.151), (3.156) and (3.157) into (2.1), we

obtain

φ

(

Sn+1
j − Sn

j

∆t

)

=
δ

∆z2

[

D

(

Sj+1 + Sj

2

)

(Sj+1 − Sj)

−D

(

Sj + Sj−1

2

)

(Sj − Sj−1)

]

+
1

2∆z

[

K(Sn
j+1)−K(Sn

j−1)
]

.
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Multiplying throughout by ∆t, defining r = ∆t/∆z2 and q = ∆t/2∆z, and

re-arranging, we find that the approximate solution of (2.1) will satisfy

Sn+1
j = Sn

j + r
δ

φ

[

D

(

Sj+1 + Sj

2

)

(Sj+1 − Sj)

−D

(

Sj + Sj−1

2

)

(Sj − Sj−1)

]

+
q

φ

[

K(Sn
j+1)−K(Sn

j−1)
]

.

Figures 3.35 and 3.36 represent the numerical solutions for the convection

model, (2.2), and the convection-diffusion model, (2.1), with initial condition

(3.158) (see Example 1, Section 2.4) and zero-saturation boundary conditions.

Note that a boundary layer forms for the convection-diffusion model at z = 0

when t > 0.35. In Figure 3.36, we choose one more value of small δ (black

curve), and the time and space step sizes have been chosen to be smaller than

those used in Figures 3.35.

The solutions of convection-diffusion equation, (2.1), produce what is effec-

tively a shock, but smoothed. When we take δ small enough we see that

numerical solutions to these two equations are very close together and they

are essentially identical. The smoothing effect of the diffusion term is lost in

the limit of δ → 0 giving a shock solutions, see Figures 3.37 and 3.38.

When we take δ small enough, we have to take the time step size to be very

small to avoid stability problems which makes our numerics slow. For example,

in Figure 3.38 we take small value of δ (δ = 5 × 10−4) and hence we have to

choose a very small time step (∆t = 1/100000 or smaller value) to get the code

to work. For Figure 3.35, the minimum value of the space step which can be

chosen is ∆z = 1/590 when we choose ∆t = 1/10000 otherwise the numerical

solution becomes unstable.

The wave velocity of the numerical results was compared with theoretical value

and they showed very good agreement. For example, the wave velocity in Fig-

ure 3.35 determined from the numerical simulation is Cn = −4.18 and agrees

well with the theoretical value given by Ct = −4.174.

We impose no-flux boundary conditions at the end of interval in Figures 3.35-
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3.38.

To complete our collection of numerical examples, following on from Examples

1 to 3 of Section 2.4 for the convection-only model, (2.2), we also solve, with

this same numerical method, (2.1) with initial conditions (3.159) and (3.160),

and still with constant-saturation boundary conditions. Note that as in Exam-

ples 1 to 3 of Section 3.6, the initial data is at least piecewise smooth, unlike

the piecewise constant conditions of Subsection 2.2.3, but a shock develops for

each case, see also Figures 3.39 and 3.40.
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Example 1 Consider the convection model, (2.2), and the convection-diffusion

model, (2.1), with initial condition

S(z, 0) = S∗ sin(πz), (3.158)

where S∗ = 0.8 is the maximum saturation and the boundary conditions at

the end of interval are S(0, t) = S(1, t) = 0. The initial condition and upper

boundary condition are the same as those for the Example 1 used for the

convection equation (see Chapter 2, Figure 2.36). We plot the solutions for

different values of δ with small step size. The results are shown in Figures

3.35-3.38.
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Figure 3.35: The numerical solutions to equations (2.2), in red, and (2.1) with

(3.158) at times t = 0, 0.03, 0.06, 0.1, 0.2 and 0.35 (where the shock for the

convection equation, (2.2), reaches z = 0) for different values of δ. Here, for

(2.1), δ = 10−2 (blue curve) and δ = 5 × 10−3 (green curve). Solution moves

to the left corresponding to the negative speed. The values of the parameters

used for the simulation are ∆t = 1/10000 and ∆z = 1/590.

.
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Figure 3.36: The numerical solutions to equations (2.2), in red, and (2.1) with

(3.158) at times t = 0, 0.03, 0.06, 0.1, 0.2 and 0.35 (where the shock for the

convection equation, (2.2), reaches z = 0) for different values of δ. Here, for

(2.1), δ = 10−2 (blue curve), δ = 5 × 10−3 (green curve) and δ = 3.3 ×
10−3 (black curve). Solution moves to the left corresponding to the negative

speed. The values of the parameters used for the simulation are ∆t = 1/20000

and ∆z = 1/700. Note that here we take ∆t and ∆z slightly smaller than that

used in Figure 3.35.
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Figure 3.37: The numerical solutions to equations (2.2), in red, and (2.1), in

green, with (3.158) at t = 0, 0.03, 0.06, 0.1, 0.2 and 0.35 (where the shock

reaches z = 0). Here, for (2.1), δ = 10−3. Solution moves to the left cor-

responding to the negative speed. The values of the parameters used for the

simulation are ∆t = 1/100000 and ∆z = 1/5000. Here the solution to equation

(2.1) is very close to the solution of equation (2.2).
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Figure 3.38: The numerical solutions to equations (2.2), in red, and (2.1), in

blue, with (3.158) at t = 0, 0.03, 0.06, 0.1, 0.2 and 0.35 (where the shock

reaches z = 0). Here, for (2.1), δ = 5 × 10−4. Solution moves to the left

corresponding to the negative speed. The values of the parameters used for

the simulation are ∆t = 1/100000 and ∆z = 1/5000. Here, since δ has been

taken to be very small, the shock looks very sharp at the time t = 0.1 and

later. Solutions to both equations (2.2) and (2.1) look nearly identical.
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Example 2 Consider the convection model, (2.2), and the convection-diffusion

model, (2.1), with initial condition

S(z, 0) =











0.2 z < 0.25

2.4z − 0.4 0.25 ≤ z ≤ 0.5

0.8 z > 0.5,

(3.159)

and the boundary conditions S(z0, t) = 0.2 and S(zJ , t) = 0.8 with z0 = 0.25

and zJ = 0.5. The initial condition and upper boundary condition are the same

as those for the Example 2 used for the convection equation (see Chapter 2,

Figure 2.37). The results are shown in Figure 3.39.

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

z

S
(z

,t)

Figure 3.39: The numerical solutions to equations (2.2), in red, and (2.1) with

(3.159) at times t = 0, 5.5×10−3, 0.02, 0.05, 0.11 and 0.14 for different values

of δ. Here, for (2.1), δ = 10−2 (blue curve) and δ = 5 × 10−3 (green curve).

Solution moves to the left corresponding to the negative speed. The values of

the parameters used for the simulation are ∆t = 1/9000 and ∆z = 1/500.
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Example 3 Consider the convection model, (2.2), and the convection-diffusion

model, (2.1), with initial condition

S(z, 0) =











0 z < 0.25

2z − 0.5 0.25 ≤ z ≤ 0.5

0.5 z > 0.5,

(3.160)

and the boundary conditions S(z0, t) = 0 and S(zJ , t) = 0.5 with z0 = 0.25 and

zJ = 0.5. The initial condition and upper boundary condition are the same

as those for the Example 3 used for the convection equation (see Chapter 2,

Figure 2.38). The results are shown in Figure 3.40.
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Figure 3.40: The numerical solutions to equations (2.2), in red, and (2.1) with

(3.160) at times t = 0, 0.1, 0.2, 0.3, 0.5 and 0.7 for different values of δ. Here,

for (2.1), δ = 10−2 (blue curve) and δ = 5×10−3 (green curve). Solution moves

to the left corresponding to the negative speed. The values of the parameters

used for the simulation are ∆t = 1/10000 and ∆z = 1/1000.
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3.7 Summary

We have shown that some progress can be made analytically and numerically

for the nonlinear diffusion model and the convection-diffusion model. Travel-

ling wave solutions for the nonlinear diffusion model were obtained in closed

forms for the two limiting cases of low and high saturation (Subsection 3.2.1

and 3.2.2). Again travelling wave solutions for the convection-diffusion model

were found in explicit forms for the same two limiting cases (Case 1 and Case

2 in Section 3.3). Also, we showed that several different cases of travelling

wave solutions for the convection-diffusion model exist, according to whether

the limiting saturations might be zero, one or in between. The travelling waves

were front solutions.

Self-similar solutions exist for the diffusion model both for the full expres-

sion of D(S) and for its limiting cases where D(S) simplifies. However, for

the convection-diffusion model self-similar solutions were found only for the

limiting cases of low and high saturation, with simpler expressions for D(S).

Additionally, numerical solutions were obtained for all different cases of TWS

which confirmed the results of the analysis. A finite difference method was

also used to solve the convection-diffusion model numerically. The numerical

results, in general, show the effect of the diffusion term ∂
∂z

(

δD (S) ∂S
∂z

)

. In all

the different initial value problems that were given in Examples 1, 2, and 3

(see equations (3.158), (3.159) and (3.160)), it was observed that the solutions

produce something close to a shock after a time. As δ → 0, the solutions

become sharper and approach the discontinuous solutions with true shocks.

For small enough δ, solutions to the nonlinear convection-diffusion model look

nearly identical to the solutions of convection model.

The analytical results of the nonlinear convection-diffusion model of Chap-

ter 3 were compared with those results of convection-only model in Chapter

2. They showed a good qualitative agreement: with the possible exception of

around shocks, the simpler convection-only model appears to give a good rep-

resentation of the fuller convection-diffusion problem. The numerical results

of the two models in Chapters 2 and 3 were also compared and the results, in

general, were very close. The solution process of both numerical methods tend

to be more stable and accurate.
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Full Model with Sink Term

4.1 Introduction

In this chapter, we study travelling wave solutions of the full model (1.9).

Asymptotic solutions are found in closed forms for S small (a nearly dry region)

and S close to 1 (a nearly saturated region). A phase plane analysis is used to

study the behaviour of relevant nonlinear ODEs. The structure of the phase

plane is of different type according to the value of wave velocity c. We show

that a TWS exists. We have focused on local behaviour near a dry region and

near a saturated region. By using the phase plane analysis for several values of

the wave velocity c, we show that a TWS exists for the case when S is small.

For the second case, when S close to 1, we used a simple scaling and we end up

with the standard Airy equation. After that we show that a local TWS also

exists for this case. Unfortunately, self-similar solutions were not found for the

full model (1.9) not even for the two local cases (S is small and S close to 1).

Self-similar solutions did exist for the diffusion-sink model (convection term

dropped) with S close to 1 only. Also, self-similar solutions are found for the

convection-sink model, again only near a saturated region. Finally, we used

the method of characteristics to solve the convection model with sink term.
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4.2 Travelling Wave Solutions for the Full Model

Recall that travelling wave solutions to the green roof model (1.9) take again

the form S(z, t) = S(ζ) where ζ = z − ct. Substituting this expression into

(1.9) yields the ordinary differential equation

d

dζ

(

δD (S)
dS

dζ
+K (S)

)

+ cφ
dS

dζ
− R(S) = 0. (4.1)

Writing g(ζ) = D(S)dS/dζ , the ordinary differntial equation (4.1) can be

written as a first order system

dS

dζ
=

g

D(S)

dg

dζ
=

1

δ

[( −g

D(S)

)

(K ′(S) + cφ) +R(S)

]

, (4.2)

where K ′(S) = dK/dS. We now look for an equilibrium point by setting
g

D(S)
= 0 in (4.2), then we have R(S) = 0 which gives S = S− = ǫ/(

√
1 + ǫ2)

where the value of ǫ is given in [18]. Thus, (Ss, gs) = (S−, 0) is the only

equilibrium point. The Jacobian matrix of the right-hand side of (4.2) near

this equilibrium point is

J(S−,0) =





0 1/D(S−)
1

δ
R′(S−) −1

δ
(K ′(S−) + cφ)/D(S−)



 ,

where R′ = dR/dS. Hence Det J(S−,0) = −1/δ(R′(S−)/D(S−)) < 0 and

Tr J(S−,0) = −1/δ(cφ/D(S−)), which depends on the value of c. Since Det

J < 0, the equilibrium point (S−, 0) is a saddle node.

We can now use a phase plane analysis to study the behaviour of the nonlinear

system (4.2).

The S-nullcline is given by the line g = 0 (the S axis) and S = 1 since

D(S) → ∞ at S = 1, then g/D(S) = 0. The g-nullcline is given by g =

D(S)R(S)/(K ′(S) + cφ). We have a finite value, say S∗, at which the g-

nullcline has an asymptote (g → ±∞ as S → S∗ on nullcline).

The structure of the phase plane is of different types according to the value

of the wave velocity c, with the phase plane taking different forms according
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to whether: S∗ < 0, S∗ = 0, 0 < S∗ < S−, S∗ = S− and S∗ > S−. The wave

velocity c can be written in term of the value S∗ and so we get different forms

of phase plane for different values of c. Let us now consider all the possible

cases of c.

The wave moves up in the first case, with c > 0, while it moves down for the

last three cases.

Case 1: c > 0

Using the approximate functions of D(S), K ′(S) and R(S) when S is close to

0, we have that the local behaviour of g-nullcline near S = 0 takes the form

g ∼ κS−S
5/2

4cφ
, (4.3)

where κ = η/ǫ is a positive constant. From (4.3) we see that g-nullcline → 0

as S → 0+. Similarly, by using the approximate forms of D(S), K ′(S) and

R(S) when S is close to 1, the local behaviour of the g-nullcline is

g → η

cφ
as S → 1, (4.4)

so that on the nullcline g approaches a finite positive value as S → 1.

We look now at the asymptotic behaviour of the system (4.2) (for c 6= 0)

near S = 0 (a nearly dry region) and S = 1 (a nearly saturated region). To

begin, we first use the approximate form of D(S) when S is close to 0, from

(1.12), into the first equation of (4.2), and we obtain

dS

dζ
∼ 4gS−5/2. (4.5)

We assume that the function g(ζ) can be expanded in terms of δ in the form

g(ζ) ∼ g0 + δg1(ζ) + δ2g2(ζ) + ... (4.6)

where g0 is an arbitrary constant. Substituting (4.6) with δ is small into

equation (4.5) gives

S5/2dS

dζ
∼ 4g0. (4.7)
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Integrating (4.7), we obtain

S7/2 ∼ 14g0ζ + ζ0, (4.8)

where ζ0 is a constant of integration. Without loss of generality, we can take

ζ0 = 0. Then equation (4.8) gives a solution valid only for g0 > 0 and ζ > 0

or g0 < 0 and ζ < 0. Solving (4.8) for S, we obtain

S ∼ (14g0ζ)
2/7 . (4.9)

For ζ small, the solution in (4.9) becomes close to zero which gives a region

which is nearly dry. Now, using the approximate forms of D(S), K ′(S) and

R(S) with S close to 0, from (1.12), (1.13) and (1.17) respectively, in the

second equation of (4.2), we obtain

dg

dζ
∼ 1

δ

[(−4g0
S5/2

)

(

(9/8)S7/2 + cφ
)

− ηs−
S

]

(4.10)

∼ −1

δ

(

4cφg0
S5/2

+
ηs−
S

)

∼ −1

δ

(

4cφg0 + ηs−S
3/2

S5/2

)

∼ −4cφg0
δS5/2

as S → 0, (4.11)

where s− ∼ ǫ. Substituting (4.9) into equation (4.11) and solving for g, we

end up with

g ∼
(−cφ(14g0)

2/7

δ

)

ζ2/7 + g0. (4.12)

Using (4.9) in (4.12), we can write the function g in term of S as

g ∼ −cφ

δ
S + g0. (4.13)

From (4.9) and (4.13), solutions go into and come out of g axis at finite values

of g. Also, solutions behave linearly. In this case when c > 0 we see from

equation (4.13) that slope is negative near S = 0.

To study the asymptotic behaviour of the system (4.2) near S = 1, we use

the approximate form of D(S) when S is close to 1, from (1.18), in the first

equation of (4.2), then again use an asymptotic expansion of g(ζ), from (4.6),
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and solve for S to obtain

S ∼ 1− (1/2)g20ζ
2. (4.14)

As ζ → 0, S becomes close to 1 which gives a region which is nearly saturated.

Similarly, using the approximate forms of D(S), K ′(S) and R(S) when S is

close to 1, from (1.18), (1.19) and (1.21), in the second equation of (4.2), we

obtain

dg

dζ
∼ 1

δ

[

−g0
√
2(1− S)1/2

(√
2(1− S)−1/2 + cφ

)

+ η
]

∼ 1

δ

[

−2g0 − g0
√
2(1− S)1/2cφ+ η

]

(4.15)

∼ 1

δ
(−2g0 + η) as S → 1. (4.16)

Then, solving (4.16) for g, we get

g ∼ 1

δ
(−2g0 + η) ζ + g0, (4.17)

and from (4.14) g can be written in term of S

g ∼
√
2

g0δ
(−2g0 + η) (1− S)1/2 + g0. (4.18)

Equation (4.18) indicates that the solutions go into and come out of the line

S = 1 at finite values of g. The phase plane of (4.2) with c > 0 can be now

constructed with the aid of the nullcline curve and the local behaviour of the

g-nullcline given by (4.3) and (4.4), see Figure 4.1.
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S
1

S−
0

g

Figure 4.1: Phase plane for (4.2) with c > 0. The dashed line represents

the nullcline of (4.2). The finite value, S∗ at which the g-nullcline has an

asymptote, lies in the left half plane and is not seen in this case. Solutions

have negative slope at the g axis when S small according to (4.13). Note that

from (4.18) the slopes of the curves sould be infinite at S = 1.

In the above figure, for S < S− there are two trajectories joining S = 0 and

the equilibrium point S = S−. These trajectories correspond to travelling wave

solutions connecting two regions. These regions are a dry region (S = 0) above

a partially saturated region (S = S−) and a partially saturated region above a

dry region. There are also two trajectories which link S = S− and S = 1. These

trajectories represent travelling waves for a saturated region (S = 1) above a

partially saturated region and a partially saturated region above a saturated

region. Trajectories are also exist between S = 0 and S = 1 which represent

travelling waves for a dry region above a saturated region and a saturated

region above a dry region. The phase plane analysis provides an indication

as to how S will change with respect to ζ . The corresponding travelling wave

profiles are shown in Figure 4.2. The plant roots at low levels of saturation

supply water to the soil (where the soil is fully dry). This behaviour could

be physically unacceptable and conservation of mass is violated. These type

of solutions are presented in Figure 4.2 cases (1), (2), (5) and (6). The plant
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roots at high levels of saturation take up water from the soil (where the soil

is fully saturted) and mass can be conserved as shown in Figure 4.2 cases (3),

(4), (5) and (6).

ζ ζ ζ

ζζζ

S S S

SSS

S−

S−S−S−

00 0

000

1 1 1

111

(1) (2) (3)

(4)
(5) (6)

Figure 4.2: Travelling wave solutions for S against ζ as determined from the

trajectories in the previous phase-plane, Figure 4.1.

In addition, there are trajectories connecting S = 0 to S = 0 (dry to dry)

and others connecting S = 1 to S = 1 (saturated to saturated). The former

indicate a partially saturated region moving up between two dry regions (see

left-hand plot of Figure 4.3). This unphysical case has water being supplied to

the soil by the roots in the moist region and conservation of mass is violated

at its end points. The second class of travelling wave has a partially satu-

rated region moving up between two fully saturated regions (see right-hand

sketch of Figure 4.3) and is more physical. Water is taken up by plant roots

everywhere. Mass can be conserved due to the ability for saturated regions to

sustain arbitrary flux.
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ζ
0

S

1

ζ0

S

c

c

Figure 4.3: Local solutions near S = 0 (on the left) and near S = 1 (on the

right) with c > 0. In the left picture, a wet region moves up in otherwise dry

soil. In the right sketch there is space (vapour or air) in the pores within the

bounded region, moving up between two saturated regions.

Case 2: c = 0

For (4.2) when c = 0, the S-nullcline is again given by the line g = 0 and

S = 1 while the g-nullcline is given by g = D(S)R(S)/K ′(S). As in the

previous case, using the approximate forms of D(S), K ′(S) and R(S) near 0,

the local behaviour of the g-nullcline takes the form

g =
−2ηs−
9S2

, (4.19)

and, clearly, this gives that the g-nullcline → −∞ as S → 0+. Similarly, the

local behaviour of the g-nullcline near 1 takes the form

g ∼ η as S → 1. (4.20)

We look now at the local behaviour of the system (4.2) (when c = 0) for a

nearly dry region and for a nearly saturated region. Using a similar argument

to that in Case 1, taking c = 0 in (4.10) we obtain

dg

dζ
∼ −1

δ

ηs−
S

as S → 0. (4.21)
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Again substituting (4.9) into equation (4.21) and solving for g, we obtain

g ∼ − 7

5δ
ηs− (14g0)

−2/7 ζ5/7 + g0, (4.22)

where gc is an arbitrary constant. Using (4.9) in (4.22), we have

g ∼ − ηs−
10δg0

S5/2 + g0. (4.23)

From (4.9) and (4.23), solutions go into and come out of g axis at finite values

of g. Also, they are horizontal at the g axis.

The local behaviour of the system (4.2) (when c = 0) near S = 1, can be

obtained by taking c = 0 in (4.15) which gives the same solutions that got in

equation (4.18). The phase plane of (4.2) when c = 0 is sketched in Figure

4.4.
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S
1

S−
0

g

Figure 4.4: Phase plane of (4.2) with c = 0. Travelling waves exist from S = 0

to S = S−. Travelling waves also exist from S = S− to S = 1. Travelling

waves are also possible from S = 0 to S = 1. Local solutions exist near S = 0

and near S = 1. The dashed line represents the nullcline solution of (4.2) with

c = 0. The finite value, S∗ at which the g-nullcline has an asymptote, lies

at S = 0. Solutions are horizontal at the g axis when S is small according

to (4.23). Note that from (4.18) the slopes of the curves sould be infinite at

S = 1.
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The local behaviour of the solution of (4.2) near S = 0 and near S = 1 and

the general form of the phase plane for the remaining three cases can again

be obtained as for Case 1. We get same sorts of travelling waves as shown

in Figures 4.5, 4.6 and 4.7. Note that for Case 4 on substituting the value of

wave velocity c = −K ′(S∗)/φ in the second equation of (4.2), the g-nullcline

now can be written as S = S∗ = S− or g = D(S)R(S)/(K ′(S)−K ′(S∗)) > 0,

as shown in Figure 4.6.

Case 3: −K ′(S∗)/φ < c < 0

S
1

S−
S∗0

g

Figure 4.5: Phase plane for (4.2) with −K ′(S∗)/φ < c < 0. Travelling wave

solutions are possible between S = 0 and S = S− and also link S = S− and

S = 1. Travelling waves are possible between S = 0 and S = 1. Local solutions

exist near S = 0 and near S = 1. Solutions have positive slope at the g axis

when S is small according to (4.13). The dashed line represents the nullcline

of (4.2). The finite value, S∗ at which the g-nullcline has an asymptote, lies to

the left of S−. Note that from (4.18) the slopes of the curves sould be infinite

at S = 1.
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Case 4: c = −K ′(S∗)/φ

S
1S−

0

g

Figure 4.6: Phase plane for (4.2) with c = −K ′(S∗)/φ. Travelling wave solu-

tions exist between S = 0 and S = S− and also between S = S− and S = 1.

Travelling waves are possible between S = 0 and S = 1. Local solutions exist

near S = 0 and near S = 1. Solutions have positive slope at the g axis when S

is small according to (4.13). The dashed line represents the nullcline of (4.2).

Note that from (4.18) the slopes of the curves sould be infinite at S = 1.
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Case 5: c < −K ′(S∗)/φ

S
1S∗

S−

0

g

Figure 4.7: Phase plane for (4.2) with c < −K ′(S∗)/φ. Travelling wave solu-

tions exist between S = 0 and S = S− and also between S = S− and S = 1.

Travelling waves link S = 0 and S = 1. Local solutions exist near S = 0

and near S = 1. Solutions have positive slope at the g axis when S is small

according to (4.13). The dashed line represents the nullcline of (4.2). The

finite value, S∗ at which the g-nullcline has an asymptote, lies to the right of

S−. Note that from (4.18) the slopes of the curves sould be infinite at S = 1.

In the next two sections, we discuss the local asymptotic behaviour in equation

(4.1) for S small (where the soil region is nearly dry) and for S close to 1 (where

it is nearly saturated).

4.2.1 Case 1: Low Saturation

We use the approximate forms of D(S), K(S) and R(S) when S is small as got

from (1.12), (1.13) and (1.16) respectively. Substituting these into equation
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(4.1), we obtain

d

dζ

(

δ
1

4
S5/2dS

dζ

)

+

(

9

8
S7/2 + cφ

)

dS

dζ
− κ (S − s−) = 0.

For simplicity, define Ψ = S7/2, then
dΨ

dζ
=

7

2
S5/2dS

dζ
. Hence the above equation

becomes

δ

14

d2Ψ

dζ2
+

(

9

8
Ψ + cφ

)

2

7
Ψ−5/7dΨ

dζ
− κ(Ψ2/7 − s−) = 0. (4.24)

We can write equation (4.24) as a first order system. Taking u1(ζ) = Ψ(ζ) and

u2(ζ) = Ψ′(ζ), we have the system

u′
1(ζ) = u2

u′
2(ζ) = −2

7

(

9

8
u1 + cφ

)

u
−5/7
1 u2 + κ(u

2/7
1 − s−), (4.25)

where the prime denotes the derivative with respect to ζ . It is easy to see

that we have only one equilibrium point in this nonlinear system, namely

(us
1, u

s
2) = (s

7/2
− , 0). At this equilibrium point S = u

2/7
1 = s− and no water

enters or leaves roots.

At a general point (u1, u2) the Jacobian matrix of the linearized system is given

by

J =





0 1

−
(

9

98
u
−5/7
1 u2 − cφ

10

49
u2u

−12/7
1

)

+
2

7
κu

−5/7
1 −2

7

(

9

8
u1 + cφ

)

u
−5/7
1



 .

At (us
1, u

s
2) = (s

7/2
− , 0), this becomes

J
(s

7/2
−

,0)
=





0 1
2

7
κs

−5/2
− −2

7
(
9

8
s
7/2
− + cφ)s

−5/2
−





=

[

0 1

a0 −b0

]

,
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where a0 = (2/7)κs
−5/2
− > 0 and b0 = (2/7)((9/8)s

7/2
− + cφ)s

−5/2
− . Thus,

Det J
(s

7/2
−

,0)
= −a0 < 0 and Tr J

(s
7/2
−

,0)
= −b0. This shows that the equilibrium

point (s
7/2
− , 0) is a saddle node because Det J < 0. The u1-nullcline is given

by the line u2 = 0 (the u1 axis) while the u2-nullcline is

u2 = 7u
5/7
1 κ(u

2/7
1 −s−)/2((9/8)u1+cφ). We see that on the u2-nullcline, u2 → 0

as u1 → 0. The u2-nullcline has asymptotes u2 → ±∞ as u1 → u∗
1 where u∗

1 is

some finite value. The phase plane analysis is used to study (4.25) for several

values of the wave velocity c which we come to below. The phase plane takes

different forms according to whether: u∗
1 < 0, u∗

1 = 0, 0 < u∗
1 < us

1, u
∗
1 = us

1

and u∗
1 > us

1, where us
1 is the equilibrium point.

Case 1: c > 0

Using a similar argument to that in the standard case, we can find the asymp-

totic behaviour of the system (4.25) near u1 = 0. Assume now u1 ≪ 1 and

|u2| ≪ 1, then the system (4.25) reduces to

u′
1(ζ) = u2

u′
2(ζ) = −2

7
cφu

−5/7
1 u2 − κs−. (4.26)

Assume that u2 has a finite value i.e u2 ∼ u0, from the first equation in (4.26),

we have

u1 ∼ u0(ζ + ζ0), (4.27)

where ζ0 is a constant of integration. Substituting (4.27) in the second equation

of (4.26) (assuming that u
5/7
1 ≪ |u2|), we obtain

u′
2(ζ) ∼ −2

7
cφu

2/7
0 (ζ + ζ0)

−5/7. (4.28)

Solving (4.28) for u2, we obtain

u2(ζ) ∼ u0 − cφu
2/7
0 (ζ + ζ0)

2/7. (4.29)

Substituting (4.27) into (4.29), we obtain

u2 ∼ u0 − cφu
2/7
1 . (4.30)
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Clearly, equations (4.27) and (4.30) indicate that the solutions go into and

come out of u2 axis at finite values of u2. Equation (4.30) gives a negative

slope if u0 < cφu
2/7
1 where c > 0. The phase plane of (4.25) with c > 0 can be

drawn with the aid of the nullcline curves, see Figure 4.8.

u1

us
1

0

u2

Figure 4.8: Phase plane for (4.25) with c > 0. The finite value, u∗
1, lies in

the left half plane and is not seen in this case. The dashed line represents the

nullcline of (4.25). Solutions at the u2 axis have negative slope according to

(4.30).

Figure 4.8 shows two trajectories joining the saddle point u1 = us
1 and

u1 = 0. These trajectories correspond to travelling waves from u1 = 0 to

u1 = us
1 and from u1 = us

1 to u1 = 0. They connect two regions which

are a dry region above a partially saturated region and a partially saturated

region above a dry region. Also, local travelling waves exist near u1 = 0. The

travelling waves for this limiting case agree with the travelling waves that are

found in Figure 4.1 which join the equilibrium point, S = S−, and S = 0.
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Case 2: c = 0

From (4.25) with c = 0 we have

u′
1(ζ) = u2

u′
2(ζ) = − 9

28
u
2/7
1 u2 + κ(u

2/7
1 − s−). (4.31)

The u1-nullcline is u2 = 0 while the u2-nullcline is given by

u2 = 28κ(u
2/7
1 − s−)/(9u

2/7
1 ). Note that on the u2-nullcline we see that u2 →

−∞ as u1 → 0 and also u2 = 0 at u1 = s
7/2
− . To see the local behaviour near

u1 = 0, we take c = 0 in (4.28), to get u′
2(ζ) = 0, zero slope on u2 axis, which

gives u2= constant. Then from (4.27) solutions go into and come out of u2

axis at finite values of u2, see Figure 4.9.

u1

us
1

0

u2

Figure 4.9: Phase plane for (4.31). Solutions exist between u1 = 0 and u1 = us
1.

The finite value, u∗
1, lies on u1 = 0. Note that solutions are horizontal at the

u2 axis when u1 small. The dashed line represents the nullcline of (4.31). The

travelling waves for this limiting case agree with the travelling waves that are

shown in Figure 4.4.
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Like Case 2, for Cases 3, 4 and 5, the local behaviour of (4.25) near u1 = 0

and the general form of the solution can again be obtained as for Case 1. The

types of the travelling waves are again the same as in Case 1. The results are

shown in Figures 4.10, 4.11 and 4.12. The u2-nullcline for Case 4 is given by

u1 = u∗
1 = us

1 or

u2 = 28u
5/7
1 κ(u

2/7
1 − s−)/9(u1 − us

1) as shown in Figure 4.11.

Case 3: −9u∗
1
/8φ < c < 0

u1

us
1

u∗
10

u2

Figure 4.10: Phase plane for (4.25) with −9u∗
1/8φ < c < 0. Travelling waves

exist from u1 = 0 to u1 = us
1 and from u1 = us

1 to u1 = 0. Also, local travelling

waves exist near u1 = 0. Solutions at the u2 axis have positive slope according

to (4.30). The finite value, u∗
1, is positive but lies to the left of the equilibrium

point us
1. The dashed line represents the nullcline of (4.25). The travelling

waves for this limiting case agree with the travelling waves that are shown in

Figure 4.5.
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Case 4: c = −9u∗
1
/8φ

u1
us
10

u2

Figure 4.11: Phase plane for (4.25) with c = −9u∗
1/8φ. Travelling waves exist

from u1 = 0 to u1 = us
1 and from u1 = us

1 to u1 = 0. Local travelling waves

exist near u1 = 0. Solutions at the u2 axis have positive slope according to

(4.30). The finite value u∗
1 = us

1. The dashed line represents the nullcline of

(4.25). The travelling waves for this limiting case agree with the travelling

waves that are shown in Figure 4.6.
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Case 5: c < −9u∗
1
/8φ

u1

u∗
1

us
1

0

u2

Figure 4.12: Phase plane for (4.25) with c < −9u∗
1/8φ. Travelling waves exist

from u1 = 0 to u1 = us
1 and from u1 = us

1 to u1 = 0. Local travelling waves

exist near u1 = 0. Solutions at the u2 axis have positive slope according to

(4.30). The finite value, u∗
1, lies in the right equilibrium point us

1. The dashed

line represents the nullcline of (4.25). The travelling waves for this limiting

case agree with the travelling waves that are shown in Figure 4.7.

Comparing all these cases for the limiting case with those done for the standard

case, we see that the phase plane analysis for all these cases show the same

qualitative behaviour. The limiting cases reproduce the left-hand portions of

the phase planes for the fuller model.

4.2.2 Case 2: High Saturation

Introducing the approximate forms of D(S), K(S) and R(S) with S close to

1, from (1.18), (1.20) and (1.21) respectively, into equation (4.1), we obtain

d

dζ

(

δ√
2
√
1− S

dS

dζ

)

+ cφ
dS

dζ
− η = 0.
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For simplicity, define Ψ =
√
1− S, then

dΨ

dζ
= − 1/2√

1− S

dS

dζ
. Hence the above

equation reduces to
√
2δ

d2Ψ

dζ2
+ 2cφΨ

dΨ

dζ
+ η = 0. (4.32)

Equation (4.32) can be written as a first order system. Taking u1(ζ) = Ψ(ζ)

and u2(ζ) = Ψ′(ζ), we obtain

u′
1(ζ) = u2

u′
2(ζ) = − 1√

2δ
(2cφu1u2 + η) . (4.33)

Clearly, the u1-nullcline is u2 = 0 while the u2-nullcline is given by u2 =

−η/(2cφu1) and then the u2-nullcline → ±∞ as u1 → 0. Also, the u2-nullcline

→ 0 as u1 → ±∞. Phase planes of (4.33) are sketched in Figures 4.13 and 4.14

for different values of the wave velocity c. Note that physically, we are only

concerned with u1 ≥ 0 (u1 = Ψ =
√
1− S) and u1 < 0 is only included for

mathematical completeness. When c = 0, we can easily solve (4.33) for u1 to

obtain u1 = (−η/(2
√
2δ))ζ2+ c1ζ+ c0 where c1 and c0 are arbitrary constants.

For simplicity, take c1 = c0 = 0, we have u1 → 0 as ζ → 0−. This just gives

the local form of the steady solution near a saturated region.
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u1
0

u2

Figure 4.13: Phase plane for (4.33) with c > 0. The dashed line represents the

nullcline of (4.33).

u1

0

u2

Figure 4.14: Phase plane for (4.33) with c < 0. The dashed line represents the

nullcline of (4.33).
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In Figure 4.13 the trajectories cross the u2 axis at finite values of u2. On

the u2 axis we have u1 = Ψ = 0. From our definition we write S = 1−Ψ2 and

then S = 1 on the u2 axis which gives a saturated region. A similar argument

applies for Figure 4.14.

Integrating now both sides of (4.32) we find that

√
2δ

dΨ

dζ
+ cφΨ2 + (ηζ − c0) = 0, (4.34)

where c0 is a constant of integration which we can take to be zero, without

loss of generality. Equation (4.34) is a Ricatti equation and it can be turned

into the Airy equation (see [3]) with the transformation

Ψ =
P ′

r0P
, (4.35)

where r0 = cφ. Substituting (4.35) into (4.34), we obtain

P ′′ + r0ηζP = 0,

where the prime denotes the derivative with respect to ζ . For simplicity this

equation becomes

P ′′ + r1ζP = 0, (4.36)

where r1 = r0η. To get rid of r1, consider now the scaling of variable

ζ = αζ̃,

with the scaling factor α still undetermined. Substitution of this transforma-

tion into equation (4.36) leads to

1

α2
P ′′ + r1αζ̃P = 0,

where the derivative is now respect to ζ̃ . Multiplying by the factor α2 and

choosing α = −r
−1/3
1 we obtain the reduced equation

P ′′ − ζ̃P = 0. (4.37)

This is the standard Airy equation. There are two linearly independent solu-
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tions of the above equation denoted by Ai(ζ̃) and Bi(ζ̃). The behaviour of

the both solutions is oscillatory as ζ̃ → −∞. Ai(ζ̃) decays exponentially as

ζ̃ → ∞ while Bi(ζ̃) grows exponentially fast as ζ̃ → ∞, for more details see

[5]. The asymptotic behaviour of the solutions for large values of ζ̃ takes the

forms

Ai(ζ̃) ∼
1

2
√
π
ζ̃−1/4e−(2/3)ζ̃3/2 as ζ̃ → ∞,

Bi(ζ̃) ∼
1√
π
ζ̃−1/4e(2/3)ζ̃

3/2

as ζ̃ → ∞.

Then the general solution for equation (4.37) can be written as

P ∼ (−r
1/3
1 ζ)−1/4

(

C1e
−(2/3)(−r

1/3
1

ζ)3/2 + C2e
(2/3)(−r

1/3
1

ζ)3/2
)

for ζ → −∞,

where C1 and C2 constants. Then from equation (4.35) we find that

Ψ ∼ 1

r0
(−r

1/3
1 ζ)1/2r

1/3
1

(

C1e
−(2/3)(−r

1/3
1

ζ)3/2 − C2e
(2/3)(−r

1/3
1

ζ)3/2

C1e−(2/3)(−r
1/3
1

ζ)3/2 + C2e(2/3)(−r
1/3
1

ζ)3/2

)

.

For C2 6= 0, we have

Ψ ∼ − 1

r0
r
1/2
1 (−ζ)1/2 as ζ → −∞.

For C1 6= 0 = C2, we left with

Ψ ∼ 1

r0
r
1/2
1 (−ζ)1/2 as ζ → −∞. (4.38)

Unfortunately, this type of solution does not make sense in this limit. It fails

to satisfy the original assumption, S = 1−Ψ2 with Ψ → 0.

Such solutions in Figures 4.13 and 4.14 that cross the u2 axis at finite values

of u2 are in a good agreement with the asymptotic solutions that are shown in

the standard case when S is close to 1.
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4.3 Self-Similar Solutions for the Diffusion-Sink

Model

We begin again by introducing the similarity variables in the form

S(t, z) = tαΦ(ξ), where ξ = (z − z0)t
β is the similarity variable. (4.39)

Then equation (1.9) with the convective term absent takes the form

φ

(

αΦ+ βξ
dΦ

dξ

)

= t2β+1 d

dξ

(

δD (tαΦ)
dΦ

dξ

)

− t1−αR(tαΦ). (4.40)

There is no similarity solution to equation (4.40) for any values of α and β

with these two functions D (tαΦ) and R (tαΦ) because it is always dependent

on t.

To look for a similarity solutions when S = tαΦ is small, we use the approx-

imate forms of D(tαΦ) and R(tαΦ) from (1.12) and (1.16). Then equation

(4.40) with the new functions becomes

α

(

Φ + βξ
dΦ

dξ

)

= t2β+1 d

dξ

(

δt5α/2Φ5/2dΦ

dξ

)

− t1−ακ(tαΦ− S−), (4.41)

and again equation (4.41) is still dependent on t, so there is still no similarity

solution in this limiting case. The only way to find a self-similar solution is

the limiting case when S is close to 1.

4.3.1 High Saturation

Recall that the variables for S close to 1 take the form

S(t, z) = 1− tαΦ(ξ), ξ = (z − z0)t
β. (4.42)

Then equation (1.9) without the convective term becomes

−φ

(

αΦ+ βξ
dΦ

dξ

)

= −t2β+1 d

dξ

(

δD (1− tαΦ)
dΦ

dξ

)

− t1−αR(1− tαΦ).
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Using the approximate forms of D(1− tαΦ) and R(1− tαΦ) near 1 from (1.18)

and (1.21), this gives

φ

(

αΦ+ βξ
dΦ

dξ

)

= t2β+1−1/2α d

dξ

(

1

2
δΦ−1/2dΦ

dξ

)

+ t1−αη. (4.43)

To eliminate t in (4.43) we must have α = 1 and β = −1

4
, then equation (4.43)

reduces to

δ
d

dξ

(

1

2
Φ−1/2dΦ

dξ

)

− φ

(

Φ− 1

4
ξ
dΦ

dξ

)

+ η = 0.

For simplicity, take Ψ = Φ1/2, then we end up with

δ
d2

dξ2
Ψ− φ

(

Ψ2 − 1

2
ξΨ

dΨ

dξ

)

+ η = 0. (4.44)

In equation (4.44), let u1(ξ) = Ψ(ξ) and u2(ξ) = Ψ′(ξ). We obtain the system

u′
1(ξ) = u2(ξ)

u′
2(ξ) =

1

δ

(

φ(u2
1 −

1

2
ξu1u2)− η

)

.

The system of differential equations has only one equilibrium point which is
(
√

η

φ
, 0

)

. At this point we have from the basic form of the similarity solution,

see (4.42),

S = 1− tu2
1

= 1− t(η/φ), (4.45)

which gives a region which is nearly saturated with t small. From (4.45), we

have
∂S

∂t
= −η

φ
. (4.46)

The saturation decreases at rate η/φ as the plant roots remove water from the

region at rate η.
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The Jacobian matrix of this system can be written as

J =





0 1
1

δ

(

φ(2u1 −
1

2
ξu2)

)

1

δ

(

−1

2
φξu1

)





which near the equilibrium point above gives

J
(
√

η/φ,0)
=





0 1

2A0 −1

2
ξA0





where A0=
φ

δ

√

η

φ
. The linearised system near the equilibrium is then

v′ = v2

v′2 = 2A0v −
1

2
ξA0v2, (4.47)

where v = u1 −
√

η

φ
and v2 = u2. Alternatively, the system (4.47) can be

written as a second order equation

v′′ +
1

2
A0ξv

′ − 2A0v = 0. (4.48)

For simplicity, we can use the following scaling for ξ:

ξ =
2

A0
ξ̃.

By substituting the above into equation (4.48) we obtain

v′′ + ξ̃v′ − 4v = 0. (4.49)

Now, we can use a power series solution to solve this type of differential equa-

tion. So assume there is a solution of the form

v =
∞
∑

n=0

cnξ̃
n. (4.50)
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Then

v′ =
∞
∑

n=1

ncnξ̃
n−1, (4.51)

and

v′′ =

∞
∑

n=2

n(n− 1)cnξ̃
n−2. (4.52)

Substituting (4.50), (4.51) and (4.52) into the differential equation (4.49), we

get
∞
∑

n=0

(n+ 2)(n+ 1)cn+2ξ̃
n + ξ̃

∞
∑

n=1

ncnξ̃
n−1 −

∞
∑

n=0

4cnξ̃
n = 0

∞
∑

n=0

(n + 2)(n+ 1)cn+2ξ̃
n +

∞
∑

n=1

ncnξ̃
n −

∞
∑

n=0

4cnξ̃
n = 0

(2c2 − 4c0) +
∞
∑

n=1

[(n + 2)(n+ 1)cn+2 + (n− 4)cn]ξ̃
n = 0.

Setting the coefficients equal to 0,

n = 0 : 2c2 − 4c0 = 0

n > 0 : (n+ 2)(n+ 1)cn+2 + (n− 4)cn = 0,

and solving gives

n = 0 : c2 = 2c0

n > 0 : cn+2 =
(4− n)cn

(n+ 1)(n+ 2)
.

For even n (n = 2k, k = 1, 2, 3, ...) we have

c2 = 2c0, c4 = (1/3)c0, c6 = 0, c8 = 0, c10 = 0, ...

Then for a simple solution we have

v1(ξ̃) = 1 + 2ξ̃2 +
1

3
ξ̃4.
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For a general solution we can then try

v = v1w. (4.53)

This gives

v′ = (4ξ̃ + (4/3)ξ̃3)w + (1 + 2ξ̃2 + (1/3)ξ̃4)w′

and

v′′ = (4 + 4ξ̃2)w + (8ξ̃ + 8/3ξ̃3)w′ + (1 + 2ξ̃2 + 1/3ξ̃4)w′′.(4.54)

Substituting these expressions into (4.49), and after re-arranging, we find that

w′′

w′
= −

(

ξ̃ +
2(4ξ̃ + (4/3)ξ̃3)

1 + 2ξ̃2 + (1/3)ξ̃4

)

. (4.55)

Then integrating both sides we obtain

w′ = C0e
− ξ̃2

2

(

1 + 2ξ̃2 + (1/3)ξ̃4
)−2

, (4.56)

where C0 is a constant of integration. Integrating again

w = C0

∫ ∞

ξ̃

e−
ξ̃2

2

(

1 + 2ξ̃2 + (1/3)ξ̃4
)−2

dξ̃ + C1, (4.57)

where C1 is another constant of integration. From (4.53), we have

v =
(

1 + 2ξ̃2 + (1/3)ξ̃4
)

[

C0

∫ ∞

ξ̃

e−
ξ̃2

2

(

1 + 2ξ̃2 + (1/3)ξ̃4
)−2

dξ̃ + C1

]

.

(4.58)

For C1 6= 0, from (4.58) we see that the integral term decays exponentially fast

to 0 as ξ̃ → ∞ and then we left with

v ∼ C1

3
ξ̃4 as ξ̃ → ∞. (4.59)

Transforming now from v to S, it then follows from (4.42) that

S = 1− t

(

k

(

(A0/2)

(

z − z0
t1/4

))4

+

√

η

φ

)2

. (4.60)
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Unfortunately, the second term in (4.60) becomes large as t → 0 (ξ̃ → ∞)

which we do not want.

We must then have C1 = 0, then it is clear from (4.58) that the solution

v decays exponentially fast to 0 as ξ̃ → ∞. From (4.42), we can write the

solution S in terms of v:

S = 1− t

(

v +

√

η

φ

)2

, (4.61)

then it follows that

S ∼ 1− t
η

φ
for t → 0. (4.62)

For z > z0, ξ̃ → ∞ as t → 0, equation (4.62) with t small gives a region which

is nearly saturated. The saturation in this region decreases at rate η/φ and the

plant roots remove moisture at rate η. Note that for C0 = C1 = 0 in (4.58),

we have v = 0 which again gives us equation (4.62).

4.4 Self-Similar Solutions for the Convection-Sink

Model

Consider now the equation (1.9) in the absence of the diffusion term and by

introducing the similarity variables from equation (4.39), we get

φ

(

αΦ+ βξ
dΦ

dξ

)

= t2β+1 d

dξ
(K(tαΦ))− t1−αR(tαΦ). (4.63)

Since equation (4.63) depends on t for any values of α and β there are no

similarity solutions. For the local case when S is small, using the approximate

functions of K(tαΦ) and R(tαΦ), from (1.13) and (1.16), in (4.63), we obtain

φ

(

αΦ+ βξ
dΦ

dξ

)

= φt2β+1+(9/2)α d

dξ

(

Φ9/2
)

− κ(tΦ− s−t
1−α). (4.64)

Again equation (4.64) is still dependent on t and so similarity solutions do not

exit for small S = tαΦ. The only way in which such a can solution apply is for

local behaviour when S is close to 1, which we come to now.
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4.4.1 High Saturation

Introducing now the similarity variables as in (4.42) into eqaution (1.9) without

the diffusion term, we obtain

−φ

(

αΦ+ βξ
dΦ

dξ

)

= t2β+1 d

dξ
(K(1− tαΦ))− t1−αR(1− tαΦ). (4.65)

By using the approximate functions K(1 − tαΦ) and R(1 − tαΦ) when S is

close to 1, from (1.19) and (1.21) respectively, equation (4.65) then becomes

φ

(

αΦ+ βξ
dΦ

dξ

)

=
√
2tβ−α/2+1Φ−1/2dΦ

dξ
+ t1−αη. (4.66)

Equation (4.66) is independent on t if the exponents α = 1 and β = −1

2
and

it then reduces to

φ

(

Φ− 1

2
ξ
dΦ

dξ

)

=
√
2Φ−1/2 dΦ

dξ
+ η. (4.67)

Solving (4.67) for dΦ
dξ

gives

dΦ

dξ
=

φΦ− η

(1/2φ)ξ +
√
2Φ−1/2

. (4.68)

There is only one equilibrium solution which is Φ = η/φ, obtained by setting

the right hand side of the equation (4.68) equal to zero. From the basic form

of the similarity solution, (4.42), we have

S = 1− t
η

φ
. (4.69)

As t → 0, the solution on equilibrium approches 1 and then gives a nearly

saturated region. The saturation decreases at rate η/φ as the moisture is

taken up by plant roots at rate η. The nullcline of (4.68) is

ξ =
−2

√
2

φ

(

1√
Φ

)

, (4.70)

and we see from (4.70) that on the nullcline ξ → −∞ as Φ → 0+ and ξ → 0

as Φ → ∞. A phase plane is shown in Figure 4.15.
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ξ

η

φ

Φ

B

A

C

Figure 4.15: Phase plane for (4.68). The dashed line represents the nullcline.

In Figure 4.15, for ξ < 0 and with Φ > ξ−2, solutions tend to the equilib-

rium point or decrease towards the nullcline. With Φ < ξ−2 the solutions fall

to 0 where 0 < Φ < η/φ. Other such solutions grow where Φ > η/φ and can

cross the Φ axis, say at Φ0. For ξ > 0 and Φ > η/φ, we see that from (4.68)
dΦ
dξ

> 0 and then Φ is increasing as ξ → ∞. For ξ > 0 and Φ < η/φ, the

solutions fall to 0 at finite values of ξ.

For such solutions as B − A and B − C where ξ < 0, we have that for z < z0

and t → 0, ξ → −∞ and the solutions are given again by equation (4.69)

which gives a nearly saturated region. These two solutions for S in term of

tΦ, S = 1− tΦ(ξ), are shown in Figure 4.16.
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z

1− tη/φ
B

C

1

S

z

1− tη/φ
B

A

1

S

Figure 4.16: Left: Φ increases, and hence S = 1 − tΦ decreases, following

B − A in Figure 4.15. Right: Φ decreases, and hence S = 1 − tΦ increases,

following C −A in Figure 4.15.

4.4.2 Method of Characteristics for the Convection-Sink

Model

In Chapter 2, we discussed the method of characteristics with initial condition

(2.4) for the nonlinear convection model (2.2). In this section we reintroduced

the sink term R(S) to (2.2), then we have

φ
∂S

∂t
− ∂

∂z
K(S) = −R(S), (4.71)

where R is a nonlinear sink term depending on S alone and which satisfies

R(S−) = 0 for S− =
ǫ√

1 + ǫ2
. Consider now the method of characteristics

for (4.71) subject to step-function initial data (2.4). We can then reduce our

partial differential equation (4.71) to a system of ordinary differential equations

dt

ds
= φ,

dz

ds
= −c(S),

dS

ds
= −R(S), (4.72)

where c(S) is the wave velocity which is given by c(S) = −(1/φ)(d/dS)(K(S)).

Since the right-hand side of (4.71) becomes large and positive, see the approx-

imate form for the sink term when S close to 0 that is shown in Section 1.1, we

consider here only the region where S− ≤ S ≤ 1. Again the form of solution

for our special initial data, (2.4), depends on the relation between Sl and Sr

where S− ≤ Sl ≤ 1, S− ≤ Sr ≤ 1 are both constant. Following a similar
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argument to that in Subsections 2.2.2 and 2.2.3, we can find several cases of

rarefaction waves and shock solutions. Most of these cases have been done but

not included in the thesis, it still need more work with numerical solutions in

each case. Solving now (4.72), we obtain

t = φ

∫ S0

S

1

R(S)
dS, z = −

∫ S0

S

c(S)dS, (4.73)

where S− ≤ Sr < S0 < Sl ≤ 1 for the rarefaction waves or

S− ≤ Sl < S0 < Sr ≤ 1 for the shock cases. For the convection model (2.2),

the characteristics are straight lines (seen from (2.5)). Here, in the convection-

sink model, (4.71), the characteristics are curves according to (4.73) since S in

(4.72) is not constant along the characteristic. Note that in the region where

S = S−, the characteristics for (4.71) are now straight lines because the right-

hand side is zero.

Travelling wave solutions of the full green roof model, (1.9), exist for sev-

eral cases according to the wave velocity c. We found approximate forms

of asymptotic solutions for the two limiting cases (Section 4.2). We showed

that travelling wave solutions exist locally. Local solutions for low and high

saturation fit in with the standard case. Self-similar solutions exist for the

diffusion-sink model with high saturation case only. Also, self-similar solu-

tions were found for the convection-sink model, again for the high saturation

case only. Solutions to the nonlinear convection model with sink term can be

found in an integral form by using the method of characteristics.
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Conclusions and Future Work

5.1 Conclusions

In this thesis, we have studied a green roof model. We first, in Chapter 2, con-

sidered a convection model in the absence of diffusion and sink terms. Next,

in Chapter 3, we reintroduced the diffusion term and discussed a convection-

diffusion model, without the sink term. Finally, in Chapter 4, we considered

the green roof model where all the terms are present. Much of the work in this

thesis concerned travelling wave solutions and self-similar solutions. Particu-

larly, the two limiting cases near a dry region and near a saturated region.

For the convection model we showed that rarefaction waves and shock solutions

exist for several cases. Also, self-similar solutions were found. In particular,

local behaviour near a dry region and near a saturated region were found in

closed forms. The conservative upwind method was used to obtain a numerical

scheme for solving the convection model.

For the nonlinear diffusion model, travelling wave solutions and self-similar

solutions exist. Also, they were found locally. For the convection-diffusion

model we showed that travelling wave solutions exist for several cases accord-

ing to whether the limiting saturations might be zero, one or in between.

Travelling wave solutions for the two limiting cases were found in explicit

forms. Also, self-similar solutions were only found for the two limiting cases

of the convection-diffusion model. Numerical solutions were obtained for the

convection-diffusion model by using a finite difference method.
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For the full green roof model, we showed that travelling wave solutions exist for

several cases according to the wave velocity c. We also showed that travelling

wave solutions exist for the two limiting cases of low and high saturation. Self-

similar solutions were not found. Also, self-similar solutions were not found

even for the two limiting cases. Self-similar solutions for the diffusion-sink

model and the convection-sink model were only found for a region which is

nearly saturated. In addition to that, we reintroduced the sink term to the

convection model, to get a convection-sink model, in Chapter 4 and we showed

that rarefaction waves and shock solutions also exist for several cases similar

to those found in Chapter 2.

When accounting for the uptake of water by plant roots at low levels of sat-

uration, we have generally approximated the take-up law (1.14) by a linear

function, both of which change sign at saturation level S = S−, i.e roots sup-

ply water to the soil for S < S−. Ideally, we would work with the fuller model

(1.14) rather than the linear approximation, however, there is reason to sus-

pect that even (1.14) needs modification. Not only does it become negative

for S < S−, in dry soil roots act as a water source, but this rate becomes, ac-

cording to (1.14), infinitely large as S → 0. In addition, experimental results

are needed to find parameter values that were given in the green roof model.

In particular, L, K0 and D0 play important roles for determining the value of δ.

The analytical results of the nonlinear convection-diffusion model and con-

vection model showed a finite speed. They showed a very good agreement

with numerical results. These results give a good indications of how fast water

gets through a soil layer. The water moves down corresponding to a negative

speed which moves in the direction of gravity.

5.2 Future Work

It would be interesting to consider the self-similar solutions of the two limiting

cases for the diffusion model for other possible cases of different values of α

and β in (3.59) and (3.80). The results may be compared with that values of

α and β that we already used.

Travelling wave solutions for the diffusion-sink model, in the absence of the

convection term, can be studied along with their limiting cases as we have

done for the full green roof model.
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In order to study the stability of the travelling wave solutions, we need to

linearize the partial differential equation about the wave. The spectrum of

the differential operator should provide about the stability of the wave with

respect to the the nonlinear partial differential equation.

Perturbation methods can be used to find approximate solutions to some

ODEs that were derived from the full model, for example see (4.24), (4.34)

and (4.44). They can provide solutions that give a good fit with the analytic

and numeric results that we found for these equations.

It would also be interesting to investigate the steady-state solutions for some

models such as a diffusion model or convection-diffusion model and try to

compare that with other solutions we got.

Numerical solutions can be used for solving some ODEs that were derived from

the full model such as equations (4.2) and (4.25).

We have some travelling wave and self-similar results for the green roof

model and that was only for one space dimension. With more time we may

extend our study to two dimensions. The mathematical analysis for the re-

sulting equation is more complicated and so we leave it for future work.
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