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Abstract

Text classi�cation (TC) concerns automatically assigning a class (category) label to

a text document, and has increasingly many applications, particularly in the domain

of organizing, for browsing in large document collections. It is typically achieved

via machine learning, where a model is built on the basis of a typically large collec-

tion of document features. Feature selection is critical in this process, since there

are typically several thousand potential features (distinct words or terms). In text

classi�cation, feature selection aims to improve the computational e�ciency and

classi�cation accuracy by removing irrelevant and redundant terms (features), while

retaining features (words) that contain su�cient information that help with the

classi�cation task.

This thesis proposes binary particle swarm optimization (BPSO) hybridized with

either K Nearest Neighbour (KNN) or Support Vector Machines (SVM) for feature

selection in Arabic text classi�cation tasks. Comparison between feature selection

approaches is done on the basis of using the selected features in conjunction with

SVM, Decision Trees (C4.5), and Naive Bayes (NB), to classify a hold out test

set. Using publically available Arabic datasets, results show that BPSO/KNN and

BPSO/SVM techniques are promising in this domain. The sets of selected features

(words) are also analyzed to consider the di�erences between the types of features

that BPSO/KNN and BPSO/SVM tend to choose. This leads to speculation con-

cerning the appropriate feature selection strategy, based on the relationship between

the classes in the document categorization task at hand.

The thesis also investigates the use of statistically extracted phrases of length

two as terms in Arabic text classi�cation. In comparison with Bag of Words text

representation, results show that using phrases alone as terms in Arabic TC task

decreases the classi�cation accuracy of Arabic TC classi�ers signi�cantly while com-

bining bag of words and phrase based representations may increase the classi�cation

accuracy of the SVM classi�er slightly.
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Chapter 1

Introduction

1.1 Context

With rapid growth in the availability of text documents in electronic form, auto-

matic text analysis is becoming increasingly important. One task of interest in this

area is text categorization (TC), which is an important technique for organizing and

understanding these data. Text categorization is the task of classifying or labelling

(largely unstructured) natural language documents into one or more pre-de�ned

categories (such as science or sport) based on their content. There are many appli-

cations for TC, largely in the context of searching and/or browsing large collections

of documents [35, 40]. The ability to classify documents supports an increasing

number of applications, including more informative search engine interfaces, and

replacing very time consuming human e�ort in the manual organization of large

collections of text documents. Typically, algorithms from machine learning are used

to automatically classify text documents based on their content.

The basis of text/document processing is to transform a document into a term-

frequency vector [125], but this immediately brings the issue of what terms, and

how many terms to use to represent a document. This general question of feature

selection, (FS) has a great impact in data mining in general and text mining in

particular. FS has been an active research area since the 1970s [35]. In text clas-

si�cation in particular, feature selection aims to improve the classi�cation accuracy

and computational e�ciency by removing irrelevant and redundant terms (features),

while retaining features that contain su�cient information to assist with the classi-

1



�cation task at hand. Typically there are many thousands of words that could be

used as features in TC, so the need for robust FS methods is acute.

Broadly, there are two main approaches to feature selection: �lter and wrapper.

In the wrapper approach, typically a search is performed for an ideal subset of fea-

tures, using the accuracy of classi�ers (given those features) as a guide to evaluating

an individual feature subset. In the �lter approach, a subset of features is selected

using a priori feature scoring metrics e.g. in the text categorization �eld features are

ranked and selected in this way using metrics such as document frequency, informa-

tion gain, mutual information and so forth [35, 40]. Generally, the wrapper approach

is bene�cial since it considers how well a group of features work together, and thus

can implicitly detect and exploit nonlinear interactions among large subsets of fea-

tures; however wrapper approaches are relatively slow. Meanwhile, �lter approaches

always have the danger of missing such interactions between two or more features,

and may often discard features that may be highly relevant to the classi�cation task.

In comparison with the English language, limited work in the text categoriza-

tion �eld has been done for Arabic language. In particular, our aim is to improve

the accuracy of TC for Arabic language texts, for applications such as automated

labelling of news articles, and automated labelling or �ltering of search results. In

this work, we choose a wrapper approach, since we are mostly interested in develop-

ing accurate classi�ers (e.g. to support a tool that post-processes the results from

an Arabic search engine), and in that context it is not critical that the time spent

developing the tool be particularly fast.

We note some basic di�erences between Arabic and English. Arabic has 28

letters and is written from right to left. In contrast with English, Arabic has a

complex morphology that makes developing automatic processing systems for it a

highly challenging task [84]. The basic nature of the language, in the context of

text classi�cation, is similar to English in that we can hope to rely on the frequency

distributions of content terms to underpin the development of automatic text cat-

egorization. However, the large degree of inections, word gender, and pluralities

(Arabic has forms for singular, dual, and plural), means the pre-processing (e.g.

stemming) stage is more complex than in the English case.
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In general, most of the work done in the area of Arabic TC uses �lter approaches

such as chi-square and information gain for feature selection. Several studies have

been reported, however this area is at an early stage. For example, although publicly

available datasets exist, it is rare for any such dataset to be used in more than one

work, so it is not yet possible to draw clear conclusions. The review of the work in

the area of Arabic TC has shown that selection of good feature subsets (i.e. subsets

that lead to good accuracy in text categorization of Arabic documents) could be

well-served by investigating a wrapper feature selection approach.

In the area of Arabic text classi�cation, [99] proposed a wrapper approach in

which feature selection was performed with Binary PSO, in conjunction with Radial

Basis Function (RBF) Networks. The proposed technique has been found to achieve

well. Since this thesis concentrates on the feature selection issue, and state of the

art machine learning, we investigated whether combinations of Binary PSO and

machine learning techniques, especially K Nearest Neighbour (KNN) and Support

Vector Machine (SVM) classi�ers, could have a useful role in this task.

The explorations of this thesis included standard term based TC (Bag of Words),

and we also investigated phrase based and combined term and phrase based ap-

proaches. We were also interested in understanding what lies behind the di�erent

performance of di�erent approaches. This has very rarely been attempted in text

classi�cation research. Hence we also analyzed the speci�c sets of terms and/or

phrases that were selected as features across many experiments.

1.2 Thesis Contributions

The main contributions of this thesis are as follows:

� Demonstrate successful document classi�cation in the context of Arabic doc-

uments. We o�er the used datasets to enable other researchers to compare

directly with obtained results (although previous work has demonstrated text

classi�cation in Arabic, the datasets used and the experimental setup have

not been revealed). Our datasets are available with full annotation (i.e. so
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that other researchers can use precisely the same training and test splits) here:

[112, 143].

� Demonstrate a combination of Binary Particle Swarm Optimization and K

nearest neighbour that performs well in selecting good sets of features for the

Arabic TC task (Section 4.3). In comparison with previous work shown in

(Section 2.18.2), BPSO/KNN based FS technique for Arabic TC has shown

better classi�cation accuracy than many other published methods for partic-

ular datasets.

� We also demonstrate that using a combination of Binary Particle Swarm Op-

timization hybridized with Support Vector Machine for feature selection in

Arabic document categorization task leads to better or similar classi�cation

accuracy in contrast with BPSO/KNN approach (Section 5.2) (Section 5.3).

� On the basis of selected features, we contribute comparative results that

demonstrate the relative performance of a range of classi�er methods (e.g.

SVM, C4.5, and Naive Bayes) to classify a hold test set.

� We investigate the use of statistical phrases instead of single words for Ara-

bic text representation. Although phrases have a richer meaning than single

words, for Arabic TC, results show that using phrases alone for representing

text documents decreased the classi�cation accuracy of TC classi�ers while

using a combination of BOW and phrase based document representation leads

to improved performance on certain datasets (Section 6.2) (Section 6.4).

� We also present results that show the e�ect of using Arabic light stemming and

normalizing some Arabic letters in the pre-processing of Arabic documents on

the classi�cation accuracy of the used classi�ers for Arabic TC using our FS

techniques (Section 4.4) (Section 5.4).

1.3 Theoretical Aspects

The work described in this thesis is about using sophisticated optimization algo-

rithm and sophisticated machine learning algorithms to solve a complex machine

learning problem. BPSO with a machine learning algorithm is proposed as a feature

selection approach for Arabic text classi�cation problem. Binary PSO algorithm is
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used to explore the feature space, and generate sets of features (candidate solutions

to the given optimization problem) to �nd an optimal set of features ( a set of Arabic

terms to be used for text representation in Arabic TC task) while a machine learning

algorithm (e.g. SVM) is used to evaluate the goodness of candidate solutions.

There is a body of literature of theoretical work on the topics that appear in this

thesis. This includes the theory of convergence of PSO algorithms, and about how

to set the parameters for PSO algorithms [56,59,144, 145]. There is also a theoretical

study of generalisation in machine learning. For example, support vector machines

are the result of a theoretical approach to develop an algorithm that has excellent

generalisation properties [42, 45].

In this thesis, we bene�t from both the theoretical and empirical advances of

others, by using appropriate standard settings for a range of parameters in the opti-

misation algorithms, and also by making much use of SVMs, which provide the most

theoretically well-grounded optimisation algorithm. However, in common with the

great majority of work that attempts to solve real-world problems, the complexity

of the real-world problems e�ectively prevents us from making signi�cant advances

in theoretical aspects in this thesis. Instead, the accumulated results of our experi-

ments provide additional insights that can be used in future theoretical work.

However, in section (5.3), we do provide extra analyses of our results which

are designed to support future theoretical work, speci�cally in the area of trying to

understand which type of BPSO and machine-learning combination will be most ap-

propriate for a given document classi�cation task. Our �ndings, as later described,

are the basis of future work that might be able to predict suitable algorithm con�g-

urations from careful statistical analyses of the dataset using text-based metrics.

1.4 Thesis structure

The thesis is organized as follows: Chapter 2 presents a background needed to

develop an e�cient Arabic TC system, such as the concept of text mining in general

and text categorization in particular, and techniques used to transform text docu-
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ments into a form that is suitable for automatic processing. In addition, it describes

the well-known machine learning classi�ers for text classi�cation. It also discusses

the types of feature selection techniques and their importance in data mining. Fur-

thermore, it introduces the Particle Swarm Optimization algorithm, its variants, and

its successful applications. This chapter ends with reviewing of the related work in

the Arabic TC area.

Chapter 3 describes the three Arabic datasets used in this thesis with their

precise partitions into (training/test) portions. It also shows the steps of converting

Arabic documents into a vector of attributes such as extracting distinct features and

building the TF.IDF attribute vector.

Chapter 4 explains in detail the proposed feature selection method BPSO/KNN.

It describes the pseudo code of the binary particle swarm optimization algorithm and

k nearest neighbour algorithm. It shows how the suitable parameters of BPSO/KNN

were set experimentally. It also reports the results of evaluating the sets of features

selected by the BPSO/KNN technique on holdout test sets with SVM, Nave Bayes

and J48 classi�ers. It also revealed the results of comparing BPSO/KNN in two

cases, without and with, including normalization and light stemming to the Arabic

documents pre-processing stage.

Chapter 5 presents the second proposed feature selection method which is

BPSO/SVM. It shows the results of evaluating the subsets of features selected by

this method on holdout test sets in conjunction with SVM, Nave Bayes and J48

classi�ers. It also compares the two proposed FS methods by analysing the sets of

features selected by each FS method.

Chapter 6 is concerned with investigating the usefulness of using phrases in-

stead of single words for representing text documents in Arabic TC. In terms of

classi�cation accuracy, this chapter also presents the results of BPSO/KNN and

BPSO/SVM with a combination of single words and phrases for text representation.

Chapter 7 concludes the work of this thesis. It presents a summary of each

chapter and the main �ndings. It also suggests some ideas for future work.
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Chapter 2

Background

This chapter presents the key concepts related to this thesis including text mining

in general and text classi�cation and its applications in particular. It also illustrates

the main parts of text classi�cation such as text pre-processing, feature selection

and the most common machine learning algorithms used for text classi�cation. It

also introduces particle Swarm optimization algorithm, its variants and successful

applications to solve optimization problems related to a wide range of areas. This

chapter also covers the related work in Arabic text classi�cation �eld.

2.1 Text mining

Nowadays, text is the most common and convenient way for information exchange.

The importance of this way has led many researchers to �nd out suitable methods

to analyze natural language texts to extract useful information. Text mining can

be de�ned as the process of detecting meaningful and interesting linguistic patterns

from natural language texts [1, 24].

In general, data mining is an automatic process of discovering useful and in-

formative patterns in a large amount of data. In comparison with data stored in

structured format (databases), information stored in text �les is unstructured and

di�cult to deal with. To deal with such data, a pre-processing is required to trans-

form textual data into a suitable format for automatic processing [1, 2].

In data mining, information or potentially useful patterns are usually hidden and

unknown, so automatic techniques are required in order to facilitate the extraction
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of these data. In text mining, the information is clear in the texts but the problem

is that this information is not represented in a way suitable for processing by a

computer. The Text mining �eld aims to represent data stored in texts in a form

suitable for automatic processing [1, 2]. Text mining can be de�ned as applying

algorithms and methods from machine learning and statistics to natural language

texts to extract nontrivial information for further use [1]. Research in the text min-

ing area involves dealing with problems such as text representation, information

retrieval, text summarization, document clustering and text classi�cation. In all

these problems, data mining techniques and statistics are applied to process text

data [1, 2].

Text representation is concerned with the problem of how to represent text data

in appropriate format for automatic processing. In general, documents can be rep-

resented in two ways, as a bag of words where the context and the word order are

neglected and the other one is to �nd common phrases in text and deal with them

as single terms [2].

In information retrieval, the information needed to be retrieved is represented

as query and the task of the information retrieval systems is to �nd and return

documents that contain the most relevant information to the given query. In order

to achieve this purpose, text mining techniques are used to analyse text data and

make a comparison between the extracted information and the given queries to �nd

out documents that include answers [1, 2].

The idea of text summarization is an automatic detection of the most important

phrases in a given text document and to create a condensed version of the input

text for human use [2]. Text summarization can be done for a single document or a

document collection (multi-document summarization). Most approaches in this area

focus on extracting informative sentences from texts and building summaries based

on the extracted information. Recently, many approaches have been tried to create

summaries based on semantic information extracted from given text documents [1,

2].

Text classi�cation is the assignment of text documents into one or more pre-
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de�ned categories based on their content [2, 5]. It is a supervised learning problem

where the categories are known in advance [2]. For the text classi�cation problem,

many machine learning techniques including decision trees, K-nearest neighbour,

SVM support vector machines and Naive Bayes algorithm have been used to build

text classi�cation models.

Document clustering is a machine learning technique that is used to identify the

similarity between text documents based on their content. Unlike text classi�cation,

document clustering is an unsupervised method in which there are no pre-de�ned

categories. The idea of document clustering is to create links between similar doc-

uments in a document collection to allow them to be retrieved together [1, 2, 3].

2.2 Text Classi�cation

Due to the rapid growth of natural language text documents available in electronic

form, automatic text classi�cation becomes an important technology that is used to

handle the task of organizing this data. Text classi�cation or topic spotting is the

task of assigning natural language texts into one or more pre-de�ned categories based

on their content [2, 5]. It can be considered as a natural language problem that aims

to decrease the need of manually organizing the large collections of text documents.

Before using the machine learning approach for text classi�cation problem, the most

common approach for text classi�cation task was (KE) knowledge engineering. KE

is based on manually de�ning a set of rules that encodes expert knowledge to specify

how to classify text documents based on given categories [5]. Since the early 90s,

machine learning techniques have become the most common approach for the text

classi�cation problem. Machine learning for text classi�cation problem is de�ned as

a general inductive process that builds a text classi�er by learning the features of

the text categories from a set of pre-classi�ed text documents. In contrast with a

knowledge engineering approach, machine learning classi�er for Text Classi�cation

task is built automatically and does not need manual de�nition by domain experts

[5]. Figure 2.1 illustrates the general steps of the TC process.

The main three stages of text classi�cation are text pre-processing, features
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Figure 2.1: Text Classi�cation process

selection and then building the classi�cation model on training data to be ready for

evaluation on test data. In the pre-processing, a tokenization process is performed in

order to remove non-informative words such as punctuation marks and digits. Also,

words that occur frequently and do not bear information (e.g. stop words and rare

words) that helps in discrimination between text categories are often discarded. A

set of the most informative words is kept and then used to represent text document

as vectors of features. The second step is feature selection. Particularly in text

classi�cation, the goal of feature selection is to improve the classi�cation accuracy

and computational e�ciency by discarding irrelevant and noisy terms (features) that

do not have enough information to assist with text classi�cation. The last stage is

to build a classi�cation model on training data using the best subset of features
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selected by the feature selection and then evaluating its performance on a separate

test data.

2.3 Types of Text Classi�cation

� Flat and hierarchal Text Classi�cation: Generally, text classi�cation

can be divided into two types, at classi�cation and hierarchal classi�cation.

In the at classi�cation, the sub-titles are not considered. When the number

of documents in the category is very large, the search through such category

becomes di�cult and the classi�cation accuracy of the text classi�cation sys-

tem which uses this data will be a�ected. This problem leads to using what is

called the hieratical classi�cation where the relationship between documents

can be used by dividing each main class in the at classi�cation into sub-

categories e.g. the Science category can be split into sub-categories such as

Computer, Chemistry, Physics, etc [3].

� Single-label and multi-label Text Classi�cation: Single-label in text

classi�cation is the process of assigning a document dj in a given dataset into

only one of pre-de�ned categories while in multi-label task, a document dj can

be assigned to zero, one or more than one category [3, 6]. Choosing between

single-label and multi-label depends on whether the application is a single-

label or multi-label text classi�cation problem [6].

� Soft and hard Text Classi�cation: Deciding whether a speci�c document

dj belongs to a class Ci or not, is called a hard classi�cation decision or a

binary decision. Another type of decision is called soft decision. In this case, a

numeric score in a speci�c range is used to measure the degree of the classi�ers

con�dence that a document dj belongs to a class Ci [6].

2.4 Applications of Text Classi�cation

The text Classi�cation approach has been found highly bene�cial for many applica-

tions. Among these applications are:

� Web page Classi�cation: The number of web-pages available on the World

Wide Web is growing rapidly. The task of searching for speci�c information
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without organizing web pages is di�cult [22]. It is obvious that performing web

page classi�cation manually is unfeasible. So, the need for e�cient automatic

web-page classi�cation systems is increased. For automatic web classi�cation,

TC techniques have been utilized for classifying web pages under hierarchal

categories to facilitate the web navigation [5]. When web pages are organized

in this way, it is easier and faster for a web search engine to start navigating

the hierarchy of categories and then limiting its search in the category that

contains the required information [5].

� Word Sense Disambiguation: Word sense disambiguation (WSD) is the

process of �nding the correct meaning (sense) of a word in a giving context [5,

17]. WSD is essential for many tasks related to natural language processing

such as query based information retrieval, machine translation, and informa-

tion extraction [5, 17]. Text classi�cation techniques have been applied suc-

cessfully to the WSD problem where ML classi�ers can be constructed from

semantically annotated corpora, and then used to select which word sense is

appropriate for a given context [17, 18].

� Text �ltering: Text �ltering is the process of classifying incoming text doc-

uments into separate categories based on the users interest. Text �ltering can

be seen as a single label text classi�cation task [5]. An example of text �lter-

ing is the e-mail spam �ltering system. Anti-spam email �lter based on the

machine learning algorithm can automatically learn from previously received

emails on how to distinguish between spam and non-spam messages [20].

2.5 Text pre-processing

Document pre-processing is an essential step in text mining. The aim of the pre-

processing stage is to transform text documents into a suitable format for automatic

processing [7,24, 25]. The most common steps for text pre-processing are:

� Tokenization: Documents are tokenized by removing punctuation marks,

digits and numbers. The remaining character strings are considered as terms

or tokens [1, 24].

� Stop words removal: Words such as prepositions and articles that occur
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frequently and do not help in discrimination between classes are called stop

words or function words [7, 24]. These words are usually removed using a

stop words list. Stop words are language dependent e. g. English stop words

include the, other, or, in, there, etc [7, 21].

� Stemming: Stemming is the process of reducing words to their stem or root

form where morphological information is used to match di�erent variants of

words [7, 21]. For example, the words read, reading and reader can be reduced

to their root read. In general, stemming is an important step in natural lan-

guage processing, text mining and information retrieval related applications

[27,28, 29]. In the text classi�cation problem, stemming could be used as a

dimension reduction technique to deal with high dimension feature space prob-

lem to enhance the accuracy of text classi�cation systems. There is a kind of

stemmer called a light stemmer. This stemmer does not a�ect the semantics

of words. It removes some pre�xes and su�xes. For the Arabic language, light

stemmer strips o� some pre�xes and su�xes of Arabic words [27, 28].

For Arabic TC task, [26,27, 28] used light stemming as a feature selection

method and found that light stemming works well as a feature selection tech-

nique for Arabic TC.

In this work, light stemmer (light10) was used. This stemmer was developed

by [29]. It has been widely used in applications related to Arabic text process-

ing and Arabic information retrieval applications, and has been included in

Apache Lucene open source project [30]. Apache Lucene is a full-featured text

search engine library written in Java. Java libraries for Arabic normalization

and stemming in Apache Lucene are available at [31, 32]. Normalization and

stemming operations were added to the text pre-processing steps. Normaliza-

tion is performed according to the following steps [29]:

{ Replace Alef "

@ , @ " and "

�
@ " with " @ ".

{ Replace Yeh "ø
 " with "ø".

{ Replace "
�è " with " è".
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{ Remove Arabic diacritics and stretching character (Tatweel).

Arabic Light stemmer (light10) does not a�ect the meaning of words. It only

removes the conjunction "Wa" " "ð" , some pre�xes like:

(ÉË , ÈA 	̄ , ÈA¿ , ÈAK. , È@ð , È@ , H. , È , ¼ , 	¬)

and some su�xes such as:

( è , �è , @ , �éK
 , éK
 , 	à@ , 	áK
 , @ð , 	àð , Aë) [31].

� Rare words removal: Usually, the number of distinct terms after removing

stop-words and stemming is still large, and most of the distinct terms appear

rarely [7, 21]. Low frequency words are not helpful in discrimination between

text documents because it is hard for text classi�cation models to learn such

terms [7]. It is found bene�cial to remove words with frequency less than a

pre-de�ned threshold e.g. two or three times [7].

[8, 9] studied the e�ect of rare words removal, stop words removal and stem-

ming on the text classi�cation task. They found that stop words removal is

an important step. It eliminates the terms that could a�ect the classi�ca-

tion accuracy signi�cantly. They also showed that stemming may decrease

the classi�cation accuracy slightly. Reference [8] also reported that rare words

removal has almost no impact on the classi�cation accuracy. However, both

conclude that stop words removal and stemming may lead to a great reduction

of the feature space dimension.

2.6 Text representation

After extracting the distinct words for text documents in the pre-processing stage,

the next step is to represent the selected features in a suitable format for automatic

processing. The most common for document representation in the TC task is called

BOW bag of words. Also, there is another approach based on phrases that can also

be used for representing text documents [10, 12].
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2.6.1 Bag of words representation

Bag of words or also known as Vector space Model is the most popular and sim-

plest way of text representation [8,4]. Term or feature in BOW representation is

a single word. Each text document is represented as a vector of weights dj =<

w1j; w2j; w3j; :::; wNj > where N denotes the number of distinct features (terms) in

the document collection [4].

2.6.2 Phrase based representation

Most text representation used in text mining, information retrieval and related ap-

plications is the bag of words approach (BOW). A number of researchers have tried

to use phrases instead of or as well as single words as features to represent text

documents [10, 11]. In general, two di�erent types of phrases have been proposed

and investigated:

� Syntactic phrase: Syntactical phrases such as noun phrases and verb phrases

can be obtained from text documents based on syntactical rules [10, 12].

� Statistical phrase: After eliminating stop-words, statistical phrase is a se-

quence of n words occurring consequently in the context [10, 11].

The advantage of using phrases for text representation is that phrases have

larger meanings than single words [11, 12]. In terms of classi�cation accuracy,

most of the work done using di�erent forms of phrases for text representation

did not show better or encouraging results in comparison with single word

representation [10,11, 16].

Some authors have investigated the e�ect of using phrases to represent text

documents for text classi�cation task. For instance, in [10], after stop words

removal, a statistical phrase was de�ned as stemmed and alphabetically or-

dered a sequence of n words. Statistical phrases of di�erent lengths of n-

grams were extracted. Unigrams and bigrams were used to represent text

documents. Also, di�erent �lter approaches were used as features selection

techniques. Moreover, the Racchio algorithm was used as a text classi�cation

model. Experimental results on the Reuters-21578 benchmark show that using

statistically extracted unigrams and bigrams as features did not yield better
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results than using single word representation.

In [11], based on the notation of aboutness used in the information retrieval

�eld, a dependency model was used to capture dependency triples to be used as

features in text classi�cation. Dependency triples represent syntactic phrases

and dependency graphs represent the structure of sentences. SVM and Win-

now were used as text classi�ers. The results show that combining such triples

with bag of words representation leads to signi�cant improvement of document

classi�cation accuracy.

The authors in [12] investigated the usefulness of using multi words for text

representation in text classi�cation problem. Based on syntactic rules, an

algorithm was used to extract the repetition patterns of two sentences and

then, regular expression was employed to extract noun phrases to be used

for representing text documents. In addition, two di�erent strategies based

on extracted multi words were used. Also, information gain was applied as

a feature selection method and SVM was used as a text classi�er. A series

of experiments was done to classify the Reuters-21578 documents using the

proposed method. In comparison with single word representation, the results

show that using multi words for text representation did not yield better clas-

si�cation accuracy.

Also, [14] used BOW and phrases for text representation for classifying text

documents. In comparison with using BOW representation, using both BOW

and phrases for text representation did not show signi�cant improvement in

terms of classi�cation accuracy.

In [15], WordStat tools and SAS Enterprise Miner were used to extract single

key words and phrases from two datasets formed randomly from 20Newsgroup

and OHSUMED datasets. Decision trees, Neural Networks and Memory Based

Reasoning classi�ers were used as classi�cation models. Also, three text rep-

resentations include keywords, phrases and both keywords and phrases were

tested. Experimental results show that using phrases alone or keywords and
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phrases together for text representation improves the classi�cation accuracy.

For Arabic language text classi�cation, [85] used unigram and bigram together

in term indexing for classifying Arabic documents and compared the obtained

results with unigram indexing only (BOW). KNN was used as a text classi�er.

The average accuracy using single term indexing (BOW) is 0.668 while the

average accuracy using both unigram and bigram is 0.735. The results show

that combining unigram and bigram for term indexing is better than using

BOW alone.

2.7 Term Weighting

In the text classi�cation problem, terms that appear in documents are represented

to machine learning classi�ers as real-numbered vectors of weights. The most com-

monly used methods are Term Frequency (TF) and Term Frequency Inverse Docu-

ment Frequency TF.IDF [4, 8].

� Boolean weighting: Boolean weighting is the simplest way for weighting

the terms. If a term ti occurs in a document dj at least once then its weight

is 1 otherwise 0 [4, 8].

� Term Frequency TF: In term frequency weighting scheme, the weight of a

term ti in the feature space is the number of times that the term appears in a

speci�c document dj [4, 8].

� Term Frequency Inverse Document Frequency TF.IDF: TFIDF can

be considered as a statistical weighting scheme. It is a common method used

in the text classi�cation problems and related applications such as information

retrieval. It is a simple and e�ective method for weighting the terms in text

documents for classi�cation purposes [8,19, 24].

Document frequency of a term DF (ti) is the number of text documents in the

corpus in which ti occurs at least once and the inverse document frequency

IDF of the term ti can be calculated as follows [8]:

IDF (ti) = log
D

DF (ti)
(2.1)
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Where, D is the total number of documents in the dataset. The weight of

term ti in a document dj using TF:IDF is de�ned as:

TF:IDF (ti; dj) = TF (ti; dj) � IDF (ti) (2.2)

2.8 Dimensionality Reduction

The term "curse of dimensionality" was proposed by Richard E. Bellman in 1961. It

refers to the problem of data with high dimension feature space [133]. Since many

pattern recognition and classi�cation techniques are not able to cope with problems

with high dimension of features. Researchers have developed many dimension re-

duction techniques that aim to reduce the dimension of feature space by eliminating

noisy, irrelevant, and non-informative data while retaining relevant and informative

ones [40, 133]. Generally, dimension reduction approaches are classi�ed into two

classes: feature extraction and feature selection.

In feature extraction approach, the original set of feature is transformed into a

lower feature space using liner transformation techniques such as principle compo-

nent analysis (PCA), liner discriminant analysis (LDA) and latent semantic indexing

(LSI) [132, 133]. PCA uses subspace projection approach to �nd basis vectors that

best minimize the mean square error [133, 135, 136]. The basic idea of LDA is to

search for a linear function of data vectors that well di�erentiate between classes

[133, 137]. Latent semantic indexing (LSI) was originally developed by [138] as term

indexing approach for information retrieval. Using Singular Value Decomposition

(SVD), the original high feature space can be transformed into a lower semantic

feature space. In this sense, truncated SVD is used to capture highly associative

patterns (word-text associations) in the data, and discards noisy patterns [138, 139].

LSI has been successfully applied to TC problem [139, 140, 141].

In contrast with feature extraction, without transforming the feature space, fea-

ture subset selection (FSS) or feature selection (FS) is the process of selecting a

subset of the original set of features [40, 133]. In this work, FS has been adopted for

Arabic text classi�cation problem. We will discuss FS in more details separately.
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2.9 Feature Selection

Feature selection has a great impact in data mining in general and text mining in

particular [34]. FS is a basic problem in pattern recognition and classi�cation as

most existing learning algorithms are not designed to deal with high dimension of

feature space. It has been an active research area since the 1970s [35]. In the text

classi�cation problem, feature selection aims to improve the classi�cation accuracy

and computational e�ciency of pattern recognition and classi�cation techniques (e.g.

Text classi�cation models) by removing irrelevant and redundant terms (features)

from the corpus. It is also used to select features that contain su�cient information

about the text dataset.

FS has two wider approaches: wrapper and �lter. In the wrapper approach, a

subset of the features is selected depending on the accuracy of the classi�ers while

in the �lter approach, a subset of features is selected or �ltered using feature scoring

metric [33,34,38, 40].

Figure 2.2 shows the relation between the dimension of data and the accuracy

of the classi�er [133]. Practically, after exceeding a speci�c number of features, the

performance of the classi�cation or recognition model will decrease gradually.

Figure 2.2: Relation between the dimension of feature space and the performance

of the classi�cation model [133]

Feature selection has several objectives in the area of pattern recognition, data

mining and machine learning. Some of these objectives include [40, 133]:

� To help in building fast and accurate pattern recognition and classi�cation
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models by discarding noisy and redundant features.

� Remove unwanted features leads to lessening the run-time and reduce required

storage media.

� In case of feature extraction, transformation and projection may lead to loss

of properties of features. In contrast, Feature selection does not a�ect the

original features set, using feature selection makes the process of extracting

interpretable and meaningful rules from the data possible.

� Enhance the generalization ability of pattern recognition and classi�cation

models.

2.9.1 Feature selection process

Feature selection process requires two main steps: search strategy and objective

function [133]:

� Search strategy

The aim of this step is to generate subsets of features for evaluation by an

objective (evaluation) function. The behaviour of the search process usually

depends on the initial start point of the search. There are three ways to start

the search through feature space: forward selection, backward elimination,

and random selection. In forward selection, the search begins with a set with

zero features and then, features are added gradually based on their goodness.

In backward elimination, the search starts with a set that contains all fea-

tures then, unwanted features are eliminated. The search could also start

by selecting subsets of features randomly. In the random search, the best

subset of features is selected based on an evaluation (�tness) function [132,

133, 134]. In common, search strategies in feature selection �eld are broadly

categorised into three main classes: random, complete, and sequential. In se-

quential search, features are eliminated or added in sequential way. Examples

of sequential search approaches are forward selection, backward elimination

and, bidirectional search [132,133, 134]. In the complete search strategy, all

possible subsets of features are generated and evaluated to �nd the best one

(e.g. beam search). The random search strategy arbitrarily generates sub-

sets of features and evaluates them to determine the best subset among them.
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Examples of random search techniques are random-start-hill-climbing, genetic

algorithms, Ant Colony Optimisation algorithm, and PSO algorithm [132,133,

134].

� Objective function

In FS process, an Objective function is used to measure the goodness of subsets

of features generated by a search algorithm. There are two types of objective

functions: �lters and wrappers. In �lter approach, statistical methods such

as chi-square, information gain are used to select top ranked features from a

given dataset and remove low ranked ones. In wrapper approach, classi�cation

models are applied to measure the quality of candidate subset of features. In

this way, features with best classi�cation accuracy (measured by the used

classi�er) are chosen for data representation [133, 134].

2.9.2 Filter approach

In the �lter approach, a subset of features is selected using feature scoring metrics.

Only features with high scores are retained while features with low scores are consid-

ered as irrelevant features, so they are discarded [40]. The �lter approach is widely

used in the text classi�cation �eld where features are chosen by scoring matrices

like document frequency DF, information gain IG, mutual information, chi square

CHI, correlation coe�cient and term strength TS [34,36, 37]. Figure 2.3 describes

the �lter approach. It can be seen that the feature subset selection process is per-

formed �rst; then the selected subset of features is used to evaluate the classi�cation

model. In this case, feature subset selection is done separately and it does not have

an interaction with classi�cation models [39, 40].

Figure 2.3: The �lter approach model [39]

Filter approaches are computationally fast, simple and have the ability to deal

with high dimension feature space [40]. The drawback of the �lter approach is that it

does not assess the e�ect of selected features on the performance of the classi�cation
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model [39, 40].

� Document Frequency (DF): DF threshold is a simple with low cost in

computation feature selection method. The idea is that low frequency words

are not helpful or irrelevant for class prediction. For each distinct (word)

feature in the document frequency method, its DF is the number of documents

in which the feature happens with a threshold. In other words, the value of

a speci�c feature is the number of documents containing that feature. Then,

removing from the feature space all terms which their document frequencies

are less than a pre-de�ned threshold. DF is de�ned as [35, 36]:

DF =
mX
i=1

(Ai) (2.3)

� Information Gain (IG): Information gain method is frequently employed.

Usually, the information gain for each term is computed and the terms with

IG less than a pre-determined threshold are removed [33]. In the IG method,

the goodness measure of a term for class prediction can be estimated by the

presence or absence of that term in a document. Let C be a set of classes in a

training dataset, the information gain of a term (t) can be estimated as [33]:

IG(t) = �
mX
i=1

P (Ci) logP (Ci)

+ p(t)
mX
i=1

P (Cijt) logP (Cijt) + p(:t)
mX
i=1

P (Cij:t) logP (Cij:t) (2.4)

Where P (ci) is the probability documents in the dataset belong to a class (ci);

P (t) and P (:t) are the probability that a term (t) is in the documents of the

dataset or not; and P (cij:t) is the probability that documents in the class (ci)

contain a term (t). m is the number of features [33].

� Mutual Information (MI): Mutual information is a method used in sta-

tistical language modelling of word association. It determines the mutual

dependency between a term t and a class c [33, 36]. Using the two way con-

tingency table, suppose we have a term t and a document class c, A denotes

the number of times that t appears in c, B denotes the number of times that
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t happens in all classes except c, C denotes the number of times c happens

without t, and N is the total number of text documents, then MI is determined

as [36]:

MI(t; c) = log
P (t; c)

2p(t)p(c)
(2.5)

MI(t; c) = log
A�N

(A+ C)� (A+B)
(2.6)

� Chi square Statistic (CHI): Chi square method is used to determine the

degree of dependency between a term t and a document class c. Base on the

two way contingency table, suppose we have a term t and a document class c,

A denotes the number of times that t appears in c, B denotes the number of

times that t happens in all categories except c. C refers to the number of times

c happens without t, D represents the number of times that c and t do not

exist, and N is the number of all documents, then Chi-square is determined

as [33, 36]:

Chi(t; c) =
N � (AD � CB)2

(A+ C)(B +D)(A+B)(C +D)
(2.7)

N = A + B + C + D.

If �2(t; c) is equal zero that means the term t and the category c are indepen-

dent. One of the ways to determine the term goodness of t by calculating the

chi square of that term with each of all given categories and then picking the

maximum score to be the chi square value of t [36].

� Correlation Coe�cient (CC): Correlation coe�cient can be seen as one-

sided chi square matrix. It is de�ned as [37]:

CC(t; c) =
(AD �BC)

p
(A+B + C +D)p

(A+B)(C +D)(B +D)(A+ C)
(2.8)

� Term Strength (TS): Term strength is used for feature reduction in the

text classi�cation task. TS estimates the importance of a term based on that

term appearing in pair related documents. It calculates the probability that a

term occurs in a pair of documents. Let d1 and d2 be related documents, and

t is a term then the TS of the term t can be estimated as follows [36]:
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TS(t) = P (t 2 d1jt 2 d2) (2.9)

2.9.3 Wrapper approach

In the wrapper approach, a search is performed for an ideal subset of features, us-

ing the accuracy of the classi�ers (given those features) as a guide to evaluating

an individual subset of features [38]. Figure 2.4 describes the wrapper approach.

The feature subset selection algorithm works as a wrapper around the induction

algorithm [38, 40]. It uses a heuristic search technique (e.g. particle swarm opti-

mization algorithm) to generate a di�erent subset of features; and then an induction

algorithm is used to evaluate each subset of features separately [39, 40]. The subset

of features with highest evolution is selected as the best subset of features and then

is used to build the classi�cation model. Afterwards, a separate dataset that was

not engaged in the selection of the best subset of features is used to evaluate the

classi�cation model [38].

Generally, the wrapper approach is bene�cial since it considers how well a set of

features work together and thus can implicitly detect and exploit nonlinear interac-

tion between large sets of features; however wrapper approaches are relatively slow.

Also, in comparison with �lter approaches, wrapper techniques are computationally

intensive and have a higher danger of over �tting [40].

Figure 2.4: Wrapper Approach [38]
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2.9.4 Comparison between �lter and wrapper feature selec-

tion approaches

Table 2.1 summarizes the main advantages and disadvantages of �lter and wrapper

feature selection approaches [40, 133].

Filter Wrapper

Advantages -Fast. -Interacts with classi�ers.

-Better generality than

wrappers.

-Does not ignore features

dependency.

-Does not interact with the

classi�er.

-Less computational com-

plexity than wrappers.

-Scalable to high dimension

data.

Disadvantages -Omits features depen-

dency.

-Costly in computation.

-Omits interaction with

classi�ers.

-Slow.

- Risk of getting trapped in

local optima.

-Su�ers from danger of over-

�tting.

Table 2.1: Main advantages and disadvantages of �lter and wrapper approaches

In this work, we choose a wrapper approach since we are mostly interested in

developing accurate classi�er (e.g. to support a tool that post-processes the results

from an Arabic search engine), and in that context it is not critical for the processing

time to be particularly fast.
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2.10 Machine Learning Classi�ers for Text Clas-

si�cation task

The most popular and successful machine learning algorithms which are frequently

used for text classi�cation include SVM, Naive Bayes, K Nearest Neighbour and

Decision Trees.

2.10.1 Decision Trees Classi�er

Decision Tree is a machine learning classi�er that takes the form of a tree where a

collection of training instances constructs the classi�cation tree. The most common

decision tree algorithm is C4.5. It is an extension of the earlier version of decision

tree algorithm ID3. Leaf nodes of the tree represent the class labels or target clas-

si�cation. The mechanism of decision tree classi�er for classifying unseen instances

is to test at each node some feature values to determine the class of a given unseen

instance. The test begins at the root node and goes down until a leaf node is reached

where that leaf node indicates the class of unseen instance [23, 44].

Figure 2.5 is an illustrative example of a decision tree for the set of training

examples shown in Table 2.2. Let < a1; b2; a3; b4 > be an unseen instance. Based on

the constructed decision tree, the classi�cation of unseen instance is yes [44].

F1 F2 F3 F4 Category

a1 a2 a3 a4 Yes

a1 a2 a3 a4 Yes

a1 b2 a3 a4 Yes

a1 b2 b3 b4 No

c1 c2 c3 a4 Yes

c1 c2 c3 c4 No

c1 c2 c3 c4 No

c1 c2 c3 c4 No

Table 2.2: Set of training examples [44]

The root node of the decision tree is the feature that best splits the training
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Figure 2.5: Example of Decision tree [44]

examples. Information gain IG is a good measure for picking up the best feature

where the feature with highest information gain is selected to be the root node [23,

44].

Decision trees have been used for solving a wide range of practical problems such

as assessing credit risk of loan applicants, classifying medical cases according to pa-

tients disease, detecting advertisements on the web and identifying spam emails [23,

48].

Decision trees su�er from the problem of over�tting. According to [23], the

precise de�nition of over�tting is

"Given a hypothesis space H, a hypothesis h 2 H is said to over�t the

training data if there exists some alternative hypothesis h0 2 H, such

that h has a smaller error than h0 over the training examples, but h0 has

a smaller error than h over the entire distribution of instances".

The issue of over�tting in decision trees could be avoided by pruning the tree after
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its full growth or preventing it from reaching its perfect size and �tting the training

examples [23, 44].

2.10.2 K Nearest Neighbour (KNN)

KNN learning algorithm is widely used in text classi�cation tasks due to its e�ec-

tiveness and robustness [41]. It is an instance based learning method that simply

stores training instances as points in N-dimensional space. When a new instance

(x ) is to be classi�ed, a set of similar training instances is retrieved and used to

predict the class of the new instance. KNN �nds the K closest instances in the

training set to x and assigns the most common class of the nearest neighbours to

x. The standard Euclidian distance function is often used to measure the similarity

between two instances. It is de�ned as the following [23]:

d(x; y) =

vuut NX
i=1

(ai(x)� ai(y))2 (2.10)

Where x and y are two points in N-dimensional space and ai is the value of the

ith attribute. Figure 2.6 shows how KNN classi�es an unseen instance to one of two

classes according to its K nearest neighbours.

Figure 2.6: Example of classi�cation using KNN classi�er [23]

If K parameter of KNN is set to one then the unseen instance will be classi�ed

as a positive instance. Where K is equal to �ve, the classi�cation of the unseen

instance is negative. Moreover, in addition to Euclidian distance measure, di�erent

distance measures could be used with KNN classi�er to determine the K nearest
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neighbours to unseen instances. Table 2.3 describes the most common ones [44,98,

110].

Manhattan(xi; yi) =
Pn

i=0 jxi � yij
Cosine = x:y

kxkkyk

Jaccard = jx
T
yj

jx
S
yj

Dice = 2jx
T
yj

jxj+jyj

Table 2.3: Similarity measures

x and y are two vectors in N-dimension space.

2.10.3 Naive Bayes classi�er (NB)

Naive Bayes classi�er is a probabilistic classi�cation model, based on Bayes theorem.

It is a simple and practical classi�er [23, 46]. NB lies on the assumption that the

values of features are conditionally independent given target classes [23].

Consider a set of training examples where each example X is described by a set

of feature values < F1; F2; :::Fn > and target classi�cation. Let C be a set of classes

de�ning the target function. Given a test example t, based on the feature values,

NB assigns the test example to the class with the highest probability [23].

The probability that the test example t belongs to a speci�c class Cj can be

estimated as follows:

P (Cjjt) = P (tjCj)P (Cj)

P (t)
(2.11)

P (Cjjt) is the probability of the class Cj given a test example t. P(t) is equal

for all categories so, it can be ignored [46].

P (Cjjt) = P (tjCj)P (Cj) (2.12)

Using the assumption from Bayes theorem that says the features are conditionally

independent, the probability of class Cj can be rewritten as below [23]:

P (Cjjt) = P (Cj)
nY
i=1

P (fijCj) (2.13)
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N is the number of features (fi) that form training examples. The class of the

test instance t is determined by NB classi�er:

VNB = argmaxcj2CP (Cj)
nY
i=1

P (fijCj) (2.14)

VNB is the output of Naive Bayes classi�er which refers to the class of test in-

stance.

Although the features independence assumption is unrealistic, Naive Bayes has

been found very e�ective for many practical applications such as text classi�cation

and medical diagnosis. This is due to its ability to scale with high dimension feature

space [23, 46, 47].

2.10.4 Support Vector Machine (SVM)

Support Vector Machine is a universal machine learning technique. It is based on

the structural risk minimization principle where input points in N-dimensional space

are mapped into a higher dimensional space and then a maximal separating hyper-

plane is found [42]. Consider a training set of labeled instances xi 2 Rn; i = 1:::L,

belong to a set of categories yi 2 j � 1; 1j. Figure 2.7 is an example of an optimal

hyper plane for separating two classes [45]. From Figure 2.7, SVM builds the clas-

si�cation model on the training data using a linear separating function to classify

unseen instances [44].

For linearly separable vectors, the kernel function is simple. It takes the form:

f(x) = W:X + b (2.15)

W is called weight vector for optimal hyper-plane and b is known as the bias. The

class of X (test instance) can be found using the following linear decision function

[42, 44]:

y = sign(f(x)) (2.16)

The optimal separating hyper plane is the one that has the largest margin. The
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Figure 2.7: linear separation between two classes (points marked with circles are

support vectors) [44]

distance between nearest vectors to the hyper plane is maximal. The distance is

given by:

minxi;yi=+1
(w:X) + b

jwj �maxxi;yi=�1
(w:X) + b

jwj =
2

jwj (2.17)

The hyper plane which minimizes W is considered as the optimal hyper plane

[45].

1

2
jjwjj2 (2.18)

Using Lagrangian formula, the maximal margin hyper plane can be rewritten as:

f(x) =
nX
i=1

aiyik(x; xi) + b (2.19)

Where, k(x; xi) is the kernel function, yi is the class label of support vector xi,

x is a test vector, ai is a Lagrange multiplier for each training vector (vectors for

which ai > 0 are called support vectors), b is a numeric parameter (scalar) and n

is the number of support vectors. In the text classi�cation problem, xi represents

the ith document in the training set and yi denotes the class of that document (e.g.

sport, science, religion, etc) [42, 45].
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For non- linearly separable data, di�erent kernel functions can be used with

SVM. The most common kernel functions are [42, 43]:

� Polynomial kernel:

K(xi; xj) = (xi:T:xj + r)d;  > 0 (2.20)

� RBF kernel:

K(xi; xj) = exp(�jjxi � xjjj2);  > 0 (2.21)

� Sigmoid kernel:

K(xi; xj) = tan(xi:T:xj + r) (2.22)

Here, ; r and d are kernel parameters.

When the number of features is very large as in the document classi�cation

problem, the linear kernel function is the proper choice and there is no need to map

the data [43].

2.10.5 Fuzzy C-means(FCM)

Clustering concerns grouping a set of given unlabelled instances (represented as

points in N dimension space) X = x1; x2; :::; xN ; xi 2 Rf into a set of clusters, such

that, similar instances (e.g. text documents) are assigned to the same cluster [13].

Fuzzy C-means is one of the popular clustering techniques [13]. FCM uses a given

data points to randomly generate an initial set of cluster centers. The idea of FCM

is to minimize an optimization (objective function) which is used to evaluate the

quality of the partitioning that splits the given data points into clusters [13, 142].

The objective function is given as follows [13]:

Jm(U;W ) =
CX
j=1

NX
i=1

(uij)
md2ij (2.23)

N is number of instances in X, C is number of clusters; U is the Matrix of the

membership function; W is vector of the cluster center and m controls the degree

of overlap between clusters. The objective function is restricted with the following

constraints:

uij 2 [0; 1];
CX
j=1

uij = 1; 0 <
NX
i=1

uij < N (2.24)
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uij is the member functions value and dij is the distance between xi and wj. Fuzzy

C-Means technique has been used for document clustering. An examples of that is

presented in [142].

2.11 Performance Evaluation

In data mining, evaluation of the accuracy of machine learning algorithms is an

essential step. To classify given data, a set of training data is used to build the clas-

si�cation model. For estimating the accuracy of the obtained classi�er, two common

approaches, hold-out and cross-validation are used to assess the ability of the clas-

si�er to predicate the correct class or category of unseen instances.

2.11.1 Hold out

In the hold out method, the available data is arbitrarily split into two separate sets,

a training set and a test set. Usually two thirds of the data are retained for training

and the remaining third is used for testing. A problem may arise when one of the

classes is not represented in the training portion of data. This problem is solved

using what is called strati�ed hold out. In this case, the selected sample contains

instances from all classes of the data. In other words, all classes are represented in

both data sets [24, 25].

2.11.2 K-fold-Cross validation

In this method, the data is randomly split into K equal subsets or folds. Repeating

K times, each subset is used for testing and the other remaining folds for training.

Then, overall error is estimated by averaging the K errors. Usually, the strati�ed

version of K fold cross validation is used to ensure that all given classes are repre-

sented in all folds [23,24, 25].
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2.11.3 Leave One Out Cross Validation (LOOCV)

Leave one out cross Validation is similar to K fold cross validation. The di�erence

is that the number of folds is equal to the number of instances in the dataset. This

means that at each run, there is only one instance in the test set. The advantage of

the LOOCV technique is that it avoids random sampling. All training data partic-

ipate in the learning algorithm training; however, this method is computationally

costly [24, 25].

2.11.4 Error rate

Error rate is the percentage of misclassi�ed instance in a given test set. Consider a

test set D consists of N instances, and r is the number of misclassi�ed instances by

a classi�er. The accuracy of the classi�er for correctly predicting the classes of the

instances in D can be estimated as follows [23, 24]:

Acc =
r

N
(2.25)

For more reliable estimation, normal distribution is used to estimate the ac-

curacy. In case the dataset size is not small, the estimated accuracy is given as

below:

P = z

r
(Acc)(1� Acc)

N
(2.26)

The accuracy is in the range:

Acc = Acc� P (2.27)

The disadvantage of the error rate method is that it ignores the cost of wrong

prediction which is important in machine learning. This problem can be avoided

using F-measure [24].

2.11.5 F1-measure

F-measure is widely used in the information retrieval �eld and is calculated based

on two measures, precision and recall. In this context, consider the documents in

35



the test set that is category A. The classi�er predicts a category for each document,

and these predictions will fall into four classes with respect to category A [24, 25].

� True Positives (TP): the set of documents that are in category A, and

were correctly predicted to be in category A.

� True Negatives (TN): the set of documents that are not in category A,

and were predicted to be in a di�erent category than A.

� False Positives (FP): the set of documents that were predicted to be in

category A, but in fact they are of a di�erent category.

� False negatives (FN): the set of documents that were predicted not to be

in category A, but are actually in category A.

Precision is the proportion of predicted category A documents that were correctly

predicted.

Precision =
jTP j

jTP j+ jFP j (2.28)

Recall is the proportion of actual category A documents that were correctly

predicted.

Recall =
jTP j

jTP j+ jFN j (2.29)

The F-measure is the harmonic mean of precision (p) and recall (r).

F-measure = 2 � precision:recall

precision+ recall
=

2 � jTP j
2 � jTP j+ jFP j+ jFN j (2.30)

2.11.6 Confusion Matrix

This is a simple way to view the performance of classi�cation algorithms. Consider a

problem of two classes; using the confusion matrix, the actual and predicted classes

of the test set instances can be displayed as in Table 2.4 [24, 25]:

The accuracy and error of the classi�er are calculated as the following:

error =
FP + FN

TP + FP + TN + FN
(2.31)

accuracy =
TP + TN

TP + FP + TN + FN
(2.32)
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Predicted

Actual Yes No

Yes TP FN

No FP TN

Table 2.4: Confusion Matrix of two classes

2.11.7 T-test

T-test is a statistical method that is used to measure the di�erence between the

means of two sets. In machine learning, T-test can be applied to assess the per-

formance of two learning techniques to see whether the di�erence between their

accuracy means is statistically signi�cant or not [23].

2.12 Machine Learning Software

There are several machine learning software tools and libraries available for research

purposes [50, 100]. The most commonly used tool by machine learning research

community is Weka ML software [50]. Weka has been chosen for the implementation

in this work for the following reasons:

� The author has previous experience in using Weka and, is familiar with Java

programming.

� All needed machine learning classi�ers for this work are available in Weka.

Weka refers to Waikato Environment for Knowledge Analysis and is well-known

machine learning software. It is developed at Waikato University in New Zealand.

Weka is written in Java, contains a collection of machine learning algorithms as well

as tools for data pre-processing and analysis. Weka provides tools and algorithms

for data mining like data pre-processing, visualization, feature selection, classi�ca-

tion regression and clustering [24, 49]. Weka is an open source and free software

available at [50].

ARFF (Attribute Relation File Format) is the standard way of formatting and

storing data in Weka. It is an ASCII text �le which contains a set of instances
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represented by a list of features. It also speci�es the types of attributes and the

classes of instances [24,49].

The general format of the ARFF �le is as in the example shown in Figure 2.8.

ARFF �le has two main sections, relation and data.

Figure 2.8: Example of Weka ARFF �le [49]

The relation section starts with the relation name and then, de�nes list of at-

tributes. The last part of the relation section de�nes the possible classes of instances.

Weka supports di�erent data types include [24]:

� Numeric (it can be integer or real).

� String.

� Date.

� Nominal (An attribute can take one of possible values such as yes or no).

Data section contains the data instances where each line represents an instance

while each column is an attribute value. The last column refers to the classi�cation

of instance.

In some cases as in text document representation, most of attributes values have

values of zero. Text �le usually has a small number of words in comparison with
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the number of features used to represent texts in text mining. Most of the values in

such case are zero. The form of data in the ARFF �le may look like this:

f0, 0, 3, 9, 11, 0, 0, Yesg.
f0, 2, 0, 13, 7, 0, 0, Nog.
In Weka, there is another way called sparse ARFF can be used for data repre-

sentation. In this method, attributes are indexed starting from zero, each nonzero

attribute is identi�ed with the index of attribute. The above example can be re-

written in ARFF sparse �le format as follows:

f2 3, 3 9, 4 11, Yesg.
f1 2, 3 13, 4 7, Nog.

The �rst element (2 3) means the index is 2 and the attribute value is 3.

2.13 Swarm Intelligence

Swarm intelligence as de�ned by [51] is

"an arti�cial intelligence (AI) discipline, is concerned with the design of

intelligent multi-agent systems by taking inspiration from the collective

behaviour of social insects such as ants, termites, bees, and wasps, as

well as from other animal societies such as ocks of birds or schools of

�sh".

Many researchers have been interested in studying the collective behavior of animals

and insects in an attempt to get ideas for developing sophisticated algorithms that

help in solving real-world problems.

Biologically inspired approaches are based on the concept of how biological sys-

tems deal with the situation [51, 52]. The most successful biologically inspired

algorithms are Ant Colony Optimization algorithm (ACO) and Particle Swarm Op-

timization algorithm (PSO) [51]. Researchers have categorized nature inspired tech-

niques into �ve main classes: Ant Colony Optimization technique, Particle Swarm

Optimization technique, arti�cial immune systems, membrane computing and DNA

computing [52]. Bio inspired techniques have been successfully used to solve many
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real life problems such as image processing, task scheduling, data mining, power dis-

patch optimization, feature selection and classi�cation, �nance applications, neural

networks and medical related applications [52, 58].

2.14 Particle swarm optimization (PSO)

Particle swarm optimization was developed by Eberhart and Kennedy in 1995 [53],

motivated in part by the social behaviour of ocks of birds. PSO is a population

based stochastic optimization algorithm in which potential solutions are called par-

ticles. As well as a position in the search space (which essentially de�nes the solution

it represents), each particle also has a velocity in the search space, which is initially

random. A population of particles is randomly initialised in terms of position and

velocity, and then each is evaluated; and each particle updates its velocity according

to its experience and the experience of other particles in the swarm [53, 54].

Essentially, a particle will �rst update its velocity by moving partly in the di-

rection of the position that has best �tness in its neighbourhood (this need not be

de�ned geographically), and partly in the direction of the best �tness that the par-

ticle has seen in its own experience so far. The velocity thus updated, the particle

itself will then adjust its position with the new velocity. Each individual (particle)

is represented as a point in N dimensional space.

The particle i in the swarm is represented as Xi = (Xi1; Xi2; � � � ; XiN) and its

best previous position (position that gives best �tness value) is recorded as Pi =

(Pi1; Pi2; � � � ; PiN). The best particle in the swarm is called best global and its

index is denoted by the variable g. The velocity of the particle i is represented as

Vi = (Vi1; Vi2; � � � ; ViN). Each particle in the swarm updates its velocity and position

according to the following equations [53]:

Vid = ! � Vid + C1 � rand() � (Pid �Xid) + C2 � rand() � (Pgd �Xid) (2.33)

Xid = Xid + Vid (2.34)
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Vid on the right side is the previous velocity of the particle; C1 and C2 are two

positive constants; rand() is random function in range [0,1]. The velocity of each

particle is restricted within range [-Vmax, +Vmax] [53]. Figure 2.9 explains how

particles adjust their velocity and positions according to the best particle in the

swarm. In Figure 2.9, '1 = C1 � rand() and '2 = C2 �Rand().

Figure 2.9: Movement strategy of the particle in PSO algorithm [51]

2.15 Variants of PSO

Since the �rst appearance of particle swarm optimization algorithm in 1995, many

modi�cations have been made to the original version of PSO. Some researchers

have proposed ideas to improve the performance of PSO generally while others have

improved its performance for speci�c types of optimization problems. The modi�-

cations can be classi�ed into three classes: extending the search space, parameter

adjustments, and combining with another approach (Hybrid PSO) [58, 62]. In addi-

tion, PSO has also been used for solving multi objective optimization problems. An

example of that, Hu and Eberhart proposed a dynamic neighbourhood strategy and

an update of particles memory to deal with a multi objective optimization prob-

lem [63]. In this work, we will focus on the basic variants of PSO. Later, we will

see di�erent forms or modi�cations of PSO when we present some PSO applications.
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2.15.1 PSO with inertia weight

In the velocity equation, the previous velocity of the particle helps particles to extend

their search space (global search). Without including previous velocity, particles will

y towards the same position and then shrink the search space over the iterations

(local search). Some problems bene�t from both local and global search. For this

reason, Shi and Eberthart introduced the inertia weight ! for balancing between

local and global search [56]. The value of the inertia weight can be set as a positive

constant or decreased gradually with the iterations. [56] carried out a series of

experiments in order to determine the appropriate value for the inertia weight. It was

found that when ! = 1.05, PSO succeeded to �nd global optimum in all iterations

(generation). Also, experiments showed that the inertia weight within the range [0.9

- 1.2] improves the performance of PSO. Using a suitable value for inertia weight,

PSO gets a better chance to �nd the optimal solution in a reasonable number of

generations [56].

2.15.2 Binary particle swarm optimization

The original version of PSO was de�ned for real-valued continuous search spaces;

variants have since been developed that deal with discrete spaces. In binary PSO

(BPSO) [55], a particles position is simply a binary vector, which initially seems

di�cult to reconcile with the notion of having velocities associated with a particle.

Kennedy and Eberharts approach retains the equations used to manage velocities

in PSO, with the key di�erence being that in BPSO a velocity vector (a real-valued

vector in which each component is kept between 0 and 1) represents a set of prob-

abilities, one for each component. Particle positions are realised by sampling from

this vector. Meanwhile, BPSO is convenient and appropriate to use since binary

encoding is natural for a feature selection task. The probability of the bit changing

is determined by the following formula [55]:

S(Vid) =
1

1 + e�Vid
(2.35)

If(rand() < S(Vid)) then Xid = 1;

else Xid = 0
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2.15.3 PSO with constriction coe�cient

[59, 60] proposed a modi�ed version of the original PSO algorithm that uses a

constraint coe�cient to control the convergence of the particles. In this regard, the

velocity equation of PSO can be rewritten as:

Vid = K[Vid + C1 � rand() � (Pid �Xid) + C2 �Rand() � (Pgd �Xid)] (2.36)

K = 2

j2�'�
p

'2�4'j

Where ' = C1 +C2; ' > 4. When this method is used, ' is usually equal to 4.1

and the constant multiplier K is 0.729 [58, 59].

2.15.4 Fully informed particle swarm optimization

In the traditional form of article swarm optimization algorithm, the movement of

the particle is a�ected by its own ying experience (previous best) and the best

global particle in the swarm (gbest). Other particles (neighbours) are not involved.

In [64] a di�erent strategy was suggested for the interaction between the particle

and its neighbours called fully informed PSO. In this way, the particle is inuenced

by all its neighbours. Using FIPSO, the velocity equation is as follows [58, 64]:

Vid = �[Vid +
1

Ki

KiX
n=1

C1 � rand() � (Pnbrn �Xid)] (2.37)

� is a constraint coe�cient, Ki denotes the number of neighbours of the particle

(i) and nbrn is its nth neighbour. In comparison with original PSO, selecting appro-

priate parameters, the experiments showed that FIPSO can �nd a better solution

with fewer generations [58].

2.15.5 Bare Bones particle swarm optimization

In Bare Bones PSO, Kennedy proposed a di�erent strategy for updating a particle's

position. Instead of using velocity equation to update the positions of particles, each

dimension of the new position of a particle is arbitrarily generated from a Gaussian

distribution with mean and standard deviation as in equations (2.38) and (2.39)

respectively [123].
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mean =
Pid � Pgd

2
(2.38)

Std:Dev: = jPid � Pgdj (2.39)

Xid = Gaussian distribution(mean; Std:Dev:) (2.40)

2.15.6 Tracking and Optimizing Dynamic Systems

Since many applications are not always static and change their state over time,

continuous re-optimization is needed. There are several solutions to deal with the

problem of tracking and optimizing dynamic systems such as detection of environ-

ment change, inertia weight update, and re-initializing the swarm [61, 62]. For

instance, [61] made a change to the way that inertia weight in PSO algorithm is

set. Instead of using time decreasing to set the inertia weight, it can be selected

randomly. In the velocity equation of PSO, the inertia weight ! was replaced with

[0.5 + (Rand/2.0)]. With an average of 0.75, a random number within the range 0.5

and 1.0 is generated. Based on experimental test, it was found that PSO with ran-

domly generated inertia weight demonstrated its ability to track a 10-dimensional

parabolic function.

2.16 PSO topology

Two general topologies have been investigated, global best and local best. As can

be seen in Figure 2.10-a, in the global best topology, all particles in the swarm are

entirely connected with each other. Particles are inuenced with the best particle

in the swarm which can be any one that has the best �tness value. In this case,

for any particle to move towards the best solution in the problem space, it needs

information from all particles in the population in order to identify the best one [65,

66].

In the local best topology, there are two kinds of local best, ring and wheel. In

the ring topology as shown in Figure 2.10-b, each particle communicates with only
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two neighbours. In the wheel topology, all particles are entirely separated from each

other and, as shown in Figure 2.10-c, the only way to communicate is through a

focal particle [65, 66]. Due to its fast convergence, global best has a problem of

getting trapped in local optima. Although local best has slower convergence than

global best, it has a better chance of �nding the best solution [65, 66]. In addition

to the above mentioned topologies, another two topologies named Pyramid topol-

ogy Figure 2.10-d and Von Neumann topology Figure 2.10-e were investigated by

Kennedy and Mendes [65]. It was concluded that choosing the appropriate topology

depends on the sort of problem.

Figure 2.10: PSO topologies: (a) global best. (b) Ring topology. (c) Wheel topology

(d) Pyramid topology. (e) Von Neumann (adopted from [66])

2.17 particle swarm optimization applications

PSO algorithm has been successfully applied to solve a wide variety of optimization

problems. It is simple, easy to implement and has few parameters to adjust. It

has also proved its e�ectiveness and robustness in tackling complex optimization

problems. In general, similar to other evolutionary algorithms, particle swarm opti-

mization can be used to solve a wide range of optimization problems. Some of those

applications include pattern recognition, classi�cation, signal processing, power gen-

eration, antenna design, image and video processing, neural networks, �nance and

economics and so forth [57, 58]. Poli, Kennedy and Blackwell [58] reviewed and
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categorized over 1100 applications on the particle swarm optimization algorithm in

the time between 1995 and 2006. Here, based on the survey presented in [58], we

will list the number of published works in the main application areas where PSO

has been successfully applied.

Area of research Number of publications

Image and video analysis 51

Electricity networks and load dispatching 48

Control applications 47

Power generation and power systems 39

Electronics and electromagnetic 39

Antenna design 39

Scheduling 38

Design Applications 30

Communication networks 30

Biological, medical and pharmaceutical 30

Clustering, classi�cation and data mining 29

Signal processing 26

Fuzzy and neuro-fuzzy systems and control 26

Robotics 23

Table 2.5: Applications of PSO algorithm [58]

As mentioned in [57], the �rst application that used PSO was Arti�cial Neural

Networks (ANN). PSO was applied to select the optimal weights of the network. It

was discovered that the evolved network using PSO can be used for any network

structure. For instance, ANN with PSO was applied to analyse human tremor; the

evolved ANN was used to distinguish between normal subjects and those that have

tremor. As examples, we will present some of the recent successful work in the main

areas of PSO research.

In the arti�cial neural networks and its related applications, PSO was applied to

train a neural network to estimate the evaluation function of leaf nodes of a game

tree. In comparison with the performance of a standard evolutionary method, the
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results revealed that the proposed method works well in this task [67]. In [68], PSO

was used to train a fuzzy neural network to extract rules for describing data. In

comparison with other fuzzy neural network techniques, the results showed that sim-

ilar classi�cation rules can be extracted using the proposed method for fuzzy neural

network training. In [69], PSO was applied alternatively for optimizing architecture

and weights of ANN using two PSO algorithms. One algorithm is for adjusting the

architecture and another one for evolving the nodes. The ANN was evaluated on the

product quality estimation problem. The results show that it yielded good accuracy.

In the power systems, load dispatching and power generation �eld, an approach

based on particle swarm optimization technique was developed to optimize the de-

sign of multi machine Power System Stabilizers (PSS). The proposed method was

used to �nd the optimal parameter settings of power system stabilizer. Two types of

PSS with di�erent con�gurations and loading conditions were tested. The proposed

optimization method worked well at various loading conditions and con�gurations.

It also demonstrated its capability to damp out the electro mechanical oscillations

[70].

In [71], a hybrid approach based on particle swarm optimization algorithm with

arithmetic mutation was proposed to reduce the loss of power in electric power

systems. Using IEEE-118 bus system for testing, experiments showed that the de-

veloped hybrid approach yielded good results. It also worked better than the original

PSO for the problem of power loss reduction. In [72], a modi�ed version of PSO was

used to tackle the issue of equality and inequality constraints in Economic dispatch.

In comparison with other approaches like genetic algorithm, Tabu search method,

Hop-�eld neural network, experimental results proved that the proposed method is

superior.

In the video and image analysis area, for visual tracking, to estimate the motion

of an object in a given sequence of video images, a technique called sequential PSO

based on the particle swarm optimization algorithm in conjunction with temporal

continuity information technique was applied. In comparison with two methods, par-

ticle �lter and unscented particle �lter, experimental results revealed that sequential

PSO approach works well for video tracking [73]. In [74], a modi�ed version of par-
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ticle swarm optimization algorithm was applied for detection and segmentation in

the image analysis task. The results of di�erent trials of the modi�ed PSO algo-

rithm were used for segmentation and the convergence strategy of the particles was

utilized to determine and track the objects. In terms of real time performance, the

suggested method was shown to be e�ective.

In [75], PSO was used to select the best subset of features for the face recogni-

tion task. The discrete cosine transform (DCT) and the discrete wavelet transform

(DWT) techniques were applied to extract vectors of features from the face recogni-

tion database. The �tness function of PSO was de�ned by the best class separation.

In comparison with the FS method based on GA, PSO based feature selection ap-

proach yielded similar results with less features.

In the area of multi robot systems, a group of robots interact with each other

to reach their goal. One of the major problems in this �eld is how to develop algo-

rithms that can help robots to achieve their goal e�ciently. For optimizing multi

robots interaction, a modi�ed particle swarm optimization algorithm was used to

simulate the search procedure of multi robot systems. Using various numbers of

robots and communication range, the developed search algorithm managed to �nd

its target e�ciently [76]. In [77], two PSO swarms were applied to the collective

robot search task. An inner swarm was used to �nd the target while an outer swarm

was utilized to select the optimal values of the quality factors, inertia weight, C1 and

C2 of the velocity equation for the inner swarm. Results showed that the PSO algo-

rithm is capable of �nding the target in both cases of search, single and multi target.

In data mining, pattern recognition and classi�cation, feature selection is a cru-

cial process that aims to improve the classi�cation accuracy and computational

e�ciency by removing irrelevant and redundant terms while retaining features that

contain su�cient information to assist with the classi�cation task at hand. Parti-

cle swarm optimization has been used to solve this problem. For instance, in [78],

a new feature selection technique based on particle swarm optimization algorithm

and rough sets was proposed. Using UCI data, in comparison with other approaches

such as GA-based FS approach and rough set features reduction approaches, exper-

imental results revealed that PSO with rough sets works well for feature selection.
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[79] suggested a feature selection technique based on an improved version of the

binary particle swarm optimization with support vector machine. The goal of this

technique is to overcome the falling of particles into local optima by adding what

is called adaptive mutation. In this way, particles that fall into local optima are re-

initialized again. In contrast with the classi�cation accuracy of other methods such

as GA-SVM, and SVM without feature selection, IBPSO-SVM is superior. It ob-

tained the highest accuracy with the lowest number of features. Also, in [80] BPSO

with logistic map was used to serve as an FS technique. Logistic map approach was

applied the �nd the appropriate value for the inertia weight. In addition K near-

est neighbour classi�er was used for evaluating the performance for selected subsets

of features by BPSO. This method achieved better accuracy than other techniques

such as sequential forward search, sequential genetic algorithm and hybrid genetic

algorithm.

In [81], a combination of Binary PSO and estimation distribution algorithms

EDA was adopted as a feature selection technique for searching the best subset of

single nucleotide polymorphisms (SNPs) for Crohns disease and lung cancer. SVM

was used as a classi�cation model. The experimental results revealed that the per-

formance of BPSO with EDA is higher than other techniques that include higher

selection pressures compact GA with SVM, BPSO with SVM and SVM without FS

method. [82] proposed a feature selection method based on Binary PSO and overlap

information entropy (OIE). The idea is to use the degree of correlation between fea-

tures and categories calculated by OIE to evaluate the subsets of features selected

by the particles. For testing, homogeneous protein datasets were used. KNN was

applied for evaluating the best subset of features selected by BPSO with OIE; exper-

imental results showed that this method works well for the feature selection problem.

As described in [83], an improved version of BPSO was used to serve as a feature

selection method for gene expression data classi�cation. The idea is to reset the

global best (gbest) if it does not change after three generations. In addition, KNN

classi�er was used to evaluate the selected features by IBPSO. Using eleven gene

expression datasets, the classi�cation accuracy obtained by IBPSO method was the

best on nine datatests.
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2.18 Arabic Text Classi�cation

2.18.1 Arabic language

Arabic has 28 letters and is written from right to left. In contrast with English,

Arabic has a richer morphology that makes developing automatic processing sys-

tems for it a highly challenging task. The basic nature of the language, in the

context of text classi�cation, is similar to English in that we can hope to rely on the

frequency distributions of content terms to underpin the development of automatic

text classi�cation. However, the large degree of inections, word gender, and plu-

ralities (Arabic has forms for singular, dual, and plural), means the pre-processing

(e.g. stemming) stage is more complex than in the English case [27,84, 87].

Arabic language has three genders, feminine, masculine and neuter [128]. In gen-

eral, Arabic words are classi�ed into three main groups; nouns, verbs, and particles.

Noun in Arabic is de�ned as a word that describes person, thing, place or idea [127].

Nouns in Arabic can be derived from other nouns, verbs, or particles [127]. Verbs in

Arabic are divided into perfect, imperfect and imperative. Arabic particle category

includes pronouns, adjectives, adverbs, conjunctions, prepositions, interjections and

interrogatives [127]. Based on �xed patterns called "Awzan", most of Arabic words

can be obtained from stem or root of words by attaching pre�xes, su�xes and in�xes

to the root of word [128, 131]. Arabic roots are composed of three, four, or, in some

cases, �ve letters [130].

In contrast with phonetic symbols in English, Arabic language has a set of dia-

critics which are used to pronounce words correctly. Diacritic marks can be written

below or above letters. They are short vowel marks. The main Arabic diacritics in-

clude Fatha, Dama, Kasra, Shada, Sukun and Tanween [118, 129, 130]. For instance,

Table 2.6 presents di�erent pronunciations of the letter (Sean) (�) [118].

�� �� �� �� ��� ��� ��� ��

/sa/ /si/ /su/ /s/ /ssa/ /ssi/ /ssu/ /ss/

Table 2.6: Di�erent pronunciations of the letter (Sean)

The di�culty of Arabic natural language processing in general and Arabic text
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classi�cation in particular is related to the nature of Arabic language. Here, in

comparison with other languages such as English, we list some of aspects that make

automatically processing Arabic language a challenge task [126, 129, 130, 132]:

� Arabic language has a complex morphology in comparison with English. An

Arabic word is usually built up from a root attached with a�xes. As an ex-

ample, Table 2.7 presents di�erent morphological forms of word study (
�é�@PX)

[129].

Word Tense Pluralities Meaning Gender

�PX Past Single He studied Masculine

�I�PX Past Single She studied Feminine

�PYK
 Present Single He studies Masculine

�PY�K Present Single She studies Feminine

A�PX Past Dual They studied Masculine

A�J�PX Past Dual They studied Feminine

	àA�PYK
 Present Dual They study Masculine

	àA�PY�K Present Dual They study Feminine

@ñ�PX Past Plural They studied Masculine

	á�PX Past Plural They studied Feminine

	àñ�PYK
 Present Plural They study Masculine

	á�PYK
 Present Plural They study Feminine

�PYJ
� Future Single He will study Masculine

�PY�J� Future Single She will study Feminine

A�PYJ
� Future Dual They will study Masculine

A�PY�J� Future Dual They will study Feminine

	àñ�PYJ
� Future Plural They will study Masculine

	á�PYJ
� Future Plural They will study Feminine

A�PYK
 Present Dual They study Masculine

A�PY�K Present Dual They study Feminine

Table 2.7: Di�erent morphological forms of word (Darasa)

� In English, words are usually composed of a root attached with pre�xes and/or

51



su�xes. In Arabic, in�xes can be added inside the word. For instance,

in English, the word writeis the root of word writer. In Arabic, the word

writer(I.
�KA¿) is formed di�erently from English. It is formed by adding the

letter Alef ( @) inside the root (I.
�J»). In such cases, especially in process like

stemming, it is di�cult to distinguish between the root letters and in�xes

[126].

� Semantic, morphology, and syntactic of Arabic language is di�erent from, more

complex than Indo-European languages [132].

� Some Arabic words may have di�erent meanings depending on their appear-

ance in the context. Especially in Arabic scripts in digital form, mostly, dia-

critics are not used, the proper meaning of the Arabic word can be determined

based on the context. For instance, the word (I. ë
	X) could be noun gold ( �I.

�ë
�	X)

or verb went ( �I.
�ë
�	X) depending on the context [130].

� In Arabic language, Irregular plurals and synonyms are widespread [101, 129].

� An example of the challenges of Arabic text automatic processing is the prob-

lem of dealing with proper nouns, since Arabic letters do not have lower and

upper case, proper nouns in Arabic do not begin with capital letters as in

English; the process of capturing such words in Arabic text is more di�cult

than in English [126].

� For Arabic TC, Arabic corpus with its precise training and testing portions

is not publically available for research purpose. This makes the comparison

between Arabic TC approaches not possible [129, 132]. In this work, to over-

come this issue, we have formed three Arabic datasets (each dataset is split

into training/test portions) and, made them available for other researchers to

directly compare with our results.

� Arabic language has special encoding. The use of unsuitable encoding will

result in improper Arabic text display. The most common used Arabic text

encodings are UTF and CP-1256 Arabic windows [129].
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2.18.2 Related work

Limited work in the area of TC has been done so far for Arabic text documents.

Although several studies have been reported, this area is still at an early stage. For

instance, although publically available Arabic text datasets exist, it is very limited

for any such dataset to be used in more than one work. In the following, we review

what has been done, and we also quote reported classi�cation accuracies; however

these present a broad idea of performance, and almost never show performance on

a common dataset under common conditions. The most common previous work in

the area of Arabic TC includes the following.

In [86], three experiments have been preformed to classify Arabic documents

using K Nearest Neighbour classi�er. Di�erent similarity measures including Co-

sine, Jaccard and Dice were tested. In addition, di�erent Arabic datasets gathered

from online Arabic newspapers were used in these experiments where each dataset

consists of six classes: Agriculture, Art, Economy, Health, Politics and Science. For

term weighting, di�erent approaches including TF.IDF, WIDF, ITF and log (1+TF)

were tried. In addition, each dataset was split into two portions, 70% for training

and 30% for testing. The K parameter in KNN was set to 11. Using F1-measure,

the results show that the highest accuracy was scored by Cosine technique with

log (1+TF), it was 92.64%; while Dice and Jaccard achieved an accuracy average

between 81.01% and 94.91% with the four term weighting methods.

[87] evaluated the performance of two well known classi�cation algorithms C5.0

and Support Vector Machine on classifying Arabic text documents. Seven di�erent

Arabic datasets were used. Each dataset was divided into 70% training set and 30%

test set. Chi square approach was used to select the 30 most relevant terms in each

class for each data set. [87] reported that the average accuracy of SVM was 68.65%

while C5.0 (Decision Trees) outperformed with average accuracy of 78.42%.

[88] implemented an Arabic classi�cation system called ArabCat. This system

uses maximum entropy method to classify Arabic texts into pre-de�ned groups based

on their content. An Arabic dataset divided into six domains was collected from the

internet especially from the web site of Aljazeera Arabic news channel for evalua-
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tion. Also, pre-processing steps including stemming and stop words removing were

done. Without performing pre-processing, F1-measure reached 68.13% and with

the normalization only, the performance increased to 70.25%. In the normalization

stage, the texts were converted into UTF-8 encoding. In addition, punctuation and

non-letters were removed. By using both normalization and generating all possible

forms of the terms using tokenizer, the performance increased to 71.20%. [88] also

reported that the system was tested using only nouns and pronouns as features while

excluding all other words. The performance increased to 80.41% and this accuracy

was the highest.

[89] used Naive Bayes algorithm to classify Arabic web pages into pre-de�ned

categories. The used data set was divided into �ve categories. Each category consists

of 300 web documents. The performance of NB was tested using a cross-validation

technique. The experiments showed that the classi�cation accuracy over all cate-

gories was 67.78%.

SVMs were used in [90], in conjunction with a chi square feature selection method

for selecting the most relevant features for each category to classify Arabic texts. An

Arabic dataset consisting of 1445 collected from online Arabic newspapers archives

was used for training and testing the Arabic TC model. Also, TF.IDF scheme was

used for term weighting. Experimental results showed that the average accuracy

over all categories using F-measure was 88.11%.

In [91], a probabilistic classi�cation system called Barq has been implemented

and used to classify Arabic texts into 12 pre-de�ned groups. An Arabic dataset con-

sisting of 1000 Arabic documents was used for training and testing the Arabic TC

system. Also, a cross-validation method was performed for performance evaluation.

The results showed that the overall performance accuracy was up to 75.6%.

According to [92], Naive Bayes classi�er based on Chi square feature selection

technique was applied to classify Arabic texts based on their content. The dataset

used here was collected from the Saudi Press Agency website. It consists of 1562

Arabic documents which fall into six categories: Economic, Cultural, Political, So-

cial, Sport, and General. The experiments showed that NB classi�er for Arabic texts
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classi�cation worked well and for Arabic TC. In terms of F1 measure, the highest

performance accuracy was between 72.5% and 73% when the number of the selected

features was between 800-1000.

In [93], comparison was made between three classi�ers including Distance Based

classi�er, K-Nearest Neighbour and Naive Bayes to classify Arabic texts. An in-

house collected Arabic dataset was used to estimate the performance of those clas-

si�ers. The dataset consists of 1000 Arabic documents, categorized into ten classes

(100 documents per class). Also, pre-processing includes word stemming and stop

words removing was conducted in order to reduce the dimension of the feature vector

space. The experiments showed that NB classi�er has achieved the best classi�cation

accuracy in comparison with the other two classi�ers using the same Arabic dataset.

N-Gram frequency statistical technique was used in [94] to classify Arabic docu-

ments. An Arabic dataset collected from online Arabic newspapers was used. The

data set covers four categories: sports, economy, technology and weather. Also, two

similarity measures were applied, one is Manhattan distance measure and the other

is Dice measure. The results show that the best accuracy was obtained using Dice

measure in conjunction with tri-gram frequency method.

In [95], Support Vector Machines algorithm with di�erent feature selection meth-

ods was used to classify Arabic texts into pre-de�ned categories based on their con-

tent. Arabic dataset consisting of 1445 Arabic texts collected from online Arabic

newspapers was used. In addition, a pre-processing including Arabic letters nor-

malization, non Arabic words removal, stop words elimination was conducted. Also,

TF.IDF was applied for term weighting. Six feature selection methods were used

to select the most relevant features for each class in the dataset. These methods

include: Chi square, Information gain, Mutual information, NGL (Ng-Goh-Low) Co-

e�cient, OR (Odd Ratio), and GSS (Galavotti-Sebastiani-Simi) Coe�cien. Three

di�erent experiments were conducted using 140,160 and 180 top features. The re-

sults show that CHI, NGL and GSS performed well for the Arabic TC task. The

macro average of F1-measure using those three FS methods was over 80%.

[96] investigated the performance of well-knownML algorithms CBA,Naive Bayes
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and SVM on classifying Arabic text documents into seven pre-de�ned classes. The

dataset used for the investigation was obtained from Saudi online newspapers and

it consists of 5121 Arabic documents. F1-measure was used to evaluate the perfor-

mance of the three algorithms. The results show that CBA outperformed NB and

SVM and the average of its F1-measure is 0.804.

In [97], KNN classi�er was tested for classifying six hundred Arabic documents

relating to six pre-de�ned categories. The Arabic dataset was pre-processed by

removing the stop words and conducting light stemming. Also, information gain

technique has been used for �ltering the most promising features for the classi�-

cation. Also, training sets with di�erent sizes were tested. Experimental results

showed that using Jaccard similarity measure the macro recall reached 0.793 and

the macro precision was about 0.627. The authors also reported that increasing the

size of the training set improves the performance of KNN.

In [98], N-gram frequency statistical technique has been used to classify Ara-

bic text documents into four pre-de�ned classes. The Arabic dataset used in the

experiments was collected from four online Jordanian Arabic newspapers archives.

Pre-processing includes stop words and non Arabic letters removal. Documents were

represented as vectors of tri-grams. The classi�cation was achieved using similarity

measures Dice and Manhattan. The classi�cation is done by calculating the distance

between the unseen instance and all documents in the training; then, the unseen

instance is assigned to the category with the smallest calculated measure. Results

showed that text classi�cation using Dice measure leads to better performance than

the classi�cation using Manhattan measure.

In [27], the K-nearest neighbour classi�er was used to classify �fteen thousand

Arabic texts based on their content into three pre-de�ned categories. Pre-processing

steps includes stop words and non Arabic letters removal. Two experiments using

KNN classi�er were tried to investigate the e�ect of stemming and light stemming

on the classi�cation accuracy, one after performing stemming and another after per-

forming what is called light stemming. In the stemming process, words are reduced

to their 3-letter roots while lighting stemming involved eliminating the frequently

used su�xes and pre�xes in Arabic. In addition, term frequency TF method was
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used for feature weighting. The results showed that light stemming performed bet-

ter than stemming. The micro average of precision using light stemming was 0.91

while using stemming was 0.87.

[101] investigated the e�ect of using combinations of various term weighing

schemes on the Arabic document classi�cation problem. C4.5 decision tree was

used for classi�cation. An Arabic dataset gathered from Aljazeera News website

was used for building and testing the classi�er. In terms of performance and classi�-

cation accuracy, the results show that the combinations wc-norm (word count with

normalization) and wc-t�df (word count with TF.IDF) worked well for Arabic TC.

The proposed Arabic TC model was evaluated on a dataset contains 119 �les. The

best classi�cation accuracy with 10-fold-cross validation is 97.4. It was obtained

using wc-norm-minFreq3 for stemmed words.

[102] studied the performance of two well-known machine learning algorithms

KNN and SVM on classifying Arabic texts. Chi square method was used as a fea-

ture scoring method and TF.IDF was used for features weighting. A collection of

Arabic news articles belonging to two categories and divided into training set and

test set was used to evaluate the performance of the classi�ers. The results proved

that both classi�ers worked well in the Arabic TC task. In terms of prediction time

and F1-measure, SVM was better than KNN classi�er.

[103] compared the performance of SVM and nave Bayes classi�ers on classifying

Arabic documents. A set of 2244 Arabic text documents (Islamic articles) relating

to �ve categories was used in the experiments. In terms of F1-measure, the results

show that SVM was superior to NB. The classi�cation performance of SVM was

0.954 while NB was 0.884.

[105] conducted a similar study to compare the performance of SVM and NB

on classifying 5121 Arabic documents belonging to seven categories. Experiments

revealed that SVM is superior to NB. Using F1-measure, the average accuracy of

SVM was 0.778 while NB was 0.74.

[104] made a similar comparison as [103,105] between SVM and multinomial NB
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but on a di�erent Arabic dataset consisting of 7034 texts belonging to seven classes.

Also, Chi square and Information gain feature selection methods were applied. In

addition four feature types were tested. Those types cover: character level n-grams,

words as they appear in text (without pre-processing), lemmas and roots. Di�erent

numbers of features ranging between 400 and 2000 were tested. Using strati�ed

cross validation, experiments showed that the best result in terms of F-measure was

scored by SVM with 3-grams feature which was about 0.92. It was noticed that there

was no signi�cant di�erence between using IG and Chi square for feature selection.

In [106], the author evaluated the rule based algorithms One Rule, rule induction

(RIPPER), C4.5 and hybrid PART to classify Arabic documents. The dataset used

here is a set of 1526 Arabic documents related to six classes, collected from an Arabic

website. The Chi square method was applied to �lter the 30 most relevant features

to be used for text representation. The results showed that the hybrid approach

PART outperformed the other three algorithms. Using a di�erent Arabic dataset

called CCA, [108] investigated the performance of the same rule based algorithms

used in [106]. Based on the obtained results, the authors concluded that C4.5 is

the most appropriate classi�er for Arabic TC problem in comparison with the other

three algorithms.

In [107], decision trees classi�er was applied to classify Arabic textual data. Term

frequency threshold with the embedded information gain of decision tree was pro-

posed as a feature selection method. Also, two Arabic datasets were used for testing

purposes. One is a set of scienti�c Arabic articles. It consists of 373 documents

belonging to 8 categories. The second one is a set of 453 Islamic articles distributed

over 14 categories. One third of each dataset was held for testing and the remaining

portion was used to build the classi�cation model. Results revealed that the sug-

gested method is very e�ective. The accuracy over the dataset of scienti�c Arabic

articles was 0.93 whereas the accuracy reached 0.91 using the Islamic articles dataset.

[109] investigated the performance of Support Vector Machine classi�er on clas-

sifying Arabic texts. Seventeen di�erent feature scoring metrics were examined. In

addition, a corpus of Arabic texts containing 7842 documents distributed over ten

categories was used for evaluation. For the Arabic TC problem, results indicated
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that fallout and Chi square feature selection achieved better results than all other

tested metrics.

[110] investigated the e�ectiveness of using KNN classi�er in conjunction with

di�erent text representation methods for Arabic TC task. The applied text rep-

resentations include N-gram, bag of words and what [110] called conceptual rep-

resentation. The new proposed reorientation was built by replacing words (terms)

with their suitable concepts using an Arabic WordNet resource. Also, Chi square

approach was used for feature selection. The Arabic dataset used for constructing

and testing the classi�er was obtained from [90]. In addition, three distance mea-

sures were used with KNN for comparison purposes. Results revealed that the best

F-measure was 0.74. It was obtained when the conceptual method and KNN with

Cosine distance measure were applied.

In [26, 27, 28], Arabic light stemming algorithms were developed to be used as

feature selection techniques to improve Arabic text classi�cation. [27] proposed a

light stemmer called local stem ETS2. To �nd the local stem of a word in a speci�c

text, the local stem builds a list of all possible syntactically related words to that

word in the given text, and then picks the shortest form of related words as the

local stem of the word. For testing the local stemmer, a dataset consisting of 2966

Arabic documents distributed over three categories was used; three well-known al-

gorithms NB, SVM and KNN were used for classi�cation. Also, another two Arabic

stemmers were used for comparison purposes. Using the cross validation approach,

the results of T-test and ANOVA showed that the proposed stemmer is superior

to the other stemmers. [27] compared the e�ect of using two Arabic stemmers in

Arabic TC. Stemmer and light stemmer were applied. Stemmer reduces words to

their stem or root while light stemmer strips some pre�xes and su�xes of words.

An Arabic corpus consisting of 15000 texts belonging to three categories was used

in the experiments. Also, KNN algorithm was applied. Results showed that light

stemming works better than stemming in Arabic TC. [29] implemented an Arabic

light stemmer to be used for the Arabic TC task. The stemmer was tested using 400

Arabic documents related to four classes and divided into training and testing sets.

In terms of precision and recall, results show that Arabic light stemming improves

the performance of Arabic text classi�cation.
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For the Arabic text classi�cation problem, [111] proposed a feature subset se-

lection method based on the Ant Colony Optimization algorithm. Chi square was

used with ACO as heuristic information criteria. Also, SVM was applied to guide

the search for a good set of features to be used for Arabic TC. The Arabic dataset

used is the same used in [95]. It consists of 1445 documents distributed over nine

categories, divided into training and test sets. The number of documents in the

training set is 966 while in the test set it is 479. The �rst part of this work involved

conducting a comparison between a set of �lter approaches for the Arabic TC task.

Using SVM as a classi�er, it was found that Chi square is the best �lter method for

this task. The Macro averaging F-measure reached 87.54. After that, the proposed

FS method ACO was applied and the macro averaging F-measure increased to 89.16.

Finally, according to [99], a feature selection algorithm based on the evolution-

ary algorithm Particle Swarm Optimization (PSO) in conjunction with Radial Basis

Function (RBF) networks technique was used as feature selection method to improve

the performance of the Arabic text classi�cation. An Arabic dataset collected from

online Arabic newspapers archives was used for evaluation purposes. The dataset

consists of 5183 Arabic text documents categorized into ten pre-de�ned classes. Ex-

perimental results show that the proposed FS method is superior in comparison with

the performance of the statistical feature selection methods TF.IDF and Chi-square.

In terms of F1-measure, the performance of the POS based FS algorithm reached

93.9% while the performances of TF.IDF and Chi-square methods were 92.1% and

85.5% respectively.

2.19 Summary

In this area, the key concepts related to text classi�cation were explored. The chap-

ter explained the text mining �eld and its importance. This chapter also de�ned the

text classi�cation problem and viewed its task in organizing large volumes of text

documents to help in searching and/or browsing large collections of documents.

The main steps of text classi�cation process were also presented (text pre-
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processing, feature selection and classi�cation model construction). For text pre-

processing, the main steps of text pre-processing were discussed. In addition, the

general types of feature selection (�lter and wrapper) were also presented. More-

over, the most common machine learning classi�ers which are usually applied to TC

problem were also discussed. This chapter also introduced weka machine learning

tool and briey mentioned its powerful tools for data mining such as classi�cation,

clustering, data pre-processing, visualization and, data sources.

Because this thesis suggests a wrapper feature selection approach based on Bi-

nary Particle Swarm Optimization algorithm for Arabic document classi�cation, this

chapter discussed the PSO algorithm and showed its capability in tackling many

optimization problems. It also surveyed its variants and successful applications in

di�erent areas such as electric power systems, image processing, robotics and medi-

cal applications.

In addition, the chapter also briey presented the Arabic language and showed

some of its di�erences in contrast with the English language. In Arabic text classi-

�cation �eld, the author reviewed what has been done, and also quote reported ac-

curacy �gures that signal a very broad idea of performance. Since common datasets

have not used as noticed form reviewed Arabic TC work. The results in Arabic

TC area almost never represent performance on a common dataset under common

conditions.
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Chapter 3

Arabic Text Pre-processing

This chapter provides a description of Arabic datasets used in experiments for test-

ing our proposed feature selection method for Arabic TC problem. It illustrates

the steps of pre-processing Arabic documents and how those documents can be con-

verted into TF.IDF term vectors. It also reports the number of distinct features in

the training portion for each dataset separately.

3.1 Arabic Datasets

Three separate Arabic datasets have been used in this research to test the proposed

features selection method. Each is taken from a di�erent previous paper in this

area, and we use all or part of it in our experiments. We note again here that di-

rect comparison with previous work, despite the dataset availability in some cases,

is compromised by the fact that in these cases it has been di�cult to clarify the

precise ways in which datasets were organized into training and test sets, and/or

how the results in the published papers relate to training or test data. In our case,

we provide full details below and the associated datasets with clear partition into

training and test data, here: [112].

3.1.1 Akhbar-Alkhaleej Arabic Dataset

The Akhbar-Alkhaleej Arabic Dataset is a collection of 5690 Arabic news documents

gathered evenly from the online newspaper "Akhbar-Alkhaleej". It is available from
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[113] and an example of research using it is [114]. It consists of four categories and

each document in this collection has only one category label (single-labeled). In this

work, we have selected 1708 documents randomly. Table 3.1 shows the distribution

of the selected documents among the four categories.

Category Train Test Total

International News 228 58 286

Local news 576 144 720

Sport 343 86 429

Economy 218 55 273

Total 1365 343 1708

Table 3.1: Akhbar-Alkhaleej Arabic Dataset

3.1.2 Alwatan Arabic Dataset

The Alwatan Arabic Dataset is a collection of 20,291 Arabic news documents gath-

ered evenly from the online newspaper "Alwatan" [115]. It consists of six categories

where each document in this collection has only one category label. In this work, we

have selected 1173 documents from four categories randomly. Table 3.2 shows the

distribution of the documents among these four categories. This corpus is available

online at [113].

Category Train Test Total

Culture 156 67 223

Religion 216 93 309

Sport 255 109 364

Economy 194 83 277

Total 821 352 1173

Table 3.2: Alwatan Arabic Dataset

3.1.3 Al-jazeera-News Arabic Dataset

The Al-jazeera-News Arabic Dataset (Alj-News) is an Arabic dataset obtained from

[84]. This dataset consists of 1500 documents. It includes �ve categories (Sport,
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Economy, Science, Politics and Art). The number of documents in each category is

300 documents. The size of the training set is 1200 documents (240 texts for each

category), and the size of the test set is 300 documents (60 texts for each category).

This dataset is available at [116].

3.2 Text pre-processing

All Arabic text documents have been pre-processed according to the following steps

[98, 24, 25]:

� Conversion to UTF-8 encoding.

� Remove hyphens, punctuation marks, numbers, digits, non-Arabic letters and

diacritics.

� Remove stop words.

� Eliminate rare words (words that occur less than �ve times in the dataset).

� The standard Vector Space Model (VSM) was used to represent Arabic texts

[4] and TFIDF was used for the term weighting factors.

Diacritics in Arabic have a similar function as phonetics in English. In com-

parison with English, the di�erence is that Arabic diacritics are written with words

[118, 121]. In modern writing of Arabic texts such as news and scienti�c articles,

diacritics are not used [122]. In this work, during tokenization of Arabic documents,

diacritics are removed to avoid the repeating of the same words with various writing

forms e.g. with and without diacritics which may result in higher feature space, and

a�ect the e�ciency of our Arabic TC technique.

In stop words removal, words that appear frequently in texts and have little or

no information that help retrieval e�ciency in IR systems or discriminating between

categories in TC are called stop words. They are usually eliminated. Arabic stop

words are similar to those in English such as then, in, or, that, they, go, wait, en-

tirely and so forth. In this work, a stop word list was created for eliminating Arabic

stop words. Possible stop words from Arabic word categories such as pronouns,

prepositions, verbs and letters have been collected and used to form a list of stop
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words to be used in Arabic documents pre-processing [119,120, 124].

The pseudo code for extracting the distinct features from a given training corpus

is as follows:

Define List_of_words_each_file<word,count>

Define List_of_Distinct_features<word,count>

for each text_file do

{

Temp_List=Tokinze()

for each token Temp_List do

{

if(!Check_Stop_Words(stop_word_list,token)) then

{

if(!File_Check(token,List_words_each_file[])

List_words_each_file[].add(token)

else

List_words_each_file[].Increment(token)

}

}

}

for each List_words_each_file do

{

for each token in List_words_each_file do

{

if(!Check_Word(List_of_Distinct_features,token)) then

{

Add_Word_Count(List_of_Distinct_features,Word,count)

else

Add_count_only(List_of_Distinct_features,Word,count)

}

}

}
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The output of the above procedure is a list of distinct words (features) with their

counts. The next step is to remove rare words (words that appear few times, usually

less than pre-de�ned threshold in the corpus, are ignored).

After rare words elimination, the last step is to calculate the TFIDF of each

distinct feature for each document in the corpus. In this way, each text �le in

the dataset is represented as a vector of features (words). In this way, each text

document in the collection is represented as a vector of features i.e. (fi1; fi2; � � � ; fiN)
where i refers to the ith document in the dataset and N is the number of features

that represent the documents. After pre-processing the three Arabic datasets, the

numbers of distinct features found in the separate datasets were as shown in Table

3.3. We will see later that these directly represent the sizes of the Binary PSO

vectors (particles). Hence, each text document in each dataset was transformed

into a feature vector.

Dataset Distinct features from the training set

Alj-News 5329

Alwatan 12282

Akhbar-Alkhaleej 8913

Table 3.3: Number of distinct features in the training portions of the three datasets

The developed pre-processing software (using Java Eclipse Plateform) generates

training set based on all distinct features to be used by the feature selection approach

(BPSO) to select the best subset of features. Then, the training set is rebuilt based

on the best subset of features selected by BPSO FS approach; the test set is built

using only the best subset of features. In all our experiments, the pre-processing

and weighting were performed separately for the training set and the test set. That

is, for example, TFIDF weightings for the test set were not inuenced at all by the

training set.

Based on the best subset of features generated using feature selection techniques

we will see later, the developed java code for Arabic text pre-processing generates

two datasets (training and test) in Weka data �le format (ARFF). Figure 3.1 shows

the format of the training portion of the Alwatan dataset. The �le was viewed using
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Weka Dataset �le (ARFF) Viewer.

Figure 3.1: View ARFF �le in Weka

3.3 Summary

This chapter presented the three Arabic datasets used in this thesis where each

dataset was shown with its precise number of documents in its training/test portions.

It also illustrated the pre-processing steps of Arabic text documents and, showed how

Arabic documents have been transformed into TFIDF feature vectors. In addition,

the number of distinct features from each dataset was also reported.
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Chapter 4

Feature Subset selection for

Arabic TC using BPSO with K

Nearest Neighbour

In this chapter, we demonstrate a combination of Binary PSO and K nearest neigh-

bour that performs well in selecting good sets of features for Arabic text document

categorization. On each training set of the three Arabic datasets described in the

previous chapter, BPSO/KNN was run ten times. The selected subsets features, in

conjunction with SVM, Naive Bayes and C4.5 classi�ers were used to classify the

hold out test sets. The overall summarised results on the test set in terms of F-

measure (recall this is an average of 10 complete trials of the training/test process)

show that BPSO/KNN works well for selecting good sets of features for Arabic TC

task. The e�ect of conducting normalization and Arabic light stemming was also

investigated. The same number of experiments on the three datasets with the three

ML classi�ers was done and the results were compared with the results obtained

without applying normalization and light stemming.

4.1 BPSO/KNN feature selection method

The approach we propose and test in the next section is aimed at �nding a good

subset of features to support the task of Arabic text categorisation. Comparisons

with other techniques are made with the help of the weka machine learning library
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[50, 117]. Note that we clearly distinguish the task of feature selection from the

question of classi�cation. That is, we use a BPSO/KNN hybrid method, working on

a training set, to output a speci�c subset of features. We then evaluate this subset

of features on a test set, in which we can use any machine learning/classi�cation

method for the evaluation. In fact we evaluate feature subsets using Naive Bayes,

J48 (Wekas implementation of C4.5) and an SVM with a linear kernel (using Weka

machine learning software version 3.6.3) [49, 50]. In this section, we describe our

feature selection method, which is a BPSO/KNN hybrid. A step by step view is

given below; this all follows a text pre-processing step, described in the previous

chapter, in which a total of N terms (features) are pre-determined from the docu-

ment collection.

Step (1): Create a population of particles on N dimensions in the feature space.

Each particle is represented by three vectors: the particles current position (Xi),

the particles best previous position (Pi) and its velocity (Vi). Xi is initialized with

random binary values where 1 means the corresponding feature is selected and 0

indicates not selected. Pi is initialized with a copy of Xi. (Following evaluation

of each particle in the swarm, the global gbest is initialized with the index of the

particle with best �tness value).

Step (2): For each particle:

� Evaluate �tness using KNN classi�er (see below).

� Update particles personal best.

Step (3): Update global best gbest.

Step (4): Update velocity and position of all particles in the population accord-

ing to standard approach in BPSO [55].

Vid = ! � Vid + C1 � rand() � (Pid �Xid) + C2 � rand() � (Pgd �Xid) (4.1)

The probability of the bit changing is determined by the following formula [55]:

S(Vid) =
1

1 + e�Vid
(4.2)
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If(rand() < S(Vid)) then Xid = 1;

else Xid = 0

Step (5): Terminate if termination criterion is satis�ed, outputting the selected

subset of features (represented by the current global best particle), else go to step (2).

The �tness of a particle is calculated using the following formula [99]:

Fitness = (/ �Acc) + (� � (N � T

N
)) (4.3)

Where

� Acc is the classi�cation accuracy of the particle found using KNN (see below).

� / and � are two parameters used to balance between classi�cation accuracy

and feature subset size (selected by particles), / is in the range [0,1] and � =

1 - /.

� N is the total number of features.

� T is the length of the selected subset of features by particle.

The classi�cation accuracy of a particle (P) is calculated using the following

procedure:

� Filter the subset of features selected by P.

� Set C=0.

� For each instance in the training set (this is during the training phase; all

results presented in this thesis are based on unseen test data).

� Calculate the Euclidean distance from the current instance to all in-

stances in the training set.

� Classify the current instance according to its K nearest neighbours in

the training set.

� If the predicted classi�cation matches the known classi�cation of the

instance, increase C by 1.

� Finally the Classi�cation accuracy of P is recorded as C divided by the total

number of instances in the training set.
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4.2 BPSO/KNN parameter settings

In order to �nd out appropriate parameters of the BPSO algorithm, experiments

were conducted on 150 documents falling in 5 categories (each category has 30 �les):

sport, science, art, politics and economics. Those documents were selected randomly

from the training portion of Alj-news dataset. Experiments of BPSO concentrated

on parameters including:

� Inertia weight !.

� Number of generations.

� K parameter for KNN classi�er.

� Swarm size.

4.2.1 Inertia weight

The aim of introducing inertia weight is for balancing the local search and the global

search [56]. As mentioned in [56], the best range of search to �nd suitable value for

inertia weight (!) is between 0.9 and 1.2. We have tried two ranges to �nd out the

best value of !, the �rst range is between 0.4 and 0.9 with 0.1 scales. The second

one is between 0.9 and 1.2 with 0.01 scales. Figure 4.1 shows the obtained results.

Each point represents an average of 10 complete trials of best �tness value for each

tested value of inertia weight (!). In all performed experiments, BPSO/KNN has

the following parameters:

� No of iterations (generations): 100.

� Swarm size: 30.

� K parameter of KNN classi�er: 3.

� Rare words: words that appear less than 5 times in training set were removed.

Three values were tried for the parameter in the �tness function (0.7, 0.85 and

1). Based on the experimental results, the best value of inertia weight is 1.02. When

/=1, �=0, this means no consideration to length of selected subset of features by

BPSO particle. To balance between the classi�cation accuracy of particle and the
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length of selected subset of features by that particle we assume that classi�cation

accuracy is more important than subset length, so / equals 0.85 was chosen.

Each point in Figure 4.2 shows the number of times BPSO succeeded in �nding

global best out of 100 iterations (each point is an average of 10 runs). The highest

averages were recorded when inertia weight is 1.02 or 1.01. Table 4.1 shows the

average best �tness values with inertia weight equals 1.02 or 1.01 and Table 4.2

represents the average number of times global best was found with best values of

(!).

Inertia weight (!) /=1 /=0.85 /=0.7
1.01 0.92 0.860 0.796

1.02 0.92 0.861 0.8019

Table 4.1: Best �tness value for best value of inertia weight ! and / (Average of 10

runs)

Inertia weight (!) /=1 /=0.85 /=0.7
1.01 16.8 27 29.1

1.02 18.3 29 30.9

Table 4.2: Highest numbers of times global best found for best values of inertia

weight ! and / (average of 10 runs for each parameter combination)

After determining the best value of inertia weight !=1.02, we investigated the

e�ect of di�erent values of number of iterations (generations), K parameter of KNN

and swarm size.

4.2.2 Number of iterations (generations)

Three values were tried 50, 100 and 150. Figure 4.3 shows the results. It can be

seen that decreasing the number of generations to 50 decades for the average of best

�tness value and increasing it to 150 did not give better best �tness value, so 100

generations were chosen.
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Figure 4.1: Testing di�erent values of inertia weight (!) to �nd the best value (each

point is average of 10 runs)

4.2.3 K parameter for KNN classi�er

Three values of K parameter were tried 1, 3 and 5. Figure 4.4 shows the obtained

results. All values have given very close results with di�erent values of /. The value
of 3 was picked to be used in all experiments.

4.2.4 Swarm size

Di�erent values of swarm size were tested 20, 30 and 40. Figure 4.5 shows the

obtained results. Increasing swarm size from 30 to 40 does not yield signi�cant im-

provement in terms of �tness value, so the value of 30 was selected.

4.2.5 Rare words threshold

Di�erent values were tested to determine a suitable threshold for elimination of rare

words. Experiments were done with inertia weight !=1.02. Figure 4.6 shows the

73



Figure 4.2: Number of times BPSO succeeded to �nd global best out of 100 iterations

(each point is average of 10 runs)

results. It can be seen that a value of 5 is slightly better than 3 and 7 when /=1
and /=0.85, so it was selected as the best threshold for rare words removal.

Based on the obtained empirical results, the �nal parameters were set as the

following:

� Inertia weight (!): 1.02.

� Number of generations: 100.

� K parameter for KNN classi�er: 3.

� Swarm size: 30.

� Rare words: less than 5 times were removed.

� /=0.85, � = 1 - / =0.15.
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Figure 4.3: Results of using di�erent generation for BPSO

4.3 BPSO/KNN Experiments

In this section, we will demonstrate that BPSO/KNN can be applied successfully

to the Arabic classi�cation problem. All experiments made use of the Weka open

source machine learning software [50]. We selected three classi�ers to evaluate the

selected subsets of features for each dataset. These classi�ers are:

� SVM support vector machine (with linear kernel).

� Naive Bayes classi�er.

� J48 (weka implementation of C4.5).

In each case, 10-fold cross validation was used, yielding the results in the following

tables. In more detail, for each of the three datasets, the following was repeated ten

times:

� BPSO/KNN was run on the training set to produce a feature subset (the �nal

gbest particle).

� This feature subset was used to �lter the test set, i.e. the test set was processed

into TFIDF vectors with components only for the given set of terms.

� SVM, Naive Bayes, and J48 were run on this test set, using ten-fold cross-

validation, leading to the accuracy values that we later report.
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Figure 4.4: Results of using di�erent values for K parameter of KNN

First, we show in Figures 4.7, 4.8 and 4.9 the results of ten runs on each dataset

separately (each point is weighted as average F-measure). On all of the three

datasets, it can be seen that SVM has the highest F-measure in all trials while

C4.5 (J48) has the lowest ones. For more details, the results of SVM on Alwatan

dataset fall in range between 0.95 and 0.964 while on Akhbar-Alkhaleej dataset are in

range between 0.857 and 0.907. For C4.5, the results on Alwatan dataset are within

the range 0.758 and 0.828 while on Akhbar-Alkhaleej dataset are between 0.759 and

0.817. For NB classi�er, in all ten trials on the three datasets, it is clear that Naive

Bayes is superior to C4.5 and has less performance than SVM. These signals con�rm

that SVM is the best among the evaluated machine learning classi�ers in this work

for Arabic TC task. The results also show that Naive Bayes classi�er works well for

this task.

In Table 4.3, we show the overall summarized results on the test set in terms of

F-measure (recall this is an average of 10 complete trials of the training/test process).

For more detailed views of the results, we will show details of one of the ten trials

on each of the three datasets. As in Table 4.4, we note that the sizes of the feature

sets returned by BPSO (shown here rounded to the nearest unit) tended to be a little

more than half of the total number of features for the dataset in question. Clearly,
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Figure 4.5: Results of using di�erent values of swarm size

Dataset C4.5 NB SVM

Alj-News 0.7396 0.8003 0.8951

Std. Dev. 0.02211 0.02324 0.02319

Alwatan 0.7897 0.8949 0.9597

Std. Dev. 0.02502 0.04098 0.00424

Akhbar-Alkhaleej 0.7853 0.833 0.8886

Std. Dev. 0.02206 0.01036 0.01608

Table 4.3: Classi�cation accuracy of SVM, Naive Bayes and C4.5 on the three

datasets using BPSO/KNN

SVM was able to classify most accurately, with results that seem quite competitive

given the results that tend to be achieved in this research area.

Tables 4.5 to 4.13 set out more detailed views of the results on each of the three

datasets, showing mean values for precision, recall and F-measure for each category

in the dataset in question, where the averages are weighted according to the num-

bers of documents in each category. Tables 4.5, 4.6, and 4.7 respectively show the

results for SVM, Naive Bayes, and J48 on the Alj-News dataset, while the sequence

is repeated for Akhbar-Alkhaleej dataset in Tables 4.8 to 4.10 and Alwatan dataset

in Tables 4.11 to 4.13.
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Figure 4.6: Results of using di�erent threshold for rare words elimination

Dataset Distinct features from

the training set

Selected features

by BPSO/KNN

Alj-News 5329 2841

Alwatan 12282 6894

Akhbar-Alkhaleej 8913 4638

Table 4.4: Selected features by BPSO/KNN for a speci�c trial out of ten

For Alj-News dataset, as shown in Tables 4.5, 4.6, and 4.7 respectively, it is clear

that SVM outperformed both NB and C4.5. As shown in Table 4.5, the precision

and recall of the Sport and Science categories were higher than other categories.

The Politics category has the lowest precision. It seems that SVM incorrectly clas-

si�ed some documents from Art and Economic categories by assigning them to the

Political category. In addition, the precision of the Sport category is 1 and the

F-measure is 0.983; this indicates that SVM correctly separated other classes from

the Sport category by not assigning any documents from the other three categories

to the Sport category. Although SVM wrongly assigned a few sport documents to

other categories.

From Table 4.6, it can be seen that NB worked well from the Alj-News Dataset.

The lowest precision was 0.654 by the Politics category and the lowest recall was
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Figure 4.7: Results of ten runs on Alwatan dataset using BPSO/KNN

by the Art category. That means SVM incorrectly classi�ed some instances to not

be related to the Art category while in fact they are. It also incorrectly assigned

some documents actually related to the Politics category to other classes. As can

be noticed from Table 4.7, a similar di�culty faced C4.5 to properly distinguish

between the Politics and Art categories. In comparison with SVM and NB, C4.5

did more mistakes in this context.

Class Precision Recall F-Measure

Sport 1 0.967 0.983

Art 0.898 0.883 0.891

Science 0.982 0.933 0.957

Politics 0.781 0.95 0.857

Economic 0.925 0.817 0.867

Weighted Avg. 0.917 0.91 0.911

Table 4.5: Detailed Accuracy by Class for SVM Classi�er on Alj-News Dataset

Tables 4.8, 4.9 and 4.10 show the performance of SVM, NB and C4.5 respec-

tively on Akhbar-Alkhaleej dataset. From Table 4.8, it can be seen that the highest

precision is for the Sport category which is 0.986. The second highest precision is for

Int. news categories. The precisions of Economy and Local news are close to each
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Figure 4.8: Results of ten runs on Alj-News dataset using BPSO/KNN

Class Precision Recall F-Measure

Sport 0.964 0.883 0.922

Art 0.815 0.733 0.772

Science 0.925 0.817 0.867

Politics 0.654 0.85 0.739

Economic 0.833 0.833 0.833

Weighted Avg. 0.838 0.823 0.827

Table 4.6: Detailed Accuracy by Class for Naive Bayes Classi�er on Alj-News

Dataset

other and both are less than 0.9. This could be interpreted that SVM wrongly clas-

si�ed some documents from Sport and Int. News categories to Economy and Local

news categories. For NB classi�er, as in Table 4.9, it is clear from the precision of

Economy category that NB incorrectly classi�ed documents from other categories

to Economy class. The recall of Local news category indicates that the wrongly

assigned documents to economy category could be from Local news category. In

contrast with SVM and NB classi�ers, Table 4.10 shows that C4.5 has the lowest

performance on Akhbar-Alkhaleej dataset.

Tables 4.11, 4.12 and 4.13 show the performance of SVM, NB and C4.5 re-

spectively on Alwatan dataset. In general, SVM is best for predicting the correct
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Figure 4.9: Results of ten runs on Akhbar-Alkhaleej dataset using BPSO/KNN

Class Precision Recall F-Measure

Sport 0.869 0.883 0.876

Art 0.711 0.533 0.61

Science 0.909 0.833 0.87

Politics 0.562 0.683 0.617

Economic 0.697 0.767 0.73

Weighted Avg. 0.75 0.74 0.74

Table 4.7: Detailed Accuracy by Class for C4.5 Classi�er on Alj-News Dataset

categories of given test documents. As shown in Table 4.11, the precision of the

Religion and Sport categories indicates that SVM did not assign any document re-

lated to Economy or Culture categories to the Religion or Sport categories. For NB

classi�er, it can be seen from Table 4.12 that the precision of Culture category is

the lowest. This means that NB incorrectly classi�ed documents from other cate-

gories to the culture category. From Table 4.13, the precision of the Culture and

Economy categories shows that C4.5 could not di�erentiate between economy and

culture documents.

Tables from 4.14 to 4.22 show the confusion metrics. The confusion between top-

ics is generally understandable given the levels of similarity between the topics in
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Class Precision Recall F-Measure

Economy 0.836 0.836 0.836

Int. News 0.943 0.862 0.901

Local News 0.846 0.917 0.88

Sport 0.987 0.907 0.945

Weighted Avg. 0.896 0.892 0.893

Table 4.8: Detailed Accuracy by Class for SVM Classi�er on Akhbar-Alkhaleej

Dataset

Class Precision Recall F-Measure

Economy 0.671 0.927 0.779

Int. News 0.929 0.897 0.912

Local News 0.84 0.764 0.8

Sport 0.888 0.826 0.855

Weighted Avg. 0.84 0.828 0.829

Table 4.9: Detailed Accuracy by Class for Naive Bayes Classi�er on Akhbar-

Alkhaleej Dataset

di�erent cases. For example, the dataset that is associated with the lowest accuracy

values, Akhbar-Alkhaleej, needs the classi�er to distinguish between international

news, local news, economy and sport. Since either local news or international news

can often be about sport and/or the economy, it is not surprising that any auto-

mated method could be quite challenged to predict the labelled categories. Similar

potential for confusion exists in each dataset, but to a lesser extent, and we see each

of these observations reected in the confusion matrices, as well as the overall results.

Tables 4.14, 4.15, and 4.16 present the confusion metrics of SVM, NB and C4.5

for Alj-News dataset. As shown in Table 4.14, for the economic category, SVM

incorrectly classi�ed eleven test documents out of sixty. Eight documents belong-

ing to economic class were classi�ed as politics. A similar case happened with the

Art category, six documents were wrongly assigned to the Politics category. Similar

mistakes were done by NB. It can be seen from Table 4.15 that NB misclassi�ed

sixteen documents originally related to the Art category by assigning nine of them

to politics class, two documents to science class, two documents to sport class and
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Class Precision Recall F-Measure

Economy 0.653 0.582 0.615

Int. News 0.754 0.741 0.748

Local News 0.757 0.778 0.767

Sport 0.831 0.86 0.846

Weighted Avg. 0.758 0.761 0.759

Table 4.10: Detailed Accuracy by Class for C4.5 Classi�er on Akhbar-Alkhaleej

Dataset

Class Precision Recall F-Measure

Culture 0.853 0.955 0.901

Economy 0.939 0.928 0.933

Religion 1 0.978 0.989

Sport 1 0.954 0.977

Weighted Avg. 0.958 0.955 0.955

Table 4.11: Detailed Accuracy by Class for SVM Classi�er on Alwatan Dataset

three documents to economic class. In the case of C4.5 as presented in Table 4.16,

28 documents out of sixty which actually belong to the Art category were incorrectly

assigned to other categories.

For Akhbar-Alkhaleej dataset, from Table 4.17, it can be seen that SVM mis-

classi�ed eight documents related to Local news by classifying them as economy

documents. Also, nine documents actually related to economy were classi�ed as

local news. In the case of NB classi�er, as shown in Table 4.18, in comparison with

SVM, NB classi�ed more documents originally related to local news to economy

class. In addition, both SVM and NB assigned some documents from the Sport

category as Local news. For C4.5, Table 4.19 has revealed that Sport, International

and Economy categories overlapped with local news.

In the case of Alwatn dataset, confusion matrices in Tables 4.20, 4.21 and 4.22

show that most misclassi�cation cases were caused by the Culture category. In Table

4.20, six documents belonging to the Economy category were assigned to Culture.

In Table 4.21, six, eight and seven documents relating to Economy, Religion and
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Class Precision Recall F-Measure

Culture 0.72 0.806 0.761

Economy 0.928 0.928 0.928

Religion 0.914 0.914 0.914

Sport 0.99 0.917 0.952

Weighted Avg. 0.904 0.898 0.90

Table 4.12: Detailed Accuracy by Class for Naive Bayes Classi�er on Alwatan

Dataset

Class Precision Recall F-Measure

Culture 0.642 0.507 0.567

Economy 0.674 0.771 0.719

Religion 0.933 0.903 0.918

Sport 0.86 0.899 0.879

Weighted Avg. 0.794 0.795 0.792

Table 4.13: Detailed Accuracy by Class for C4.5 Classi�er on Alwatan Dataset

Sport respectively were wrongly classi�ed by NB as Culture. It can be seen in Table

4.22 that C4.5 incorrectly classi�ed 33 documents originally belonging to Culture

category to other categories. 22 texts out of 33 were assigned to the Economy cat-

egory. This reects the fact that it is a challenge for C4.5 to distinguish between

naturally close categories such as Culture and Economy.

It is clear that SVM is the best one among the tested classi�ers for the Arabic

text classi�cation task. Also, Naive Bayes classi�er works well for this task. In

contract with other applied classi�ers for Arabic TC task, C4.5 has recorded the

lowest accuracies in all presented results.

4.4 E�ect of using Normalization and light stem-

ming on BPSO/KNN performance

This section investigates the e�ect of normalization and light stemming on the clas-

si�cation performance of SVM, NB and C4.5 using BPSO/KNN as a feature selec-
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a b c d e (= classi�ed as

58 1 0 1 0 a = sport

0 53 0 6 1 b = art

0 2 56 1 1 c = science

0 1 0 57 2 d = politics

0 2 1 8 49 e = economic

Table 4.14: Confusion Matrix (SVM on Alj-News Dataset)

a b c d e (= classi�ed as

53 2 1 4 0 a = sport

2 44 2 9 3 b = art

0 2 49 5 4 c = science

0 5 1 51 3 d = politics

0 1 0 9 50 e = economic

Table 4.15: Confusion Matrix (Naive Bayes on Alj-News Dataset)

tion method. All experiments were repeated after adding normalization and light

stemming operations to the text pre-processing steps. Normalization is performed

according to the following steps [29,31, 32]:

� Replace Alef "

@ , @ " and "

�
@ " with " @ ".

� Replace Yeh "ø
 " with "ø".

� Replace "
�è " with " è".

� Remove Arabic diacritics and stretching character (Tatweel).

As mentioned earlier, Arabic Light stemmer (light10) does not a�ect the meaning

of words. It only removes the conjunction "Wa" " "ð" , some pre�xes like:

(ÉË , ÈA 	̄ , ÈA¿ , ÈAK. , È@ð , È@ , H. , È , ¼ , 	¬)
and some su�xes such as:

( è , �è , @ , �éK
 , éK
 , 	à@ , 	áK
 , @ð , 	àð , Aë) [31].

Using Java libraries for Arabic normalization and light stemming integrated with

the Apache Lucene software (those libraries are available at [31, 32]), the numbers

of distinct features found in the separate datasets were as shown in Table 4.23. It
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a b c d e (= classi�ed as

53 1 1 4 1 a = sport

5 32 2 13 8 b = art

1 2 50 5 2 c = science

1 7 2 41 9 d = politics

1 3 0 10 46 e = economic

Table 4.16: Confusion Matrix (C4.5 on Alj-News Dataset)

a b c d (= classi�ed as

46 0 9 0 a = Economy

0 50 8 0 b = International

8 3 132 1 c = Local

1 0 7 78 d = Sport

Table 4.17: Confusion Matrix (SVM on Akhbar-Alkhaleej Dataset)

is clear that normalization and light stemming have led to a signi�cant reduction in

the number of distinct features.

Table 4.24 presents the obtained results after adding normalization and light

stemming to the pre-processing. In general, normalization and light stemming have

led to a great reduction in the number of distinct features and also has resulted in

statistically signi�cant improvement of the classi�cation accuracy of NB classi�er

on the three applied datasets.

Figure 4.10 presents the di�erence between with and without applying normal-

ization and light stemming in the pre-processing stage. It seems that normalization

and light stemming have improved the performance of SVM, NB and C4.5 slightly.

However, in most cases the di�erence is small. Standard T-test (one-tailed) with sig-

ni�cant level by p < 0:1 was applied to measure the signi�cance of the improvement.

On Alwatan dataset, as shown in Figure 4.10, the SVM results with normalization

and light stemming are superior to those without normalization and light stemming

(p < 0:005). Also, the results of C4.5 with normalization and light stemming out-

performed those without normalization and light stemming (p < 0:002) while the

results of NB are not signi�cant.
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a b c d (= classi�ed as

51 0 3 1 a = Economy

2 52 4 0 b = International

22 4 110 8 c = Local

1 0 14 71 d = Sport

Table 4.18: Confusion Matrix (Naive Bayes on Akhbar-Alkhaleej Dataset)

a b c d (= classi�ed as

32 5 17 1 a = Economy

4 43 8 3 b = International

13 8 112 11 c = Local

0 1 11 74 d = Sport

Table 4.19: Confusion Matrix (C4.5 on Akhbar-Alkhaleej Dataset)

Figure 4.10: Classi�cation accuracy of SVM, NB and C4.5 with and without nor-

malization and light stemming (BPSO/KNN)

Figure 4.10 shows the results on Alj-News dataset, generally, normalization and

light stemming has resulted in a better performance for the three applied algorithms.

The results for SVM with normalization and light stemming are superior to those

without normalization and light stemming (p < 0:03). In addition, the results of NB

with normalization and light stemming outperformed those without normalization

and light stemming (p < 0:0003). Also, the results for C4.5 with normalization
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a b c d (= classi�ed as

64 3 0 0 a = Culture

6 77 0 0 b = Economy

2 0 91 0 c = Religion

3 2 0 104 d = Sport

Table 4.20: Confusion Matrix (SVM on Alwatan Dataset)

a b c d (= classi�ed as

54 4 8 1 a = Culture

6 77 0 0 b = Economy

8 0 85 0 c = Religion

7 2 0 100 d = Sport

Table 4.21: Confusion Matrix (Naive Bayes on Alwatan Dataset)

and light stemming are better than those without normalization and light stemming

(p < 0:015). On Akhbar-Alkhaleej dataset, as can be seen in Figure 4.10, for SVM

and C4.5, it seems that the results with applying normalization and light stemming

are better than no normalization and light stemming. Standard T-test (one-tailed)

with signi�cant level by p < 0:1 has shown no signi�cant di�erences, however the

corresponding results of NB with normalization and light stemming are superior to

those without normalization and light stemming (p < 0:008).

Standard T-test (one-tailed) with signi�cant level by p < 0:1 (con�dence level

90%) was applied to see which method is better (with or without normalization

and light stemming using BPSO/KNN for feature selection). Considering the full

sets of results using BPSO/KNN, on Alwatan dataset, a one tailed-T-test shows

that BPSO/KNN with normalization and light stemming is signi�cantly better than

BPSO/KNN without normalization and light stemming (p < 0:005) with con�dence

level 99%. Also, on Alj-News datasets, BPSO/KNN with normalization and light

stemming is signi�cantly better than BPSO/KNN without normalization and light

stemming (p < 0:005) with con�dence level 99%. On Akhbar-Alkhaleej dataset,

99% con�dence that BPSO/KNN with normalization and light stemming is better

(p < 0:007).

88



a b c d (= classi�ed as

34 22 3 8 a = Culture

8 64 3 8 b = Economy

5 4 84 0 c = Religion

6 5 0 98 d = Sport

Table 4.22: Confusion Matrix (C4.5 on Alwatan Dataset)

Distinct features from the training set

Dataset Without normalization With normalization

and light stemming and light stemming

Alj-News 5329 3763

Alwatan 12282 7062

Akhbar-Alkhaleej 8913 5367

Table 4.23: Distinct features from the three datasets with and without normalization

and light stemming

4.5 Summary

In this chapter, BPSO-KNN was proposed as a feature selection method for Arabic

text classi�cation. Three Arabic datasets were used to test this method, and three

well-known machine learning algorithms SVM , Naive Bayes and C4.5 decision tree

learning (in its Weka implementation as J48) were applied to classify Arabic test

documents using features selected by this method.

The �rst set of experiments in this chapter was performed to �nd out appropri-

ate values for the parameters of the BPSO algorithm. Those parameters include:

inertia weight, number of generations, swarm size and K parameter for KNN clas-

si�er. Then, on each training set of the three Arabic datasets described in previous

chapter, BPSO/KNN was trialed ten times. The selected subsets features, in con-

junction with SVM, Naive Bayes and C4.5 classi�ers were used to classify the hold

out test sets.

Our results suggest that the proposed method is e�ective. It led to values for

classi�cation accuracy and F1-measure that compare well with those reported in

89



Dataset C4.5 NB SVM

Alj-News 0.7606 0.8406 0.9121

Std. Dev. 0.01663 0.01796 0.01187

P-value 0.01417 0.00023 0.0295

Alwatan 0.8237 0.9126 0.9667

Std. Dev. 0.02023 0.01009 0.00618

P-value 0.00191 0.10699 0.0047

Akhbar-Alkhaleej 0.7825 0.8529 0.8914

Std. Dev. 0.01827 0.02027 0.01663

P-value 0.38042 0.00786 0.35323

Table 4.24: Classi�cation accuracy of SVM, NB and C4.5 on the three datasets with

normalization and light stemming (BPSO/KNN)

related work. However a direct comparison with related work in this area is not

currently possible, since either the datasets used in an associated publication are

not available, or, where they are available, we have been unable to discover the way

the data was split into training and/or validation and/or test data in the compar-

ative results. Therefore another contribution of this work is to make our datasets

available, with the latter issues clari�ed, to support continuing work on this topic.

Meanwhile, it seems clear that the results achieved by SVM, as well as Naive Bayes,

overall, suggest that BPSO/KNN performs well as a feature selection technique for

this task (well enough, for example, to underpin the selection of features for associ-

ated applications).

The e�ect of normalizing some Arabic letters and applying Arabic light stem-

ming on the performance of SVM, NB and C4.5 with BPSO/KNN feature selection

method was investigated. The results were compared against the results when nor-

malization and light stemming were not applied. In almost all experiments using

normalization and light stemming, the averages of results (F-measure) for the three

ML classi�ers on the three Arabic datasets are superior to the results when normal-

ization and light stemming were not used.
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Chapter 5

Feature Subset selection for

Arabic TC using BPSO with SVM

In the previous chapter, we explored binary particle swarm optimization hybridized

with K nearest neighbour for feature selection in Arabic document categorization

task. The experimental results have shown that this feature selection method works

well for selecting good sets of features for the Arabic TC problem. In this chapter,

we demonstrate a combination of Binary PSO and Support Vector Machine that per-

forms well in selecting good sets of features for the Arabic document categorization

task. Also, we compare its performance with our previously presented BPSO/KNN

feature selection approach. Moreover, we also analyze the set of features and con-

sider the di�erences between the sort of features that BPSO/KNN and BPSO/SVM

tend to select.

5.1 BPSO/SVM feature selection method

The di�erence between BPSO/KNN and BPSO/SVM is that in the �tness function.

The classi�cation accuracy (Acc) of a particle (P) on the training set is estimated

using the SVM classi�er instead of KNN.

The classi�cation accuracy of a particle (P) is calculated using the following

procedure:

� Filter the subset of features selected by P in the training set.

� Evaluate the �ltered subset using the SVM classi�er (using Weka SVM Library

91



developed by [117]) with 10 fold cross validation.

� Use the accuracy (F-measure) of SVM to calculate the �tness of a particle.

5.2 BPSO/SVM Experiments

In this section, we will demonstrate that BPSO/SVM can be applied successfully to

the Arabic classi�cation problem. The same classi�ers used with BPSO/KNN were

applied to evaluate the proposed method.

Also, the same parameters for BPSO were used:

� Inertia weight (!): 1.02.

� Number of generations: 100.

� Swarm size: 30.

� Rare words: less than 5 times were removed.

� /=0.85, � = 1 - / =0.15.

SVM parameters were set as follows:

� Learning algorithm: C-SVC (Support Vector Classi�cation).

� Linear kernel function.

� The cost parameter C=1 (a relatively low value favouring good generalization).

Similar to BPSO/KNN, in each case, 10-fold cross validation was used, yielding

the results in the following tables. In more detail, for each of the three datasets, the

following was repeated ten times:

� BPSO/SVM was run on the training set to produce a feature subset (the �nal

gbest particle).

� This feature subset was used to �lter the test set, i.e. the test set was processed

into TFIDF vectors with components only for the given set of terms.

� We used three di�erent classi�cation algorithms to evaluate the selected sub-

sets of features on a holdout/test portion of each dataset. SVM, NB, and C4.5

were all run on the test set.
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Figures 5.1, 5.2 and 5.3 present the results of ten runs on each dataset separately

(each points is weighted average F-measure of the training/test process). On all of

the three datasets, it can be seen that SVM has the highest F-measure in all trails

while C4.5 (J48) has the lowest ones. In detail, the results of SVM on the Alwatan

dataset fall between the range 0.953 and 0.977 while on the Akhbar-Alkhaleej dataset

they are within the range between 0.872 and 0.908. For C4.5, the results on the Al-

watan dataset are between 0.758 and 0.828 whereas on the Akhbar-Alkhaleej dataset

they are between 0.765 and 0.833. For NB classi�er, in all ten trials on the three

datasets, it is clear that Naive Bayes is superior to C4.5 and has worse performance

than SVM. Using feature subsets selected by the BPSO/SVM FS method, these

observations con�rm that SVM is the best among the evaluated machine learning

classi�ers in this work for the Arabic TC task. The results also indicate that the

Naive Bayes classi�er has performed well for this task.

Figure 5.1: Results of ten runs on Alwatan dataset (BPSO/SVM)

In Table 5.1, we show the overall summarised results on the test set (using

BPSO/SVM as a feature selection method) in terms of F-measure (recall this is an

average of 10 complete trials of the training/test process).
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Figure 5.2: Results of ten runs on Alj-News dataset (BPSO/SVM)

5.3 Comparison between BPSO with KNN and

BPSO with SVM

BPSO/SVM and BPSO/KNN were each trialled ten times independently on each

of the three datasets. After each independent trial, the best resulting feature subset

was applied to reduce the hold set portion of the dataset, and C4.5, NB and SVM

were independently applied, using tenfold cross validation. As can be seen from

Figure 5.4, basic inspection �nds that for each dataset and learning method, the

mean accuracy on the holdout set is higher for BPSO/SVM than for BPSO/KNN.

However, in most cases the di�erence is small, but we think this is because we are

getting close to the maximum accuracy achievable. Standard T-test was applied

(one-tailed), with signi�cant signalling by p < 0:1, and found the following. On

Alwatan, the SVM results for BPSO/SVM are superior to those of BPSO/KNN

(p < 0:085); however, the corresponding results for NB and C4.5 are not signi�-

cant. On Alj-News, none of the corresponding pair wise comparisons are signi�cant,

while on Akhbar-Alkhaleej, the NB results for BPSO/SVM are superior to those of

BPSO/KNN (p < 0:044), while the other two comparisons show no signi�cant dif-

ference.

Standard T-test (one-tailed) with signi�cant level by p < 0:1 (con�dence level
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Figure 5.3: Results of ten runs onAkhbar-Alkhaleej dataset (BPSO/SVM)

90%) was applied to see which method is better (BPSO/KNN or BPSO/SVM) se-

lection). Considering the full sets of results using BPSO/KNN and BPSO/SVM,

on Alwatan dataset, one tailed-T-test shows that BPOS/SVM is signi�cantly bet-

ter than BPSO/KNN (p < 0:06) with con�dence level 94%. On Alj-News and

Akhbar-Alkhaleej datasets, BPSO/SVM has better averages than BPSO/KNN, but

one-tailed T-tests reveal that these di�erences are not signi�cant, and we cannot be

sure which of BPSO/SVM or BPSO/KNN is the best method.

We performed further analysis in an attempt to understand the di�erence in

performance. The selected features were recorded for every trial in each experi-

ment. This enabled us to examine the degree to which individual features repeatedly

emerged in di�erent trial runs on the same data. We summarize the broad �ndings

from this analysis in Table 5.2.

For example, on Alwatan dataset, Table 5.2 tells us there were 686 features

(words) that each occurred in precisely 8 of the 10 trials of BPSO/SVM, while the

corresponding number for BPSO/KNN was 1072. We also see that, for BPSO/SVM,

there were 24 features present in the result of every trial, while the corresponding

�gure for BPSO/KNN was 38. Overall, feature sets from di�erent trial runs of

BPSO/KNN tend to have a greater overlap with each other than those emerging

95



Dataset J48 NB SVM

Alj-News 0.7439 0.8014 0.9036

Std. Dev. 0.02985 0.01437 0.01119

P-value 0.35949 0.4502 0.1578

Alwatan 0.8031 0.9104 0.9639

Std. Dev. 0.02365 0.01409 0.00809

P-value 0.11716 0.14092 0.08432

Akhbar-Alkhaleej 0.7869 0.8434 0.8914

Std. Dev. 0.01845 0.01471 0.01056

P-value 0.43118 0.04301 0.3259

Table 5.1: Classi�cation accuracy of SVM, Naive Bayes and Decision trees on the

three datasets using BPSO/SVM

from BPSO/SVM trials.

We also report that the intersection between the frequently appearing BPSO/KNN

and BPSO/SVM features were always zero or negligible, e.g. on Alj-News dataset, as

in tables 5.3 and 5.4 there was no overlap between the BPSO/SVM and BPSO/KNN

in all 10 trials features.

The fact that each method seems to rely on a small core of features possibly re-

ects the semantics of document categories. That is for a category such as religion,

you may expect a set of words (features) which usually indicates a strong signal

about the category, while a larger number of additional words may provide a weaker

signal, since they could also be common to other categories (e.g. culture or news).

However, the fact that BPSO/SVM and BPSO/KNN tend to choose distinct

core sets from each other is perhaps more interesting. We expect this reects the

distinct approaches used by SVM and KNN. Features most often chosen by KNN

could be core to a category in the sense that they are close to central in a document

feature space. Meanwhile, the important features for SVM are those that help de-

�ne clear boundaries between categories in the transformed feature space. The SVM

will be more tolerant with those that are shared between categories. E.g. consider a
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Figure 5.4: Performance of BPSO-SVM and BPSO-KNN

document in local news that is close to the boundary with international news. KNN

will misclassify this document if its closest neighbours tend to be over the boundary,

however SVM will classify it correctly. It can be suggested that SVM features may

be chosen according to how well boundaries can be de�ned, and KNN features may

be more biased towards a large distance between documents in di�erent categories.

This would suggest that BPSO/SVM may be preferable when distance between

categories is small, since several documents will be close to boundaries. There are

hints that this reected in our results where clear statistical signi�cance was found

among individual comparisons; this was in the case of Alwatan dataset, where the

categories include Culture and Religion, and the Akhbar-Alkhaleej dataset, where

the categories include International News and Local News. Figure 5.5 represents an

example of what are possibly selected features by BPSO/KNN and BPOS/SVM.

Note that, in comparison with English, the de�nite article the is written di�er-

ently in Arabic language. The de�nite Arabic noun is formed by joining the de�nite

Article (È@) (AL) to the beginning of the noun. For instance, the word (
�é 	̄ A �®�JË @)

means the culture and (
�é 	̄ A �®�K) means Culture. In this case, each word is considered

as a unique token (feature). Also, the conjunction (and) which is (Wa) (ð) in Ara-

bic (consisting of one letter only) is frequently attached to the beginning of words.

For example, the word (
�è 	Qêk.


@ð) which means and devices is considered as a di�erent
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Dataset No. of Trials BPSO/KNN BPSO/SVM

Alj-News 6 1260 1112

7 804 683

8 362 289

9 103 81

10 17 13

Alwatan 6 3024 2605

7 2152 1525

8 1072 686

9 315 134

10 38 24

Akhbar-Alkhaleej 6 1997 1948

7 1194 1111

8 529 488

9 145 124

10 22 18

Table 5.2: The degree to which the same features emerged from di�erent feature

selection trials

token in contrast with the word (
�è 	Qêk.


@) devices. Table 5.5 illustrates possible forms

of the word Poet (Q«A ��).

It is obvious that such words may appear in the selected features because we did

not perform light stemming. As we previously menstioned, Arabic Light stemmer

(light10) does not a�ect the meaning of words. It only strips o� the conjunction

"Wa" " "ð" , some pre�xes like:

(ÉË , ÈA 	̄ , ÈA¿ , ÈAK. , È@ð , È@ , H. , È , ¼ , 	¬)
and some su�xes such as:

( è , �è , @ , �éK
 , éK
 , 	à@ , 	áK
 , @ð , 	àð , Aë) [31].
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Word Meaning

ÈA 	®£

B@ The children

¨@YK. B @ The creativity

�HAK. A
	j�J 	KB@ The elections

Ém.Ì'@ The gel

Q«A ��Ë@ The poet

�ðQ�

	®Ë @ The virus

	àAg. QêÖÏ @ The festival

¡ 	® 	JË @ The oil

	àñ�JkAK. Researchers (masculine)

AÓPAK. Parma (Not Arabic word)

�é�@PX Study

@YK
PX Derrida (Name)

�HA 	�AK
P Mathematics

ÉK
Y	J
�̄

Candle

��» @QÓ Marakech (Name)

A�	�Q 	̄ð and France

ÐñÊªÓð and known

Table 5.3: Common features in 10 trials Alj-News using BPSO/KNN

5.4 E�ect of using normalization and light stem-

ming on BPSO/SVM performance

This section investigates the e�ect of normalization and light stemming on the classi-

�cation performance of SVM, NB and C4.5 using BPSO/SVM as a feature selection

method. All experiments were repeated after adding normalization and light stem-

ming operations to the text pre-processing steps.

Table 5.6 presents the obtained results after adding normalization and light stem-

ming to the pre-processing. In general, normalization and light stemming have led

to slight improvement in some cases while in others, it a�ects the classi�cation ac-

curacy of the classi�ers slightly.
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Word Meaning

�éj. �
	�

@ Tissues

	áK
ð

@ Owen (Not Arabic word)

ú
Î
J
K @Qå�B @ The Israeli

�èPAj. �JË @ The trade

¡J
¢
	j�JË @ The planning

�éJ
�
	�ñ�JË @ The Tunisian

�é 	̄ A �®�JË @ The culture

hC�Ë@ The weapon

�éJ
�
	�Q 	®Ë @ The French

�HA�®�J ��ÖÏ @ The derivatives

	àAg. QêÖÏ @ The festival

�PA� Sars (Not Arabic word)

@Qå��
 Yusra (Name)

Table 5.4: Common features in 10 trials Alj-News using BPSO/SVM

Figure 5.6 shows the e�ect of applying normalization and light stemming in the

pre-processing stage. For the Alwatan dataset, as can be seen from Figure 5.6, nor-

malization and light stemming have improved the performance of C4.5 and SVM

slightly while the average accuracies of BN are same. Standard T-test was applied

(one-tailed), with signi�cant level p < 0:1, and found that the di�erence between the

results for C4.5 is signi�cant (p = 0:00107) while in the case of NB, the di�erence

is not signi�cant. For SVM, the di�erence is signi�cant (p < 0:08).

For the Alj-News dataset, as in Figure 5.6, generally, normalization and light

stemming have resulted in a better performance for C4.5 and NB algorithms. The

average accuracies of SVM are similar. The highest improvement is for the NB clas-

si�er. For both SVM and C4.5, the di�erences are not signi�cant while in the case

of NB, the di�erence is statistically signi�cant (p = 0:00000349).

Figure 5.6 shows the average performance of SVM, NB and C4.5 on Akhbar-
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Word Meaning

Q«A ��Ë@ The poet

Q«A ��ð and poet

Q«A ��ËA¿ Like the poet

Q«A ��ÊË For the poet

Q«A ��ËAK. By the poet

Q«A ��Ë@ð and the poet

Q«A ��» As a poet

Table 5.5: Di�erent forms of the word (poet) in Arabic

Dataset C4.5 NB SVM

Alj-News 0.7575 0.838 0.9027

Std. Dev. 0.02621 0.01105 0.01228

P-value 0.14677 0.00000349 0.43296

Alwatan 0.8366 0.9101 0.9694

Std. Dev. 0.01693 0.0175 0.00851

P-value 0.00107 0.4834 0.07798

Akhbar-Alkhaleej 0.786 0.8553 0.8857

Std. Dev. 0.01319 0.01577 0.01075

P-value 0.45084 0.04904 0.12362

Table 5.6: Classi�cation accuracy of SVM, NB and C4.5 on the three datasets (with

normalization and light stemming) using BPSO/SVM

Alkhaleej dataset. For C4.5 and NB classi�ers, it seems that the performance with

applying normalization and light stemming have led to a slight improvement while

in the case of SVM classi�er, normalization and light stemming have decreased the

average accuracy from 0.891 to 0.885 which is small. For C4.5, the di�erence is not

signi�cant while for NB, the di�erence is signi�cant (p < 0:05); however for SVM,

the di�erence is not signi�cant.

Standard T-test (one-tailed) with signi�cant level byp < 0:1 (con�dence level

90%) was applied to see which method is better (with or without normalization and

light stemming using BPSO/SVM for feature selection). Considering the full sets

101



Figure 5.5: Selected feature by BPSO/KNN and BPSO/SVM

of results using BPSO/SVM, on Alwatan dataset, a one tailed-T-test shows that

BPOS/SVM with normalization and light stemming is signi�cantly better than

BPSO/SVM without normalization and light stemming (p < 0:003) with con�-

dence level 99%. Also, on Alj-News datasets, BPSO/SVM with normalization and

light stemming is signi�cantly better than BPSO/SVM without normalization and

light stemming (p < 0:007) with con�dence level 99%. In case of Akhbar-Alkhaleej

dataset, BPSO/SVM without normalization and light stemming has a better av-

erage than BPSO/SVM with normalization and light stemming, but a one-tailed

T-test reveals that this di�erence is not signi�cant, and we cannot be sure which of

BPSO/SVM with normalization and light stemming or without normalization and
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Figure 5.6: Classi�cation accuracy of SVM, NB and C4.5 using BPSO/SVM

light stemming is the best method.

5.5 Comparison between BPSO with KNN and

BPSO with SVM after applying normaliza-

tion and light stemming

Figure 5.7 shows the di�erence in the performance between BPSO with KNN and

BPSO with SVM after normalizing some Arabic letters and performing Arabic light

stemming during text pre-processing. Standard T-tests were applied (one-tailed),

with signi�cance level (p < 0:1). On Alwatan dataset, as shown in Figure 5.7, the

results of C4.5 for BPSO/SVM are superior to those of BPSO/KNN (p < 0:07);

however the corresponding results for SVM and NB are not signi�cant. On Alj-

News dataset, as in Figure 5.7, the results of SVM for BPSO/KNN are superior to

those of BPSO/SVM (p < 0:05) while the corresponding results for C4.5 and NB

show no signi�cant di�erence. On Akhbar-Alkhaleej dataset, as presented in Figure

5.7, the results of the three classi�ers show no signi�cant di�erence.

Standard T-test (one-tailed) with signi�cant level by p < 0:1 (con�dence level

90%) was applied to see which method is better after applying normalization and

light stemming. On the three datasets, one-tailed T-tests reveal that the di�erences
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are not signi�cant, and we cannot be sure which of BPSO/SVM or BPSO/KNN is

the best method.

Figure 5.7: Performance of BPSO/SVM and BPSO/KNN after applying normaliza-

tion and light stemming

Similar to the comparison between BPSO/SVM and BPSO/KNN when we did

not use normalization and light stemming, Table 5.7 presents the degree to which

individual features repeatedly emerged in di�erent trial runs on the same data with

the use of normalization and light stemming in the pre-processing. On Alwatan

dataset, Table 5.7 tells us there were 337 features (words) that each occurred in

precisely 8 of the 10 trials of BPSO/SVM, while the corresponding number for

BPSO/KNN was 623. We also see that, for BPSO/SVM, there were 13 features

present in the result of every trial, while the corresponding �gure for BPSO/KNN

was 22. Overall, feature sets from di�erent trial runs of BPSO/KNN tend to have

a greater overlap with each other than those emerging from BPSO/SVM trials.

5.6 Summary

This chapter described BPSO/SVM as a feature selection method for Arabic text

categorization (TC). It was compared with BPSO/KNN, and statistical evidence has

indicated that BPSO/SVM should be favoured. We also speculated on factors that

might inuence the relative performances of BPSO/SVM and BPSO/KNN. Analysis

shows that each approach relies on a di�erent core set of features. We put forward a
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Dataset No. of Trials BPSO/KNN BPSO/SVM

Alj-News 6 848 768

7 600 512

8 255 219

9 88 66

10 20 21

Alwatan 6 1658 1422

7 1219 855

8 623 337

9 170 91

10 22 13

Akhbar-Alkhaleej 6 1048 1167

7 779 657

8 408 292

9 130 73

10 28 12

Table 5.7: The degree to which the same features emerged from di�erent feature

selection trials (Normalization and light stemming)

simple argument to explain this in terms of the di�erent classi�cation models used

by SVM and KNN, and this further suggests BPSO/SVM may be favoured when

the categories tend to be quite close. This could point towards useful guidelines for

choosing FS methods in this area. For example, if categories tend to be quite dis-

tinct, then BPSO/KNN (or similar) may be favourable simply because of the ability

to more speedily determine a feature subset. However, if accuracy in distinguishing

between close categories is important, we might accept the computational cost of

BPSO/SVM.

In addition, the e�ect of applying normalization and light stemming in the pre-

processing on the performance of SVM, NB and C4.5 with features selected by

BPSO/SVM was also examined. Results show that applying normalization and

light stemming in Arabic TC leads to a signi�cant reduction in the number of re-

quired features for text representation. In terms of classi�cation accuracy, statistical
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evidence revealed that including normalization and light stemming yields similar re-

sults or even better in some cases i.e. Naive Bayes with BPSO/SVM on Alj-News

and Akhbar-Alkhaleej datasets with a fewer number of features than no normaliza-

tion and stemming case.
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Chapter 6

Statistical phrase based text

representation for Arabic Text

Classi�cation

This chapter investigates the impact of using statistical phrases of length two instead

of single words for representing text documents on the performance of both feature

selection methods for the Arabic TC task. In terms of classi�cation accuracy, this

chapter also presents the results of BPSO/KNN and BPSO/SVM with three ML

classi�ers using a combination of single words and phrases for text representation.

Most text representation used in text mining, information retrieval and related

applications is the bag of words approach (BOW). In an attempt to improve the

classi�cation accuracy of TC classi�ers, a number of researchers have tried to use

phrases instead of or beside single words as features to represent text documents

[10, 11].

In general, two di�erent types of phrases have been proposed and investigated:

� Syntactic phrase:

Syntactical phrases such as noun phrases and verb phrases can be extracted

from text documents based on syntactical rules [10, 12].

� Statistical phrase:

Following stop-words removal, statistical phrase is de�ned as a sequence of n

words occurring consequently in the context [10, 11].
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The advantage of using phrases for text representation is that phrases have larger

meaning than single words [11, 12]. Unfortunately, in terms of classi�cation accu-

racy, most of the work done using di�erent forms of phrases for text representation

did not show better or encouraging results in comparison with single word represen-

tation [10, 11].

6.1 Extracting phrases from Arabic texts

In this work, the e�ect of using statistical phrases as document indexing method

for the Arabic text categorization problem was investigated. To extract statistical

phrases of length two (bigrams) from the training set, all Arabic text documents

have been pre-processed according to the following steps:

� Conversion to UTF-8 encoding.

� Remove hyphens, punctuation marks, numbers, digits, non-Arabic letters and

diacritics.

� Remove stop words.

� Perform Normalization of Arabic letters using [31, 32].

� Perform Arabic word light stemming using (light10) [31, 32].

� Extract stemmed and ordered bigrams (ordered as they appear in the text).

� Eliminate rare phrases (phrases that occur less than �ve times in the dataset).

� The standard Vector Space Model (VSM) was applied to represent Arabic

texts [4] and TFIDF was used for the term weighting.

The developed pre-processing software generates a training set based on all dis-

tinct features (bigrams) to be used by the feature selection approach (BPSO) to

select the best subset of features. Then, the training and test sets were built using

only the optimal subset of features. Note that in our experiments all the pre-

processing and weighting was performed separately for the training set and the test

set.

108



The pseudo code for extracting the distinct features (phrases of length two) from

a given training corpus is as follows:

Define List_phrases_each_file<phrase,count>

Define List_of_Distinct_phrases<phrase,count>

for each text_file do

{

Temp_List=Tokinze()

Temp_List=Remove_Stop_Words(Temp_List)

Temp_List=Normalize_Words(Temp_List)

Temp_List=LightStem(Temp_List)

// To form phases (Bigrams)

for each token Temp_List do

{

Temp_list[i] = temp_list[i]+"-"+ temp_list [i+1]

}

for each phrase Temp_List do

{

if(!File_Check(phrase,List_phrases_each_file[])

List_phrases_each_file[].add(phrase)

else

List_phrases_each_file[].Increment(phrase)

}

}

for each List_phrases_each_file do

{

for each phrase in List_phrases_each_file do

{

if(!Check_phrases(List_of_Distinct_phrases,phrase)) then

{

Add_phrases_Count(List_of_Distinct_phrases,phrase,count)
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else

Add_count_only(List_of_Distinct_phrases,phrase,count)

}

}

}

The output of the above procedure is a list of distinct phrases (features) with

their counts. The next step is to remove rare phrases (phrases that appear less than

�ve times in the corpus).

After rare features (phrases) elimination, the last step is to calculate the TFIDF

of each distinct feature for each document in the corpus. In this way, each document

is represented as a vector of features (phrases) e.g. (fi1; fi2; :::; fiN) where i refers

to the ith document in the dataset and N is the number of phrases that represent

documents.

6.2 Experiments

Two Arabic datasets were used to evaluate the e�ect of phrase based Arabic text rep-

resentation on the Arabic text categorization problem. After pre-processing Arabic

datasets, the numbers of distinct features (phrases) found in the separate datasets

were as shown in Table 6.1. These directly represent the sizes of the BPSO parti-

cles. Finally, each document in each dataset was trnasformed into a feature (phrase)

vector.

Dataset Distinct features (bigrams)

from the training set

Alj-News 3446

Akhbar-Alkhaleej 7586

Table 6.1: Distinct features (phrases) from the training set

In Table 6.2, we show the overall summarized results on the test set in terms of

F-measure (recall this is an average of 10 complete trials of the training/test pro-

cess) using phrases for text representation with the BPSO/KNN feature selection

110



method. On both datasets, in comparison with BOW representation, it is clear from

Figure 6.1 that using phrases as features for the Arabic TC task decreases the clas-

si�cation accuracy of TC algorithms. On Alj-News dataset, as shown in Table 6.2,

NB outperformed SVM while on Akhbar-Alkhaleej, standard T-test (one-tailed) with

signi�cant signalling by p < 0:1 were applied and showed no signi�cant di�erence

between the average accuracies of SVM and NB.

Dataset J48 NB SVM

Alj-News 0.5118 0.7217 0.6753

Std. Dev 0.03318 0.01577 0.02789

Akhbar-Alkhaleej 0.7419 0.7653 0.7604

Std. Dev 0.03036 0.01761 0.01487

Table 6.2: Classi�cation accuracy of C4.5, NB and SVM using Phrases only

(BPSO/KNN)

In Table 6.3, we show the overall summarized results on the test set in terms of

F-measure (recall this is an average of 10 complete trials of the training/test pro-

cess) using phrases for text representation with the BPSO/SVM feature selection

method. As shown in Figure 6.2, it is clear that the performances of C4.5, NB

and SVM using BOW as features for Arabic TC task are superior to those using

phrases. On Alj-News dataset, it can be seen that NB outperforms SVM while on

Akhbar-Alkhaleej, standard T-tests (one-tailed) with signi�cance level of p < 0:1

were applied and revealed that there is no signi�cant di�erence between the average

accuracies of SVM and NB.

For more detailed views of the results using phrases of length two for text rep-

resentation, we will show details of one of the ten trials on each of the two datasets

using BPSO/SVM as the feature selection technique. Clearly, NB was able to classify

most accurately. Tables from 6.4 to 6.9 set out more detailed views of the results on

each of the two datasets, showing mean values for precision, recall and F-measure for

each category in the dataset in question, where the averages are weighted according

to the numbers of documents in each category. Tables 6.4, 6.5, and 6.6 respectively

show the results for SVM, Naive Bayes, and C4.5 on the Alj-News dataset, while
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Dataset J48 NB SVM

Alj-News 0.5125 0.7136 0.6864

Std. Dev. 0.03074 0.01944 0.0238

P-value 0.48075 0.16018 0.17571

Akhbar-Alkhaleej 0.7439 0.7798 0.7751

Std. Dev. 0.02867 0.017 0.02343

P-value 0.44065 0.03868 0.05713

Table 6.3: Classi�cation accuracy of C4.5, NB and SVM using Phrases only

(BPSO/SVM)

Figure 6.1: Classi�cation accuracies of C4.5, NB and SVM using BPSO/KNN

the sequence is repeated for the Akhbar-Alkhaleej in Tables 6.7 to 6.9.

For Alj-News dataset, as shown in Tables 6.4, 6.5 and 6.6 respectively, it is clear

that NB outperformed both SVM and C4.5. As in Table 6.4, Sport and Science cat-

egories have the highest precision and recall in contrast with other categories. This

means that SVM correctly predicted the categories of most instances related to those

categories. In addition, the category with the lowest precision is Art. This could

be interpreted that there is overlap between the Art category and other categories,

most likely Economics and Politics. For NB classi�er, as in Table 6.5, the precision

of Sport category is 1. This indicates that the false positive rate for this category

is 0. In other words, NB did not assign any document from all other categories to

Sport. Art and Politics have the lowest precisions. This means that some docu-
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Figure 6.2: Classi�cation accuracies of C4.5, NB and SVM using BPSO/SVM

ments from other categories are incorrectly labelled as Art or Politics. In addition,

the Politics category has the highest recall. This reects the fact that documents

from other categories were classi�ed by NB as Politics.

Class Precision Recall F-Measure

Sport 0.804 0.75 0.776

Art 0.488 0.667 0.563

Science 0.932 0.683 0.788

Politics 0.591 0.65 0.619

Economics 0.75 0.65 0.696

Weighted Avg. 0.713 0.68 0.689

Table 6.4: Detailed Accuracy by Class for SVM Classi�er on Alj-News Dataset

For C4.5, as shown in Table 6.6, the precision of the Sport category is 1; this

means that the false positive FP rate is 0. It can also be noticed that it is a challenge

for C4.5 classi�er in distinguishing between documents in the political category and

documents of other categories. In general, on Alj-News dataset, NB is the best one

using phrases for text representation while C4.5 is the worst.

Tables 6.7, 6.8 and 6.9 show the performance of SVM, NB and C4.5 respectively

on Akhbar-Alkhaleej dataset. It is clear that NB outperformed SVM and C4.5. It

can be seen that the three used classi�ers have high precisions on the Sport cat-
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Class Precision Recall F-Measure

Sport 1 0.817 0.899

Art 0.577 0.75 0.652

Science 0.915 0.717 0.804

Politics 0.543 0.833 0.658

Economics 0.912 0.517 0.66

Weighted Avg. 0.789 0.727 0.734

Table 6.5: Detailed Accuracy by Class for NB Classi�er on Alj-News Dataset

Class Precision Recall F-Measure

Sport 1 0.583 0.737

Art 0.36 0.667 0.468

Science 0.96 0.4 0.565

Politics 0.471 0.8 0.593

Economics 0.815 0.367 0.506

Weighted Avg. 0.721 0.563 0.574

Table 6.6: Detailed Accuracy by Class for C4.5 Classi�er on Alj-News Dataset

egory which means that all of them managed to discriminate well between other

categories and Sport and also other categories from Int. News category. The values

of precisions for Economy and local news indicate that it is a challenge for the three

classi�ers to separate either Local news or Economy from Sport and Int. News cat-

egories.

Class Precision Recall F-Measure

Economy 0.711 0.491 0.581

Int. News 0.907 0.672 0.772

Local News 0.679 0.896 0.772

Sport 0.958 0.802 0.873

Weighted Avg. 0.793 0.77 0.767

Table 6.7: Detailed Accuracy by Class for SVM Classi�er on Akhbar-Alkhaleej

Dataset

Tables 6.10 to 6.15 show the confusion metrics. The confusion between topics is
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Class Precision Recall F-Measure

Economy 0.755 0.673 0.712

Int. News 0.907 0.845 0.875

Local News 0.724 0.875 0.792

Sport 0.909 0.698 0.789

Weighted Avg. 0.806 0.793 0.793

Table 6.8: Detailed Accuracy by Class for NB Classi�er on Akhbar-Alkhaleej

Dataset

Class Precision Recall F-Measure

Economy 0.477 0.564 0.517

Int. News 0.946 0.603 0.737

Local News 0.636 0.764 0.694

Sport 0.897 0.709 0.792

Weighted Avg. 0.728 0.691 0.697

Table 6.9: Detailed Accuracy by Class for C4.5 Classi�er on Akhbar-Alkhaleej

Dataset

generally understandable given the levels of similarity between the topics in di�erent

cases. From Table 6.10, it can be seen that SVM incorrectly assigned documents

from other categories to Art e.g. 13 and 10 documents from Politics and Sport

respectively. For the Science category, only 3 documents, 2 related to Art and 1 re-

lated to Sport, were wrongly predicted as Science. In Table 6.11, we can see that NB

did not classify any documents from other categories as Sport. The raw indicates

that NB has wrongly predicted about half of the Economics documents as Politics

and Art. As in Table 6.12, C4.5 has the same di�culty in distinguishing Politics

and Art from other categories.

As shown in Table 6.13, on Akhbar-Alkhaleej dataset, 264 out of 343 test in-

stances were correctly classi�ed by SVM. It is clear from column 3 that it is hard

for SVM to discriminate between local news and other categories documents. Table

6.14 tells us that NB found di�culty in separating categories like Sport and Econ-

omy from Local news category e.g. 26 Sport documents were predicted as Local

news however 272 out of 343 were correctly classi�ed by NB. If we look at Table
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a b c d e (= classi�ed as

45 10 1 4 0 a = sport

4 40 2 8 6 b = art

1 9 41 7 2 c = science

3 13 0 39 5 d = politics

3 10 0 8 39 e = economic

Table 6.10: Confusion Matrix (SVM on Alj-News Dataset)

a b c d e (= classi�ed as

49 4 1 6 0 a = sport

0 45 2 12 1 b = art

0 7 43 10 0 c = science

0 8 0 50 2 d = politics

0 14 1 14 31 e = economic

Table 6.11: Confusion Matrix (NB on Alj-News Dataset)

6.15, it is clear that Local news category is behind most of the misclassi�cations

done by C4.5. It can be said that it is a challenge for a machine learning classi�er to

correctly distinguish between categories that are close in nature to each other e.g.

Local news and Sport.

6.3 Comparison between BPSO with KNN and

BPSO with SVM using phrases for text rep-

resentation

Tables 6.2 and 6.3 showed the results of BPSO/KNN and BPSO/SVM using phrases

for text representation. Standard T-test (one-tailed) with signi�cance level of p <

0:1 was applied and revealed the following �ndings. On Alj-News dataset, none of the

corresponding pairwise results are signi�cant, while on Akhbar-Alkhaleej dataset, the

NB results with BPSO/SVM are superior to those of BPSO/KNN (p < 0:04); also,

the results of SVM with BPSO/SVM outperformed those of BPSO/KNN (p < 0:06);

however the corresponding results of C4.5 are not signi�cant.
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a b c d e (= classi�ed as

35 15 0 9 1 a = sport

0 40 1 17 2 b = art

0 24 24 10 2 c = science

0 12 0 48 0 d = politics

0 20 0 18 22 e = economic

Table 6.12: Confusion Matrix (C4.5 on Alj-News Dataset)

a b c d (= classi�ed as

27 2 26 0 a = Economy

0 39 19 0 b = International

10 2 129 3 c = Local

1 0 16 69 d = Sport

Table 6.13: Confusion Matrix (SVM on Akhbar-Alkhaleej Dataset)

Standard T-test (one-tailed) with signi�cant level by p < 0:1 (con�dence level

90%) was applied to see which method is better using phrases only. Considering the

sets of results using phrases only with BPSO/KNN or BPSO/SVM, on the Alj-News

dataset, a one-tailed T-test reveals that the di�erence is not signi�cant, and we can-

not be sure which of BPSO/SVM or BPSO/KNN is the best method. In case of

Akhbar-Alkhaleej dataset, (p < 0:08), this means 92% con�dence that BPSO/SVM

is really better than BPSO/KNN.

6.4 Using a combination of phrases and BOW for

text representation

This section investigates the e�ect of using a combination of bag-of-words and

phrases (bigrams) (BOW+ phrases) on the classi�cation accuracy of the classi�ers.

Table 6.16 presents the results using phrases and single words together for term

indexing. To compare those results with the case of using single terms (BOW),

standard T-test was applied (one-tailed) with signi�cant signalling by p < 0:1, and

found the following. For the BPSO/KNN approach, on Alj-News dataset, Figure
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a b c d (= classi�ed as

37 2 14 2 a = Economy

1 49 8 0 b = International

11 3 126 4 c = Local

0 0 26 60 d = Sport

Table 6.14: Confusion Matrix (NB on Akhbar-Alkhaleej Dataset)

a b c d (= classi�ed as

31 1 22 1 a = Economy

4 35 19 0 b = International

27 1 110 6 c = Local

3 0 22 61 d = Sport

Table 6.15: Confusion Matrix (C4.5 on Akhbar-Alkhaleej Dataset)

6.3 reveals that the results of BOW representation for NB and C4.5 are slightly

better than using bag-of-words and phrases. The T-test shows that the di�erences

for the three classi�ers are not statistically signi�cant. As can be seen from Figure

6.3, on Akhbar-Alkhaleej dataset, although the results of BPSO/KNN with BOW

and phrases are superior to those of BPSO/KNN with BOW only, the di�erences

for the three classi�ers are not statistically signi�cant.

Dataset C4.5 NB SVM

Alj-News 0.7559 0.8337 0.9116

Std. Dev. 0.00871 0.01299 0.00849

P-value 0.22112 0.16963 0.45753

Akhbar-Alkhaleej 0.7915 0.8604 0.8992

Std. Dev. 0.01936 0.00867 0.01208

P-value 0.14954 0.15146 0.12362

Table 6.16: Classi�cation accuracy of C4.5, NB and SVM with BPSO/KNN using

combination of bag-of-words and phrases

For the BPSO/SVM approach, Table 6.17 shows the results. Standard T-test

was applied (one-tailed), with signi�cant signalling by p < 0:1, and found the fol-

lowing. On Alj-News, as shown in Figure 6.4, the SVM results for BPSO/SVM with

118



Figure 6.3: Classi�cation accuracy of C4.5, NB and SVM with BPSO/KNN using

combination of bag-of-words and phrases

BOW and phrases are superior to those of BPSO/SVM with BOW only (p < 0:02);

however, the corresponding results for NB and C4.5 are not signi�cant. As can be

seen in Fgure 6.4, on Akhbar-Alkhaleej, SVM results for BPSO/SVM with BOW

and phrases are superior to those of BPSO/SVM with BOW only (p < 0:09), while

the corresponding results for NB and C4.5 are not signi�cant.

Standard T-test (one-tailed) with signi�cant level by p < 0:1 (con�dence level

90%) was applied to see which method is better (BOW only or a combination of

BOW and phrases). Considering the full sets of results using combination of BOW

and phrases as features, on Alj-News datasets, one-tailed T-tests reveal that the

di�erences are not signi�cant, and we cannot be sure which of BOW only or BOW

plus phrases is the best. In case of Akhbar-Alkhaleej dataset, using BPSO/KNN,

one tailed T-test shows (p < 0:03) that using BOW plus phrases is better than

using BOW only (con�dence level 98%). In case of use BPSO/SVM, one tailed

T-test shows (p < 0:05) that using BOW plus phrases is better than using BOW

only (con�dence level 95%).
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Dataset C4.5 NB SVM

Alj-News 0.7546 0.8347 0.9151

Std. Dev. 0.02196 0.01719 0.01229

P-value 0.39585 0.30842 0.01834

Akhbar-Alkhaleej 0.7901 0.8567 0.9007

Std. Dev. 0.01661 0.01752 0.02985

P-value 0.27452 0.42657 0.08116

Table 6.17: Classi�cation accuracy of C4.5, NB and SVM with BPSO/SVM using

combination of bag-of-words and phrases

Figure 6.4: Classi�cation accuracy of C4.5, NB and SVM with BPSO/SVM using

combination of bag-of-words and phrases

6.5 Comparison between BPSO with KNN and

BPSO with SVM using BOW and phrases for

text representation

It can be noticed from Tables 6.18 and 6.19 that feature sets from di�erent runs of

BPSO/KNN have a greater overlap than those from BPSO/SVM using BOW only

or combination of BOW and phrases for text representation while when phrases

alone are used, features from BPSO/SVM have a greater overlap than those from

BPSO/KNN. We also report that the intersections between frequently occurring

BPSO/KNN and BPSO/KNN features were always zero or very small using BOW,
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phrases, or a combination of both.

Dataset No. of Trials BPSO/KNN BPSO/SVM

Alj-News 8 227 287

9 57 98

10 5 17

Akhbar-Alkhaleej 8 442 540

9 95 158

10 20 46

Table 6.18: The degree to which the same features emerged from di�erent feature

selection trials (Phrases Only)

Dataset No. of Trials BPSO/KNN BPSO/SVM

Alj-News 8 560 411

9 169 121

10 26 23

Akhbar-Alkhaleej 8 848 782

9 231 207

10 36 22

Table 6.19: The degree to which the same features emerged from di�erent feature

selection trials (BOW+ Phrases)

Tables 6.20 and 6.21 present the number of selected single words and phrases from

di�erent runs of BPSO/KNN and BPSO/SVM on Alj-News and Akhbar-Alkhaleej

Arabic datasets. On Akhbar-Alkhaleej dataset, it seems that the number of selected

phrases is more than the number of single words (8 and 9 trials) while on Alj-News

dataset, the number of single words is more than phrases.

6.6 Summary

This chapter investigated the impact of using statistical phrases of length two on

the classi�cation accuracy of Arabic text classi�cation using two feature selection
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BPSO/KNN BPSO/SVM

No. of Trials Words Phrases Words Phrases

8 288 272 229 182

9 102 67 79 42

10 17 9 17 6

Table 6.20: Number of selected single words and phrases from di�erent runs of

BPSO/KNN and BPSO/SVM on Alj-News dataset

BPSO/KNN BPSO/SVM

No. of Trials Words Phrases Words Phrases

8 349 499 339 443

9 86 145 79 128

10 21 15 13 9

Table 6.21: Number of selected single words and phrases from di�erent runs of

BPSO/KNN and BPSO/SVM on Akhbar-Alkhaleej dataset

methods BPSO/KNN and BPSO/SVM. Experiments were conducted on two Arabic

datasets with three machine learning classi�ers. In comparison with results using

BOW, using statistical phrases for text representation decreases the accuracy of

Arabic text classi�ers signi�cantly. It was observed that NB classi�er works better

than SVM when phrases were used for text representation.This chapter also exam-

ined the bene�t of using a combination of single words and phrases for Arabic text

representation. In comparison with the bag of words approach for text represen-

tation, results of BPSO/KNN and BPSO/SVM with SVM, NB and C4.5 on two

datasets reveal that applying single words and phrases for term indexing leads to a

slight statistically signi�cant improvement in the performance of SVM while for NB

and C4.5, the di�erences are not statistically signi�cant.
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Chapter 7

Conclusion

7.1 Summary

This research proposed feature selection techniques for Arabic document classi�-

cation. Experimental results showed that the developed techniques are promising

in this domain. These techniques could be useful for many application related to

the Arabic natural language processing �eld. For example, �ltering e-mails written

in Arabic based on the users interest (e. g. spam �ltering), support tools that

post-process the results of Arabic search engines and organizing large collections of

Arabic web pages under hierarchal categories. When Arabic web pages are orga-

nized in this way, it is faster for an Arabic web search engine to start navigating the

hierarchy of categories and then limiting its search in the category that contains the

required information.

The �rst developed feature selection approach is based on the well-known opti-

mization algorithm Binary Particle Swarm Optimization technique in conjunction

with K Nearest Neighbour classi�er. Three Arabic document collections were used

to test this approach, and three well-known classi�cation algorithms SVM, Naive

Bayes and C4.5 decision tree learning were used to classify Arabic documents using

features selected by this approach. The obtained results suggest that the proposed

method is e�ective. It led to values for classi�cation accuracy and F1-measure that

compare well with those reported in the related work; i.e. the tenfold-cross vali-

dation performance of SVM, when applied to holdout dataset restricted to feature

subsets emerging from the feature selection process, ranged from 89% and 96% while
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for Naive Bayes it is in the range 80% and 89%. The lowest accuracy values were

associated with Akhbar-Akhaleej dataset. It is not surprising because the nature of

categories like local news and international news can often be both about sport and

the economy. It is quite a challenge for any automated method to correctly predict

the labelled categories. In addition, the e�ect of integrating the normalization of

some Arabic letters and performing light stemming in the pre-processing were also

studied. Normalization and light stemming have led to a signi�cant reduction in the

number of distinct features e.g. in the case of Alwatn dataset, the number of distinct

features was reduced from 12282 to 7062 while for Alj-News dataset it dropped from

5329 to 3763. In terms of classi�cation accuracy, for most of the evaluation cases,

normalization and light stemming improved the classi�cation accuracy of the clas-

si�ers slightly. For instance, the average classi�cation accuracy of Naive Bayes on

Ali-News dataset increased from 80% to 84% and on Akhbar-Alkhaleej dataset from

83% to 85%. It is clear that the results achieved by SVM, as well as NB, overall

demonstrate that BPSO/KNN performs well as a feature selection technique for the

Arabic document classi�cation task.

Our second idea is to replace KNN classi�er with SVM. The classi�cation results

obtained by BPSO/SVM was compared with BPSO/KNN results, and statistical

evidence indicates that BPSO/SVM should be favored. We found that each ap-

proach relies on a di�erent core set of features. This could point towards useful

guidelines for choosing FS approaches in this area. For example, if categories tend

to be quite distinct, then BPSO/KNN (or similar) may be favorable simply because

of the ability to more speedily determine a feature subset. However, if accuracy in

distinguishing between close categories is important, BPSO/SVM is better becuase

of its ability to discriminate between close categories. In addition, the e�ect of ap-

plying normalization and light stemming in the pre-processing on the performance

of SVM, NB and C4.5 with features selected by BPSO/SVM was also examined.

Results show that applying normalization and light stemming in Arabic TC leads

to a signi�cant reduction in the number of required features for text representation.

In terms of classi�cation accuracy, statistical evidence revealed that including nor-

malization and light stemming yields similar results or even better in some cases

i.e. Naive Bayes with BPSO/SVM on Alj-News and Akhbar-Alkhaleej datasets with

fewer features performs better than no normalization and light stemming case.
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The usefulness of using phrases instead of single words for representing text doc-

uments in Arabic TC was also investigated. Statistical phrases of length two were

extracted and used for Arabic text representation. In terms of classi�cation accu-

racy, although phrases have a larger meaning than single words, for the Arabic TC

problem, results prove that using phrases for text representation decreases the clas-

si�cation accuracy of SVM, NB and C4.5 signi�cantly when those classi�ers were

applied with either BPSO/KNN or BPSO/SVM as feature selection methods for

Arabic TC.

In case of using combinations of single words and phrases for text representation,

in comparison with bag of words approach, results of BPSO/KNN and BPSO/SVM

with SVM, NB and C4.5 on two datasets showed that using single words and phrases

for term indexing improves the performance of SVM classi�er slightly.

7.2 Accomplishments

The main accomplishments of this thesis can be listed as follows:

� This work demonstrates successful document classi�cation in the context of

Arabic documents (although previous work has demonstrated text classi�ca-

tion in Arabic, the datasets used and the experimental setup have not been

revealed).

� We demonstrate a combination of Binary PSO and K nearest neighbour that

performs well in selecting good sets of features for this task. Comparison with

related work in this area is not currently possible, since either the datasets used

in an associated publication are not available, or, where they are available, we

have been unable to discover the way the data was split into training and/or

validation and/or test data in the comparative results. Therefore another

achievement of this work is to make our datasets available, with the latter

issues clari�ed, to support continuing work on this topic.

� This work also proposes a combination of Binary PSO and Support Vector

Machine that performs well in selecting good sets of features for this task.
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� The proposed FS method BPSO with SVM was compared with KNN based

approach. Following a run of either BPSO/KNN or BPSO/SVM, the resulting

feature subset is evaluated on a holdout (unseen) dataset. The later evalua-

tion is done using either SVM, Naive Bayes, or C4.5 (using Weka machine

learning software). Results suggest that BPSO/SVM may be preferable when

the distance between categories is small, since several documents will be close

to boundaries while features most often chosen by KNN could be core to a

category in the sense they are close to a centre in document vector space.

� The impact of using Arabic light stemming and normalization of some Arabic

letters has also been studied. In comparison with not performing normaliza-

tion and light stemming in the pre-processing of Arabic text documents, it

was found that applying light stemming and normalization signi�cantly re-

duced the number of features needed for Arabic text representation without

decreasing the classi�cation accuracy of Arabic TC classi�ers.

� Based on the fact that phrases have larger meaning than single words, for

Arabic text representation, the bene�t of using statistical phrases of length

two instead of single words was also examined. In comparison with single

words text representation, it was found that using statistical phrases alone as

terms for Arabic text classi�cation lowers the classi�cation accuracy of the

applied classi�ers signi�cantly.

� We also tested the usefulness of using a combination of single words and sta-

tistical phrases of length two for text representation. The results show that

this combination has improved the performance of SVM for classifying Arabic

texts slightly.

7.3 Future work

Possible directions of the future work may include the following ideas:

� The analysis of selected features show that each of BPSO with KNN and BPSO

with SVM tend to choose distinct core sets from each other. The preferable

features for SVM are those that help de�ne clear boundaries between categories

in the transformed feature space. Meanwhile, KNN prefers features which are
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central to categories. E.g. consider a document in local news that is close to

the boundary with international news. KNN will misclassify this document if

its closest neighbours tend to be over the boundary, however SVM will classify

it correctly. It can be suggested that SVM features may be chosen according

to how well boundaries can be de�ned, and KNN features may be more biased

towards a large distance between documents in di�erent categories. Based

on these �ndings, hybrid approaches may be worth investigation, where (for

example) BPSO/KNNmay be used to �nd a feature subset that works well on a

distinct partition of categories that aggregates similar categories together, and

BPSO/SVMmay then be used to �nd feature subsets speci�cally to distinguish

between the close categories.

� In this work, we use TFIDF for term weighting without normalizing the

weights of features. Usually, there are short and long text documents in the

corpus. To make all documents have the same level of importance, TFIDF

weights can be normalized to equalize the Euclidian length of all feature vec-

tors of documents [24, 101]. We can investigate the impact of applying di�erent

term weighting schemes as in [101] such as TF transformation (log(1 + tij); tij

refers to term i in document j ) or TF.IDF transformation (those schemes are

provided by Weka software) which may lead to a positive e�ect on the classi-

�cation accuracy of the proposed feature selection methods and TC classi�ers

(SVM, Naive Bayes and C4.5).

� Investigate the usefulness of using di�erent sorts of phrases for Arabic text

representation with the proposed feature selections in this work such as noun

phrases or a combination of noun phrases and single words. Arabic grammat-

ical rules can be used to extract noun phrases such as 'computer science' and

'Arti�cial intelligence' to be used as terms for text representation.

� Reference [110] shows better results using concepts rather than BOW for Ara-

bic text representation in Arabic TC problem (concepts were obtained using

publically available Arabic WordNet software). In this approach, based on a

list of words and concepts (each word has a set of ordered concepts), words

with similar meaning are replaced with the most appropriate concept. It would

be useful to examine the bene�t of using concepts with our proposed feature
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selection techniques for Arabic TC.

� Instead of using the traditional form of PSO algorithm (search is based on

best global), one can try using di�erent search strategy for PSO such as fully

informed PSO (in this method, the particle also interacts with its neighbours

not the best global only). Experimental results show that FIPSO can �nd

better solution than traditional PSO with less number of generations [58].
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Appendix A

Java Code of Binary Particle

Swarm Optimization Algorithm

import java.util.Iterator;

import java.util.Random;

import java.util.TreeMap;

public class Particle

{

private double [] current;

private double [] previous;

private double [] velocity;

private double fitness_value;

private int Particle_size;

public static final int Max_Size=80000;

// Constructor

public Particle(int ps)

{

current = new double[Max_Size];

previous = new double[Max_Size];

velocity = new double [Max_Size];

fitness_value=0.0; //initial fitness value

Particle_size=ps;

}

// This method initializes particles
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// with random positions and velocities

public void initilize()

{

Random generator = new Random();

double value=0.0;

for(int j=0; j< Particle_size;j++)

{

value=generator.nextDouble()*1;

if(value<0.5)

current[j]=0.0;

else

current[j]=1.0;

previous[j]=current[j];

value=generator.nextDouble()*1;

if(value<0.5)

velocity[j]=0.0;

else

velocity[j]=1.0;

}

}

public int get_particle_size()

{ return Particle_size; }

public double get_Xi(int j)

{ return previous[j]; }

public void print()

{

System.out.println("\nParticle size = "+Particle_size);

System.out.println("Current :");

for(int j=0; j< Particle_size;j++)

{ System.out.print(current[j]+"'"); }

System.out.println("\nprevious :");

for(int j=0;j<Particle_size;j++)

{ System.out.print(previous[j]+"'"); }

System.out.println("\nvelocity :");
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for(int j=0;j<Particle_size;j++)

{ System.out.print(velocity[j]+"'"); }

}

public void Calculate_fitness

(Instance [] all_Instances,int total_instances,String [] Cats)

{

int selected_features=0;

double alfa=0.85;

double beta=0.15;

for(int j=0; j< Particle_size;j++)

{

if(current[j]==1.0) { selected_features++; }

}

// calculate the accuracy of the features selected by

//current particle using e.g.

//KNN or SVM and use it to calculate the fitness of the particle

//fitness function here

Double fitness =

alfa * accuracy + beta * ( ( (double) (Particle_size) -

(double) (selected_features) ) ) / (double) (Particle_size);

// if the new fitness is high than the previous one

// store it in fitness value parameter and

// store the current position of the particle

// in its previous position vector

if( fitness > fitness_value )

{

for(int j=0; j< Particle_size;j++)

{

previous[j] = current[j];

}

fitness_value=fitness;

}

}

public double get_fitness_value()

131



{ return fitness_value; }

// This method is used to update the particle's velocity

public void update_particle_velocity(Particle pg,double w)

{

Random generator = new Random();

int c1=2;

int c2=2;

for(int j=0; j< Particle_size;j++)

{ velocity[j]=(w*velocity[j])+

((double)c1*(generator.nextDouble()*1)*(previous[j]-current[j]))+

((double)c2*(generator.nextDouble()*1)*(pg.previous[j]-current[j]));

}}

// this method is used to update the particle's position

public void update_particle_position()

{

Random generator = new Random();

double sigmoid=0.0;

for(int j=0; j< Particle_size;j++)

{

sigmoid=(double)((double)1/(1+Math.exp(-1*velocity[j])));

if((generator.nextDouble()*1)<sigmoid)

current[j]=1.0;

else

current[j]=0.0;

}}

} // end of particle class

import java.io.BufferedOutputStream;

import java.io.FileOutputStream;

import java.io.IOException;

import java.io.OutputStream;

import java.io.OutputStreamWriter;

import java.io.UnsupportedEncodingException;

import java.util.Iterator;
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import java.util.TreeSet;

public class PSO {

// constructor

public PSO() { super(); }

public TreeSet<String>

Particle_Swarm_Optimization_Faetures_selection ( TreeSet < String >

features,Instance [] all_Instances,

int total_instances,String [] cat) throws IOException

{

int particle_size = features.size();

// Swarm Size

int swarm_size=30;

TreeSet<String> sub_set_of_features = new TreeSet<String>();

int bg_index=0;

// Create a population of particles with

//random positions and velocities

Particle [] p = new Particle[swarm_size];

for(int i=0;i<swarm_size;i++)

{

p[i]= new Particle(particle_size);

p[i].initilize();

}

double bestf=0.0;

int iterations=100;

int first_iteration=iterations;

double inertia =1.02;

int generation=1;

// start the iterations

do

// calculate the fitness of each particle in the swarm

for(int i=0;i<swarm_size;i++)

{

p[i].Calculate_fitness(all_Instances,total_instances,cat);

}
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// in the first iteration

//We only compare the fitness because bg_index is empty

if(first_iteration==iterations)

{

bg_index=0;

bestf=p[0].get_fitness_value();

for(int i=0;i<swarm_size;i++)

{

if(p[i].get_fitness_value()>bestf)

{

bestf=p[i].get_fitness_value();

bg_index=i; // to catch the best one

}

}}

//Check for the best fitness value to find gbest

for(int i=0;i<swarm_size;i++)

{

if(p[i].get_fitness_value()>bestf)

{

bestf=p[i].get_fitness_value();

bg_index=i; // to catch the best one

}}

// update the velocity of each particle in the swarm

for(int i=0;i<swarm_size;i++)

{

p[i].update_particle_velocity(p[bg_index],inertia);

}

// update the position of each particle in the swarm

for(int i=0;i<swarm_size;i++)

{

p[i].update_particle_position();

}

// repeat until termination criteria is met

// i.e. a specific number of generations
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generation++;

iterations--;

}

// end of generations' loop

while(iterations>0);

// Return the selected features only in sub_set_of_features TreeSet

for(int j=0;j<particle_size;j++)

{

int index =0;

if(p[bg_index].get_Xi(j)==1.0)

{

Iterator <String> s1 = features.iterator();

while(s1.hasNext())

{

String word = s1.next();

if(index==j)

{sub_set_of_features.add(word);}

index++;

}}}

return sub_set_of_features;

} // end of Particle_Swarm_Optimization_Faetures_selection method

} // end of PSO class

// This class is used to store text documents as

// TFIDF vectors of attributes.

public class Instance {

private double [] tfidf;

String instance_class;

// Constructor

public Instance(int f_size )

{

tfidf= new double[f_size];

for(int i=0;i<f_size;i++)

{ tfidf[i]=0.0; }
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instance_class="";

}

public void set_class(String c) {instance_class=c;}

public String get_class() {return instance_class;}

public void set_tfidf(int index,double value) {tfidf[index]=value;}

public double get_tfidf_value(int index) {return tfidf[index];}

}
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