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ABSTRACT

Within the last two decades, the world has seeaxgonential increase in the quantity
of data traffic exchanged electronically. Currentlige widespread use of classical
encryption technology provides tolerable levelseturity for data in day to day life.
However, with one somewhat impractical exceptioaséhtechnologies are based on
mathematical complexity and have never been prawvée secure. Significant advances
in mathematics or new computer architectures coender these technologies obsolete
in a very short timescale.

By contrast, Quantum Key Distribution (or Quantumyg@ography as it is sometimes
called) offers a theoretically secure method ofptwgraphic key generation and
exchange which is guaranteed by physical laws. Mae the technique is capable of
eavesdropper detection during the key exchange epsocMuch research and
development work has been undertaken but mosti®ftbrk has concentrated on the
use of optical fibres as the transmission mediumttie quantum channel. This thesis
discusses the requirements, theoretical basis eaatigal development of a compact,
free-space transmission quantum key distributictesy from inception to system tests.
Experiments conducted over several distances dl@exiwhich verify the feasibility
of quantum key distribution operating continuouser ranges from metres to intercity

distances and finally to global reach via the ussatellites.
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Chapter 1 - Introduction

1.1 Introduction

This thesis is primarily concerned with the praaitidesign and implementation of free-
space quantum cryptographic or quantum key digidby(QKD) technology. QKD is a
relatively novel method of creating and sharing dan numbers for use as
cryptographic keys.

The ideas behind QKD have been expounded only nvitie last 40 years and practical
realisations have been implemented only within lds 25. As such it is a fledgling
technology which has its roots in two fairly recéatmulations of physical theories,
those of quantum mechanics and information thdarfact it may be reasonably stated
that quantum cryptography is the first practicgblagation of quantum mechanics at a
true single particle level [1].

Apart from being a fascinating area of study foesth reasons alone, quantum
cryptography has something else to offer. The sgcyrovided by quantum
cryptography arises as a result of physical lawshsas Heisenberg's uncertainty
principle [2], [3]) and can theoretically be provenbe absolutely secure. In contrast,
contemporary, classical cryptographic systems awgamteed, in most cases, by, for
example, the mathematical complexity of so-callewe-way functions [4]. Whilst
suitable for most applications, this representeakmess which could be exposed at any
time in the future and thus potentially compromiaag data which has been protected

by classical cryptography.

1.2 Classical cryptography

Whilst it is not in the scope of this thesis to qmet an extended discussion, it is
advantageous to point out some of the features smmttcomings of classical

cryptography which make QKD research a worthwhilespit, as well as placing the

use of the technology in context.

There are a lot of reasons for wanting to keepcaesand there are a lot of ways of
doing it. Short of never divulging the secret, aht@que of dubious practicality, it

makes sense to protect the secret informationnmesway so as to render it intelligible

only to those authorised to receive it.



It also makes sense to protect the secret in swehyaas to be very sure that it never
falls into the wrong hands, or at least, that doks, it remains unintelligible for as long
as matters.

Classical cryptography has been around for a long,tpossibly since the development
of human communication skills. Over the centurieanygnmethods of encryption and
cryptanalysis have been used and a review of these be found in any book (for
instance [5]) or internet search on the subject.

The modern era (or as some have labelled it, thegnmation age [6], [7]), with the
advent of electronic communication systems andftbery of information as a physical
quantity, has seen an almost exponential growththe amount of information
exchanged. Information is seen to possess intrivaige as well as symbolic value
(such as the location of that buried treasure)illlistrate this, the figure below depicts

internet usage and traffic statistics over the 1&syears.
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Figure 1.1.World Internet usage per 100 populataond internet traffic statistics for
1990 to 2010. Internet usage follows a quadratiatien whilst traffic is increasing
exponentially. (Statistics: World Bank data cataled8], Cisco systems Inc).



It is easy to see that both usage and traffic aogvigg at a high rate. This implies a
growth in the requirement for methods of safeguaydiata is necessary, not just over
the internet but in all forms of communication. €dmal cryptography currently
provides this safeguard through several mechanisms:

* One time pad (or Vernam cipher [9])

* Private (or symmetrical) key cryptography

e Public (or asymmetrical [4]) key cryptography
The most secure form of encryption is a cipheretbl one-time pad wherein a string of
random data is used bit-wise to encrypt the infaionato be protected. The method is
sometimes called the Vernam cipher after one ahitentors. The advantages of such a
cipher are that it is simple and provably secufl froviding certain criteria are met. A
disadvantage is that the random number string tesedcrypt the data must be as long
as the plaintext to be enciphered which intensigelysumes key material and therefore
presents a problem for creation and distributiokeyfs.
A lower level of security can be provided by sol@al symmetrical encryption
algorithms such as the Advanced Encryption Stan@AgES) with varying levels of
security depending on the seed key length [11]. 3&ed key is single, shared key
which is used as the basis for an encryption algoriwhich is then used to encrypt the
data. The same key is used for all data until yis¢esn is re-keyed (at certain intervals,
depending on the level of security required). Symnimdey ciphers use key material
more sparingly than the one-time pad but are novgbly secure, being subject to a
variety of attacks. Furthermore, the possessiothbysers of identical keys presents a
problem since this requires a previous secret ve baen shared by the users.
Public key cryptography was originally proposedha mid-1970s by Martin Diffie and
Whitfield Hellman and further developed by RiveShamir and Adleman (although the
technique was claimed to have been independenttgnied in 1973 by the UK
government’'s GCHQ). In essence the encryption algarworks by generating two
different, but related, keys. A private key, whishkept secret, and a public key which
is broadcast openly. Someone wishing to send aageds the private key holder then
encrypts the message with the public key thus wigld cipher which can only be read
with the private key. The process takes a littlegler than symmetrical cryptography
but provides tolerable security for low value dagasmission.
The public key method is most often used for tregridiution of symmetrical keys and

forms the basis for much of the data security usethe internet.



The security of public key cryptography dependstiom mathematical difficulty of
factorising large numbers, however, no-one haps@ted that this is, in fact, difficult.
Therefore there is no guarantee that an algorithely get be discovered which can
accomplish this factorisation easily. Moreover,hathhe advent of Quantum Computing,
all mathematical-based encryption algorithms magob® insecure in a very short
space of time [12], [13].

1.3 Security and cryptography.

Everyone has secrets, even if the secret is justitimber of a credit card PIN (of
course some secrets are infinitely more dangerdusyafeguard these secrets a robust
security policy must be implemented, particulany dareas such as communications
where the amount, and value, of data is truly s#sagg. However, a robust security
policy is only as strong as its weakest link. Byyvad example, the figure below shows

some of the areas where information security idemented and where QKD can be of

service.
Security
Management
[ |
Physical Personnel
security security
I |
Network Data Machine
security security security
| | | |
Asymmetrical Symmetrical QKD One time pad

(PKI) (AES etc.)

Figure 1.2. Hierarchy of controls for a securitylipy. QKD has a small but important
place in an overall security strategy. However rsibilne encryption, a security strategy

can still be broken in a large number of ways.



Quantum cryptography occupies a position whers iised, along with several other
tools, to secure the data, either for storageamstnission. QKD can provide additional
security in that during the key exchange procesaménation of the statistics of the
generated keys allows the presence of an eavesdrappe detected.

A note of caution, however, if QKD does render atbrand transmitted data
unconditionally secure as is sometimes claimed tagootential eavesdropper may
redirect their attack against any one of the otineas depicted in Figure 1.2.

1.4 Ouitline of this thesis

The work described in this thesis covers a decédesearch and development of free-
space quantum cryptography systems at QinetiQmédy the Defence Research
Agency at Malvern, U.K.) and culminates with thenstuction of a compact system
capable of operating in daylight. The thesis isosgtas follows:

In chapter 2, the field of QKD is reviewed from theginning, at around 1970 with the
original paper by Stephen Wiesner [14]. The chaptempts to give a chronological
discussion of some of the chief innovations in #inea with a particular emphasis on

technologies, both fibre and free-space.

Chapter 3 attempts to place all of the theoretomalcepts required to understand the
issues facing a free-space QKD system constructorane place. The chapter starts by
reviewing some Quantum mechanical concepts andince® by outlining the
functional steps of the BB84 key exchange protamd some of the attacks which
could be mounted by an eavesdropper. A detailezligigson of transmission of optical
radiation by various means is then given with patdr emphasis on atmospheric
phenomena affecting the transmission of electronefig radiation. The chapter
concludes with a look at random number generatiod single photon counting

techniques.

The idea of a Generic system is introduced in @draptwith the purpose of gaining an
understanding of how the theory and protocols ramstated into a physical realisation.
A generic system is defined as the simplest metifoalchieving the goals set by the
protocol. Not surprisingly, many systems use thaesaptical set-up for implementing
the protocol. The chapter also serves as a ben&h@éywing comparison with some
of the other technologies described in the thddiss is also the final chapter in part 1

of the thesis, dealing with theoretical consideradi



Chapter 5 is the first practical chapter and dedth the early work in the field.

Construction of a breadboard system is detailedgalaith details of the various system
requirements and how they were implemented in lewedd scenario. Throughout the
chapter, constant development is seen with thdtmegsystem used in a world record

QKD experiment in the mountains of Southern Germany

In chapter 6 it is shown how the breadboard syseoives into a much more compact
and usable system with a measure of automationparndbility. Several innovations
and improvements to the system are discussed. Adq@ar continues with the analysis
of several experimental runs against the statbefatt security proofs provided by the
theoretical experts. The final section of the chapteals with a long range experiment
in the Canary Islands where the system was parnointernational collaboration

exchanging keys over a distance of 144km.

In the final practical based chapter 7, the com@id¢D system is fitted with redesigned
electronics giving computer control over severastesgmn parameters. Several other
improvements are discussed such as protocol amdiqgiand tracking. The system is
also converted to daylight operation and the chiapibninates in a seven day trial of

system performance.

Chapter 8 provides a summing up of the thesis admieé discussion of the state of the
art in the world and at QinetiQ. Some future tedbgies are discussed as well as some

ideas for future work in the area.
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Chapter 2— An historical review of QKD Technology

2.1 Introduction

The purpose of this chapter is to explore the amrakent of QKD technologies in a
chronological context. Many of the technologiescdssed also find application in the
wider field of quantum information technologies g(e.Quantum computing and
guantum communications), however attempts will kedento restrict this review to
those technologies having direct relevance to Quman€ey Distribution.

Although originally termed Quantum Cryptographye tiechnology is more accurately
known as Quantum Key Distribution. However, thissidl something of a misnomer
since to securely exchange keys two parties musa@y share a secret key in order to
authenticate their identities. So, in reality, taehnology described within this thesis is
correctly termed Quantum Key Growing or Quantum spansion. However, for the
rest of this thesis the term Quantum Key DistribnitfQKD) shall be used.

Some of the achievements documented here aredoudarlier work and where this is
the case, | have referenced the earlier work dfterlater, but perhaps, better known,

work.

2.2 Foundations

Quantum key distribution is built upon two of theosh profound discoveries of the
twentieth century, namely, the discovery and foatiah of quantum mechanics and of
information theory. QKD is still a relatively yourtgchnology, being first proposed in
1970 [1] and first demonstrated in 1989 [2]. Ifascinating to be able to observe the
evolution of a new technological field from emergerthrough to practical applications
and commercial exploitation.

Many of the developments in the history of QKD war aimed specifically at QKD
but rather at the burgeoning experimental reabsatiof quantum mechanical theory.
Moreover, in common with many other technologiesr (€xample, the field-effect
transistor [3], [4], [5] and the laser [6], [7]h€ theoretical description arrived decades
before experimental apparatus were constructed.p&@enpractical realisations of the
QKD theory required significant advances in seveetdted fields before such systems

became feasible.



2.3 The birth of QKD

The foundations of QKD were originally laid outam article most likely written in the
late nineteen sixties by a then graduate studemedaStephen Wiesneatudying at
Columbia University. The article was entitled “Cogate Coding”, and in it Wiesner
proposed two techniques of manipulating informatiora way that rendered it secure
from forgery and eavesdropping [1].

The first technique was a type of “oblivious tramsf(a decade later also independently
proposed by Rabin [8]) and describes a “meansaoitnitting two messages, either but
not both of which may be received”.

Whilst the technique proposed was limited to thehexge of “two mutually exclusive
messages” it explicitly mentions the use of conjagabdes to encode information and
even goes so far as to propose the use of polansatodulation to prepare the

encoding of the messages for transmission throuighd pipe”.
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Figure 2.1. A diagram from Wiesner's original papgl] describing the idea of
Conjugate Coding using two non-orthogonal basesofttiogonal polarisations). The
idea ultimately led Bennett and Brassard to the 8B&tocol for QKD.
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The second technique described a kind of unforgeaplantum money” using a set of
atomic traps embedded within a monetary token. Usee of the conjugate codes here
was intended to prevent forgery of the money. Aepbal forger cannot gain any
information about the state of the traps withoutyrbing the original states, a situation
which can later be detected.

As it happens, for various reasons Wiesner's intitegadeas were rejected at the time,
possibly due to the nature of the forum in whichaltempted to present his work (IEEE
Transactions on Information Theory).

Wiesner's work was eventually published over a deckater in a special edition of
SIGACT news, the publication being triggered byirareasing interest in cryptography
and computer science.

Much of the interest in this field was shown by aoguaintance of Wiesner's named
Charles Bennett, then at IBM’s T. J. Watson reseatentre. Bennett, his main
collaborator Gilles Brassard (University of Montjeand other co-workers were to
produce over the next few years a variety of papersjuantum cryptography, coin
tossing and other related technologies [9],[10]1984 they presented a protocol for a
quantum key exchange using conjugate variablesvith]which, it was claimed, it was
possible to exchange a secret key for unbreakabteygtion of information for
transmission over a public channel. This protoas kince become known as the BB84
protocol (described in chapter 3) and is, perhdps,basis for the most used QKD
protocols today.

Many of the ideas related to quantum cryptogragitat twvere proposed during this
period were clearly beyond the capability of thaikable technology to implement and
as a result the field was largely ignored by theeaech community. Eventually,
frustrated at the lack of interest in the implioas of this technology, Bennett et al
decided to build an experimental prototype systewh grove the practicality of their
ideas.

By the late nineteen eighties, Bennett, Brassard emworkers had managed to
construct an experimental prototype [12], [13] actually demonstrated a quantum key
exchange in the laboratory at IBM [2], [14]. Thgpexment, now regarded as a classic,
used a polarised faint optical pulse scheme tocqmate a single photon source and
implement the BB84 protocol. Although the transheissdistance was limited to
320mm, the experiment not only showed the possdslifor the future but was the first
true demonstration of an application of quantumhmetogy. A photograph of the
apparatus is shown below in Figure 2.2.

11



Figure 2.2. A photograph of the original QKD systémilt by Bennett et al. The
transmission distance (labelled “Quantum channelNas 320mm. (Photograph from

reference 7).

Meanwhile, in Europe, another researcher workinghat University of Oxford had
proposed a different method for accomplishing thees type of secure key exchange.
Artur Ekert, then a PhD. student in the physicsadigpent at Merton College outlined a
method of quantum cryptography based on quanturangl@ment. Whilst his paper
[15] was theoretical in nature, it made explicitnien of several current experiments
[16], [17] which would provide the basis for a pfaaf principle. Some while later
Ekert, in his own words [18] was fortunate to meéh John Rarity and Paul Tapster,
then both at the Defence Research Agency at MalteKi, and propose an experiment
to implement his ideas [19].

Rarity and Tapster were already conducting expearimmto fourth order interference,
nonlocality and other techniques requiring photorredation [20], [21], [22]. During
1991 the collaboration proved fruitful producing experimental realisation of Ekert's
ideas on public key exchange using quantum coiwekat This experiment utilised a
parametric down-conversion source of near inframgibtons at about 880nm
wavelength. These photons were collected and debivi® the distant detector locations
via multimode optical fibres over a distance of soh70m. The experimental setup is

shown in Figure 2.3.
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It is important to note that this experiment usgehase encoding method rather than a
polarisation scheme thereby rendering it inserssitty polarisation instabilities in the

optical fibre.

OFTICAL FIBRE

AM i

CRYSTAL

OPTICAL FIBRE

I BOB
Figure 2.3. Experimental setup for the Quantum jouldey distribution system

demonstrated by Ekert, Rarity, Tapster and Palmi@&ir 1992 paper [19].

2.4 Childhood, 1992 to 1996

Subsequent to the first demonstrations of QKD,aed®ers were quick to recognise the
potential of this new technology. Although the fiiriplementations were laboratory-
based demonstrations of the feasibility of QKD noey mainly using fibres as the
transmission medium, nearly every QKD system reubthereafter demonstrated an
innovation in terms of method, or sub-system improent resulting in increases in
transmission distance and key generation rate tigrerof magnitude. By 1992, Charles
Bennett had proposed a simpler key exchange protbased on just two non-
orthogonal states (now known as B92, [23]) andasplencoding scheme.

The subsequent year saw the publication of a QKi2ree by a group at the University
of Geneva [24]. Nicolas Gisin and co-workers impéeted an 800nm weak coherent
pulse version of the BB84 protocol utilising posation encodingver a 1km fibre
transmission line, thus demonstrating that the rE@#ton scrambling effects of the
optical fibre transmission path could be overcoiffge experiment is shown below in
Figure 2.4.
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Figure 2.4. The QKD set up used by Muller, Brueaget Gisin at Geneva in 1993. The
system operated a polarisation encoded versioh@BiB84 protocol at 800nm using a
semiconductor laser diode. Key material was exchdngver 1km with a bit rate of
~1kHz and error rate of 0.54%.

The same year Paul Townsend, John Rarity and Paps$tdr also published work
detailing a weak pulse phase encoding system opgraver 10km of optical fibre at a
wavelength of 1300nm [25], [26]. Based on someheirtearlier work on two-photon
interference [20], [21], the system was not a catglQKD system, but did
demonstrate all the necessary features of a longQiaD system. Paul Townsend later
published work [27] using a virtually identical grhe to exchange keys over the same
length of fibre. This system also included errarection and was able to produce keys
at a rate of 16kBit/s. The set-up is shown belowigure 2.5. That same year, 1994
also saw the first publication by an American graaprhe Johns Hopkins University,
Laurel, Maryland. Franson and llves demonstratesl ébsential elements of a key
exchange system designed to operate with extretoelyerror rates in a polarisation
scheme using fibre. Although the system used @aadn maintaining fibre over only
10 metres, a bit error rate of 0.5% was reportedethy implying that this system was
feasible for exchanging keys over tens of kilonme{28]. The main drawback to this
system was reported to be the bandwidth limitabbrthe polarisation compensation
feedback loop and the low final key rate (0.5bitFsanson and co-workers continued to
develop their system [29], publishing work a yeatet in which they demonstrated a
polarisation based system implementing a BB84 pyp#ocol with a 633nm weak pulse
source over 1lkm of fibre. The system included eromrrection and privacy

amplification based on a Bennett, Brassard and Rgbbeme [30].
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Figure 2.5. The phase encoding Fibre QKD set-updulsg Townsend, Rarity and
Tapster in 1994 for a 10km experiment. Althoughlyeéibre implementations used
polarisation encoding, phase encoding was used stirarclusively after 1995, based
on the use of asymmetrical Mach-Zehnder interfetersein both transmitter and

receiver. Efficient system operation requires thath interferometers are identical.

That year also saw publication [31] by Paul Towmsemd co-worker, Christophe
Marand of an interferometric QKD system running @aw pulse source at 1300nm in
standard telecommunications fibre. The system implged a BB84 type encoding
scheme achieving a 4% bit error rate over a 30kngeaand implemented error
correction and privacy amplification.

Another fibre based system reported in 1995 wast @haMuller, Zbinden and Gisin
working at Geneva [32]. Their polarisation-baseg@lementation of a B92 protocol ran
over an underwater installed telecommunicationgefilor 23km achieving a bit error
rate of 3.4%.

The Geneva group also reported another systemngrover the same transmission
path the subsequent year [33]. Although based @seghthe system utilised a unique
two-way transmission path with Faraday mirrors @ffely cancelling the effects of
fibre birefringence. A novel time multiplexing sgst also removed the requirement for

adjusting the interferometers at either end ofsyystem.
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For these reasons the method became known as goldgplay” QKD, reflecting the
simplicity of operation of the system. The origifiglug and play” experiment is shown
below in Figure 2.6

Fit 4 Pod

s

Figure 2.6. A two-way “Plug and Play” QKD as firsinplemented by Muller et al
(University of Geneva) in 1996, This system, whitgerferometric, removes the

requirement for identical interferometers at Aleed Bob.

“Bob emits a short pulse, which is split into twRulse one travels straight to Alice
whilst pulse two is delayed by the M1-M2 delay.liBeth pulses are reflected back to
Bob at Mirror M3. Meanwhile Alice has measured ih&ensity of the pulses and
attenuated them to single photon intensity. Phagdutators modulate the path length
between the pulses. On arrival at Bob, part of @ulsis delayed by M1-M2 and thus
interferes with the incoming P2. The interferenagtgrn at DO gives the relative phase
settings of Alice and Bob. Use of the Faraday m#&nmakes it possible to cancel out

birefringence effect due to the transmission med{3a].

Another development reported in 1995 by Goldenkamd Vaidman [34] was that of
QKD using orthogonal states (up until then QKD lawlays been performed using
non-orthogonal states) The proposed system eskhentmicked a large Mach-
Zehnder interferometer, the arms of which formea(tivin) channels.

This year also saw the publication of an importpaper concerning entanglement
sources [35]. Collaboration between the Univerditéisbruck and the University of
Maryland reported a high intensity source of psktion entangled photons (shown
below in Figure 2.7). Previously several sourceas leen proposed or implemented but
suffered from problems of low yield, instabilitycdifficulty of operation.

The new source employed a type Il phase matchingnse in a Beta Barium Borate ([3-
BaB,O, or BBO) crystal and displayed coincidence ratesraer of magnitude greater

than previously reported experiments.
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Figure 2.7. A schematic showing the high brightresgsnglement source demonstrated
by Kwiat et al in 1995. The source was much simghlen previous sources and yielded

higher rates of photons in a polarisation entangheim

The first reported free-space system design (siheeoriginal IBM experiment) was
also presented in 1996 [36]. Franson and Jacobkingmted a free space version of
their earlier work in optical fibres. The systemedspolarisation encoding of weak
pulses at 633nm. Whilst the range was limited t60m, the system was able to operate
over 75m in daylight conditions mainly due to aggiee filtering (both spatial and
spectral) at the receiver.

In the few years up to 1996, since its first dent@ati®n, QKD research made much
headway (over 30km in fact!). New encoding techagjand protocols coupled with
improved technologies such as long wave sourceslatettors brought the technology
to the threshold of practical system implementatidowever, all of these systems were
still essentially laboratory prototypes. Both expwmtalists and theorists were both still
talking about QKD in terms of tens of kilometresldrundreds of bits per second.

Even so, for these modest aspirations there walle nsimnerous engineering and
technical problems to be solved. Issues such agpoensumption, equipment size and
weight, stability (physical, electronic and transsmn medium) and reliability all
remained to be solved before practical systemsdcdad built. A summary of

achievements made during this period is shown beiolable 2.1.

17



Year Achievement
1983 Wiesner’s “Conjugate coding” first published
1984 Bennett and Brassard propose BB84 protocol
1989 Bennett, Brassard et al demonstrate first QKD syste
1991 Ekert proposes E91 protocol
1992 Ekert, Rarity, Tapster and Palma demonstrate QKdadan paif
photons
1993 Correlated photon source
1km polarisation based QKD (BB84)
1994 10km fibre QKD
1995 High intensity entanglement source
30km fibre QKD
23km fibre QKD
1996 23km plug and play QKD

70m daylight free-space QKD

Table 2.1. Summary of main QKD achievements 1996.
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2.5 QKD reaches puberty, 1997 to 2003

By 1997 several research groups, mainly in theddinfitates and Europe were actively
pursuing QKD research for its own sake as well asseful method of researching

Quantum mechanical phenomena. Details of sevesédsyg were published during that
year including a 200m free space system [37] bylibe Alamos group in the U.S.

shown below.
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Figure 2.8. The optical system used by the Los ddagnoup in their 1997 indoor free-
space experiment. The system, running at 772nm d@aveaient atmospheric
transmission window) and operating the B92 protpesichanged keys with a bit error
rate of 6% over the 205m range. A laser is collieiatpassed through a beamsplitter
(BS), a variable attenuator (OA), interferenceefil(IF), polarising beamsplitter (PBS)
before being modulated by a Pockels cell (PC) auh¢hed into free-space by a beam
expander (BE). The receiver collects the radiationa Cassegrain telescope (CT),
focuses it into a fibre, through a beamsplitter B&wrough twin polarisation
controllers (for compensation). The radiation isemh analysed in a polarising
beamsplitter (PBS), with the detection being madih & single photon counting
module (SPCM).
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The Geneva group also published further work onrthglug and play” system

operating over a 23km fibre link with self-aligningterferometers [38] and Paul
Townsend at British Telecom Research Laboratondsighed a 28km fibre experiment
in which both a QKD and communication channel wienplemented simultaneously
over the same channel [39]. The same year Townaksodpublished details of a QKD
system operating over a passive optical networkrevitiee QKD transmitter serviced

several receivers via a passive optical splittét.[4

4.4 km
e Q) i
"
pa:s,sive
1x3 splitter

Figure 2.9. The experimental set-up used by PawnBend in 1997 to demonstrate
QKD over Passive optical networks (PONs). The arpant successfully exchanged

keys over several kilometres in practical scenajds.

The following year, 1998, was a quiet one. Sevgralps published work on quantum
entanglement. A group at the Universitat Innsbremkducted an experimental violation
of Bell's inequality [41] under strictly enforceadality conditions [42]. Whilst not
strictly QKD, such experiments were important frahe point of view of further
validating concepts central to Quantum Mechanicg @aome of its properties,
particularly those of nonlocality. These ideas wamd still are central to the working of
entangled state QKD

Richard Hughes also published further work with AL free space system [43] and
the year closed with the start of the first Eurapg@aommunity funded quantum
cryptographic collaboration [44] featuring reseagrbups from the U.K. (DERA, U.
Oxford), ltaly (Elsag-Bailey Spa, Genoa), Germamyy Munich), Austria (U.
Vienna) and Switzerland (U. Geneva).

! Entangled state implementations of QKD invariablyolve a measurement of a
violation of Bell's inequality as a proof of theialidity.
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The project, named EQCSPOT (European Quantum QGysgqeby and Single Photon
Optical Technologies), featured both industrial anddemic partners and was designed
to raise the technology maturity level of QKD ansl various subsystems (including
software and detectors for long wavelength opemati©o-ordinated by John Rarity at
DERA in Malvern, U.K. the program included sometlbé major researchers in the
field and was notable in that a complete work avems devoted to software
development including a graphical user interfacehwihe necessary applications
interface to the QKD hardware layer. A further warkea was also devoted to the study
of the feasibility of ground to satellite links fQKD, thus recognising a requirement for
global reach of QKD.

By 1999 the area of QKD research was in full swiitlp several active research groups
publishing a wide range of research. A Swedish grpublished activity [45] on an
interferometric plug and play QKD scheme whichisgiti InGaAs SPADs running at
1550nm, the first such system to do so. This rebeans particularly relevant as for the
first time QKD was demonstrated to be compatibléhvaxisting telecommunications
network infrastructure. The same year also sawigatiin of three entanglement-based
systems [46], [47], [48] by groups in Germany/AisstrGeneva and the U.S. The
systems implemented Ekert's B91 [15], BB84 [11] andovel energy-time protocol
respectively. All three experiments demonstrated fhasibility of long distance
operation of entanglement-based systems and felawmeanced security (through the
means of entangled pair sources), whilst two of #Hystems also implemented

continuous monitoring for eavesdroppers.
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Figure 2.10. The entanglement based experimentitbgl €t al at the University of
Geneva was the first such setup to use 1310nm glethmpairs making the system
compatible with telecommunications fibres. Bothcéland Bob interferometers were

subject to instabilities.
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The Geneva experiment was also the first to impignteng wave operation in a
photon-pair system at a wavelength compatible withnary telecommunications fibres
(1310nm). Detection was achieved with aggressivedpled (77K) Germanium
avalanche photodiodes.

The energetic Los Alamos team saw in the new nillem with a daylight key
exchange over 1.6km featuring the B92 protocol langht pulse timekeeping [49], a
48km fibre point to point key exchange featurintgrferometric versions of both BB84
and B92 (with bright pulse timing) [50] and a grduio satellite feasibility study based
on results from their free-space experiments [51].

Another free-space system demonstrated that yesranla2km BB84 implementation
by the Rarity team at the Defence Evaluation andeBReh Agency (DERA) at
Malvern, U.K. The system (shown below in Figurel?, based on Acousto-optic beam
switching, featured automatic key sifting, errorreation and privacy amplification and
a novel timekeeping system based on a softwareedbaked loop, thereby negating
the requirement for a bright timing pulse [52].
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Figure 2.11. The free-space set up used by Rantiycalleagues in their 1.2km, BB84
key exchange experiment in 2000. The system opewith a multiplexed single
source, switched by A-O modulators. The receivedanase of a delay line to time

multiplex the SPAD modules. Each terminal was axiprately 1.

The year 2000 also saw publication of two entangi&tdte QKD systems. A
collaborative team from the University of Viennadafrom Ludwig Maximillians
Universitat in Munich implemented a polarisatiortaamglement based system capable
of realising both the Ekert 91 and BB84 type schemmer 360m, achieving an
850bits/sec final key rate with a 2.5% bit errotergd6]. The system also featured
Rubidium timing standards and detector basis getebly random number generator.
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The experiment was also notable as the first falll gractical implementation of
entangled state quantum cryptography. The secostemy reported by the GAP
Optique team at the University of Geneva implemgéné® energy-time entangled
system over 8.5km of optical fibre [53].

The system achieved key rates of 134Hz at an emterof 8.6%. Notably, this system
used a non-degenerately tuned source producingophgairs with wavelengths of
810nm and 1550nr{This type of source is invariably a variety of gawetric down-
conversion source wherein a non-linear opticaltatyis pumped by a laser. The pump
photon is “split” into a signal and idler photohetsum of whose energies is equal to
that of the pump photon. The crystal is usually uth that its orientation produces
signal and idler photons of identical wavelengthjcl is known as degenerate tuning.
If the crystal is cut such that differing wavelemgtare produced, then it is said to be
non-degenerately tuned). This innovation enablegl afsefficient Silicon avalanche
detectors at the local receiver (Alice) whilst allog the exploitation of the excellent
transmission properties of optical fibres [54] &86@nm for the remote receiver (Bob).
The system (shown below in Figure 2.12) also usedoptical classical channel

operating over fibre at 1550nm.

Interferometer
PaN x T | Ciassical channel m —
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4 1 \ (1550 nm) ectronics |
Interferometer
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=

i—i \ Quantum channel
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Alice Source

Figure 2.12. The asymmetrical entanglement based @istem used by GAP. The
entangled photon pair are non-degenerate, i.e. {hasses different wavelengths. One
photon is detected locally with high efficiencycsih SPADs whilst the other is sent, at
low loss, over telecommunications fibre to the reEmaletector. Classical

communications is provided by an optical channel.

Both of the entangled state systems were part flinge the second European
community funded project to fund quantum technaedb5]. The project, named IST
— QuComm (Long Distance Photonic Quantum Commuigicpatfeatured teams from
Sweden, Germany, France, Switzerland, Austria, édnKingdom, as well as the Los

Alamos team from the U.S.
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Early in 2001, the Rarity team at Malvern, U.K. fisifted more of their work on free-
space QKD [56]. The system, a weak coherent pulg#ementation using the BB84
protocol, was shown to exchange keys over 1.9krh witransmission loss of >20dB.
This result was important in that it demonstrateé ability of QKD systems to
withstand the channel losses associated with panmigr QKD to satellites.

The rest of the year was quiet except for an istarg paper [57] by a collaboration
between the University of Geneva and the Univerd@&éNice-Sophia Antipolis, Nice.
Tanzilli and co-workers demonstrated a waveguideetlaentangled pair source
fabricated from periodically poled Lithium Niobaseibstrate. The device produced a
high intensity beam of 1314nm photons and, sigaifity, was pumped by a
semiconductor laser at 657nm.

If 2001 was a quiet year for QKD research 2002 t@agrove to be highly productive
with over 7 papers published on QKD. A 10km fibrgcwompensating system was
presented by Bethune and Risk [58], both at the I|EMoratories at Almaden,
California. The system operated over standard dedecunications fibre at 1u.8n
wavelength with timing information multiplexed ovire same path at Jug and used
a standard LAN connection for the key reconciliatio

Another 10km system reported that year, this timdRizthard Hughes and his team at
Los Alamos National Laboratory in the U.S., was Z2ni wavelength free-space
system implementing the BB84 protocol [59]. Thisplssticated system featured
narrowband filtering at the receiver, allowing cgtesn during daylight, whilst timing
synchronisation was provided by a [In% optical pulse. Key reconciliation was
performed using a wireless Ethernet public channel.

A night-time key exchange system was also repdtiedyear by two teams (DERA at
Malvern U.K. & LMU Munich, Germany) of the EQCSPQbllaboration [60]. The
system, shown in Figure 2.13 below, featuring muriaed transmitter and receiver
modules, was shown to transmit cryptographic keyss 600m in metropolitan Munich
and a 23km range in the Bavarian Alps using ancappublic channel and a G.S.M
mobile telephone link respectively for key recoratibn. Synchronisation was provided
by a software phase-locked loop deriving its timingprmation from the receiver

detections rather than a bright pulse.
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Figure 2.13. A diagram showing the 23.4km free-sp@ageriment in the Bavarian Alps

by members of the EQCSPOT collaboration in 2002. Alice and Bob terminals were
situated in facilities (cable car stations) at themmit of two of the highest mountains in

Germany.

Another EQCSPOT team also reported a QKD systemifithe operating over 67km of
fibre at 1.5um wavelength [61]. The GAP Optique team at the ©rsity of Geneva
showed their system, a “plug and play” phase-bagstem packaged into two industry
standard 19” boxes, operating in real conditionsluiting installed aerial cables.
Interestingly, two of the authors were shown asingaffiliation with a commercial
company called ID Quantique, a company foundedbil2y the Geneva team in order
to commercialise this technology, one of the fa@tihmercial companies to do so [62].
The same year also saw publication of theoretieggleps on new QKD protocols
featuring continuous variables by Phillipe Grangwd co-worker at the Laboratoire
Charles Fabry de [llInstitut d’Optique, in Paris [63and also further work on
entanglement generation in waveguides by a teatheatUniversity of Boston [64].
Lastly, based on recent achievements by severaisteRarity et al published [65] a
feasibility study detailing several methods of asing satellite key exchanges between
ground stations and low earth orbit.

The year of 2003 continued the strong level ofvagtifor QKD research. A small ESA
funded study called QSPACE (Quantum communicatianSpace) reported findings
and recommendations by two groups for space-bagg@ériments into quantum
information technologies [66].
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The two groups were the usual suspects from thegean QKD community (Rarity,
Weinfurter, Gisin, Zeilinger and co-workers). An Arnican collaboration also reported
on the performance of QKD through transparent aptgwitches [67]. The team
implemented a B92 protocol through several typespifcal switch and successfully
exchanged keys through a reconfigurable transmmssaih, thus taking an important
step toward network-based QKD.

Fibre systems were also reported by two JapanesasteKosako (NEC) and co-
workers [68] reported a 100km interference expenimgilising a “plug and play”
system operating at Jufh with a novel balanced detector, whilst a tearivig$ubishi
Electric Corporation claimed a world distance relcof an 87km key exchange over
fibre using their compact, integrated QKD systertyally achieved during 2002) [69].
A summary of the main advances in QKD made durmg period may be seen below
in Table 2.2.

Year Achievement

Violation of Bells inequality over 35m
28km QKD in fibre

1997 23km “plug and play” QKD in fibre
205m free-space indoor QKD (B92)
Quantum correlations over 10km of fibre
1998 50km point to point phase encoded in fibre

EQCSPOT collaboration starts
1km night-time free-space QKD (B92)

360m polarisation entangled QKD (BB84)
1999 40km “plug and play” QKD in fibre at 1550nm
Ultra-bright polarisation entanglement source

8.5km entangled state QKD

48km point to point fibre demonstration
23km “plug and play” QKD in fibre
1.2km night-time (BB84)

free-space QKD 1.6km

daylight free-space QKD(B92)

2000

Waveguide pair sources

2001 2km free-space

67km “plug and play” QKD in fibre

10km daylight free-space

24km nightime free-space QKD (BB84)
Continuous variable QKD

Ground to LEO QKD feasibility. ESA funded
QSPACE program starts

2002

QKD in space feasibility

2003 QKD through reconfigurable optical switches

Table 2.2. Summary of outstanding QKD achievenfemts 1997 to 2003.
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2.6 QKD comes of Age, 2004 to 2009

By 2004, research into Quantum Key Distribution maorphed into something much
larger and with a huge potential. The original aeskers of QKD had, perhaps, pursued
this application as a vehicle for researching otimeresting phenomena such as
Quantum Entanglement, Quantum logic and Quantum mamtations. Ultimately
though, these research areas were to unify to bedbm research field of Quantum
Information Technology.

As mentioned earlier, many researchers were allaware that their experimental
systems lacked practical abilities for real worlgpkcations, however, several
Universities set up “spin out” companies to attertptruggedise the technologies.
During this period several private venture companmiere also set up with a view to
commercialising QKD systems, moreover, global naswsh as Toshiba [71], NEC
[72], and Mitsubishi [69] were appearing frequerdly affiliations in the peer reviewed
literature. However, despite almost continuous fgdby the E.C. and the U.S.
Government for over a decade, there appeared toviimidwide lack of understanding
on the part of governments, and, on the face aofatmmercial customers. The only
obvious exception to this, unsurprisingly, was thevernment of Japan who were
already funding a national strategy through sevg@ernment departments. The
strategy was implemented over 5 year phases wakeph commencing in 2001 [121].
The period started briskly with an Austro-Germarilatmration implemented an
entangled state QKD system running over 1.5km lokfinstalled in the sewers under

the city of Vienna (see Figure 2.14. below)
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Figure 2.14. The entanglement-based fibre-throughdity-sewers experiment by an
Austro-German collaboration in 2004. The generakeys were immediately made
available and were used to secure a financial teanti®n.

27



The resulting secure keys from this experiment vireneded over and used to secure a
financial transaction between Vienna city hall &ahk-Austria Creditanstalt [70]. This
paper also lists three companies as actively gelommercial QKD systems,
idQuantique, MagiQ and N.E.dn another fibre experiment, a team at Toshiba
Research Europe reporting a 122km key exchange .Biml wavelength in
telecommunications fibre [71]. The system, based @nweak pulse, phase
implementation of the BB84 protocol was able todoee raw sifted key material at
~10bits/s with a bit error rate of ~9%.

A free-space experiment was also reported by a ®aMIST in the U.S. [73]. J. C.
Bienfang and co-workers were able to demonstragéggahertz clocked QKD system
over a free-space range of ~730m with sifted kégsraf up to 1Mbps, several orders of
magnitude greater than previously reported systeemjering QKD compatible with
the requirements of modern information technolofpr €xample video streaming).
Another gigahertz class system was also demondtfatg by Gerald Buller and his
team at Heriot-Watt University in Edinburgh and Paownsend at the University
College Cork, Eire. The system implemented a psddion version of the B92 protocol
at 850nm over 10km of fibre achieving key rateZkBits/s at 2.1% bit error rate.

The year also saw the start of a large Europeammuornty funded project known as
SECOQC (Development of a Global Network for SecG@nmunication based on
Quantum Cryptography) [75]. The project, lastingrfgears and funded to the amount
of 11.4 million Euros, consisted of 41 partnersrfr@2 countries consisting of three
SMEs, 25 Universities, five national research @sjtand eight private enterprises.

By 2005 QKD systems were clearly becoming more msbighted but still tended to be
point to point links operating independently. A rtedrom BBN technology in
Cambridge, Massachusetts, published work on ti@uahtum Network” [76], shown
below, which had, in fact, been operational in tedi form since 2002. The network
consisted of six nodes operating over telecommtioita fibre around the Boston
Metropolitan area, with a further four planned.elmded as a test bed for QKD, the
network included innovations such as optical sviitghfor several of the nodes and a

suite of network management protocols common tofahe (differing) QKD systems.
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Figure 2.15. Network topology of the DARPA QuaniNetwork [66] showing a variety
of QKD technologies linked together. The networdtuded several QKD technologies

with a free-space node provided by QinetiQ fromuhie.

Several fibre based systems were also reportedehis Zhou et al at the University of
Toronto performed QKD over a 15km fibre path ussmgommercial plug and play
system manufactured by idQuantique [77]. Whilstttaesmission length and bit rate of
the experiment were pretty ordinary by 2005 stam&lathe experiment introduced
Decoy State QKD for the first time building on wdrk Hwang [78] and previous work
by the authors [79], [80] and Wang [81], [82]. Tmew adaptation of BB84 was of
considerable importance due to the ability of teeay state protocol to increase key
rates and securityithout resorting to exotic technology. Until thisne most weak
coherent pulse QKD systems had, somewhat arbytratilosen a mean photon number
for pulse transmission of 0.1photons per bit (Tdoes not strictly satisfy unconditional
security requirements demanded by, for instancg]. [Bhe 0.1phots/bit figure arises
from the Poissonian emission statistics of lasedsia further discussed in chapter 3).
Another fibre system reported was that of Andrevielsls and his team at Toshiba in

Cambridge.
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The reported system [83] essentially the same asréported previously in [70] was
run continuously over 20km of installed telecomneations fibre with active
compensation.

Another experiment demonstrating the practicalitynodern systems was reported by a
commercial collaboration between MagiQ and MCI stgts [84]. This experiment
successfully employed a commercially available Q&y8tem and deployed it over a
50km WDM fibre link using industry standard ITU diC-band wavelengths [85].

In another fibre experiment [86], a collaboratiostvileen Heriot-Watt University,
Politecnico di Milano and University College CoBuller, Cova, and Townsend) ran a
short wavelength (850nm) fibre system detailed 4] [at up to 2GHz. Improved
detectors allowed the system to function with inwei bit error rates (7% over 6.5km)
with the potential for increased key rates andgmaission distance.

By contrast the entangled state QKD scene was guikttwo free space experiments
reported. Resch et al at the University of Vientha feam also included members of the
LMU team at Munich and the National University oh§pore) managed a night time
entanglement distribution over a 7.8km free-sparge using polarisation correlations
[87]. Meanwhile Peng et al (University of Sciengedarechnology of China, Hefei)
conducted a similar experiment [88] over a rang&3Km, both experiments exceeding
transmission through the one equivalent air masessary to reach low earth orbit.

By 2006 the field of QKD was becoming ever populdath research groups from
Europe, USA, China and Japan dominating the fisladmerous research papers on all
aspects of QKD were being published. Continuingttieane of improving on existing
systems and sub-systems many groups were publisipidgtes and improvements on
previously work. The NIST group (collaborating withe University of Maryland)
published work on their high speed polarisationrdilme system [89] achieving sifted
key rates of 2Mbits/s with an error rate of ~3%eTtham also published intentions to
overhaul the free-space system described in [70jadbieve secret key rates of
10Mbits/s [90]. The NIST team also demonstrated §dovel fibre QKD system using
ultra low noise Superconducting Transition Edge sBem (TES) detectors in a
collaboration with the QKD group at LANL. (TES: \Wethin films of superconducting
material with a sharp resistive transition whichn dae used as extremely sensitive
calorimeters. See [122]),

The combined team achieved several new transmissioords including an absolute
QKD transmission distance record of 184.6km usingean photon numbep, of
0.5photons/bit.
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Another long distance experiment was that of Ta&exal (collaboration between NTT
Corporation, Japan, and Stanford University, UBujlding on previous successful and
world leading experiments with a relatively newtpaml (Differential phase shift QKD

[92], & [93]). The system used novel up-conversidatectors and successfully
generated useful key rates over 100km of fibre .[24pconversion detectors are a
relatively new method of single-photon detector ekhmakes use of sum-frequency
generation in non-linear crystals to produce adezgy shift in the optical signal beam.
The method allows, for instance, detection ofuinSohotons using highly efficient and
low jitter silicon-based single photon countinged#brs. See for instance [123], [124],
[125] & [126]. Importantly the system was desigrtedproduce key material secure

against all allowed quantum mechanical attacks.
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Figure 2.16. The experimental setup used by Diamanal in their 100km, 1GHz
clocked DPS QKD system. The system used low yipieonversion detectors, allowing

greater bit rates and longer distance operation.

Other fibre QKD implementations tested this yealuded a 3.3GHz clocked system
from the Heriot-Watt group in collaboration withi?d@ownsend at University College,

Cork [95], unusually the system operated over stethdelecommunications fibre at a
short wavelength of 850nm (thanks to some novembleainching techniques, thereby
limiting transmission distances due to attenuatirn,also allowing the use of efficient

Silicon SPADs (Single Photon Avalanche Diodes). Shme system was also applied
to demonstrating QKD over passive optical netwaics.
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Lastly for this year an interesting publication tine first Israeli team proposed a free-
space QKD system [97] using a space-division mielting idea wherein the secret bit
rates could be increased by using multiple trarteméand receiver channels. Dubbed
MIMO (multiple input multiple output) QKD, the mollieg of the system predicted
that atmospheric turbulence would give rise to stak induced errors. The team
proposed the use of wavelength division multiplg¥im overcome this problem.

It appeared that 2007 was to be a good year for @é&dearch with a whole raft of
publications on entangled state sources, entanglkeb@sed QKD experiments and
several long haul, high bit rate QKD systems.

A remarkable pair of experiments reported this yeare twin long haul experiments in
free space. Sponsored by the European space adEs®y) and part funded by
SECOQC a team composed of multiple nationalitiehiagad a key exchange over
144km [99] between the Canary islands of La Palnth Benerife. These locations are
host to the Instituto de Astrofisica de Canaria&C(l which administers the twin
observatories of O. Teide and O. Roque de Los Mtiadsg home to the European
Northern Observatory (ENO). Only one pair of tetgses can see each other from each
location, the Nordic Optical Telescope (N.O.T.) ba Palma and the ESA owned
Optical Ground Station (O.G.S.) on Tenerife. Onpegdment used degenerate down-
converted photon pairs at around 800nm with a diok®p tracking system to
compensate for atmospheric distortion whilst theoed used the same apparatus but
replaced the emitter with a compact decoy statesinétter. The experiments exceeded
previous free-space QKD transmission distances byoaler of magnitude and
demonstrated further the feasibility of ground &teflite, and therefore global, QKD. A
diagram of the optical set up of the decoy staggegment is shown below in Figure
2.17.

In another experiment, the first use of entangldmana Differential Phase shift
implementation of QKD was reported [98]. Honjo, €alke (NTT) and Inoue (JST)
used a fibre source of entangled photons in a &bor-based experiment. This
experiment was also notable in that it was thd fwsactually exchange key material

with degenerate photons at [irb.
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Figure 2.17. The Decoy state experimental systerd insan ambitious experiment over
a 144km range at the Canary Islands. The experinmsetl a compact transmitter
coupled to a small output telescope on La Palmalstie receiver was integrated into
an astronomical telescope located on Tenerife. Jdmae range was also used for an

entanglement-based experiment.

Several other ground breaking fibre-based expetisnerere also reported this year.
Namekata and a team including Honjo and Takesuwa i@ T corporation reported a
DPSK-QKD experiment [101] in which they exchangeelyk over 15km of fibre,
achieving a sifted key rate of 1.5Mbits/s (0.33Mkitsecure key) at a bit error rate of
~2.3%. Bit rates of 100kbits/s were still achiewablfter 40km. It should be noted,
however that the transmission medium was dispesifted fibre and not ordinary
telecommunications fibre. This experiment was ateteworthy due to the use of
sinusoidally gated InGaAs SPADSs running at 500MHz.

The team at NTT also reported, in collaboratiorhviNiST and Stanford University, a
200km key exchange with a 42dB loss tolerance [10Bfe experiment was made
possible by the first reported use of NbN superoetidg nanowire detectors and an
exceptionally high clock rate of 10GHEhese detectors exhibit low quantum efficiency
but this is offset by an exceptionally low dark ngua very good timing jitter (allowing
high speed operation), no afterpulsing and a braadvesponse. The downside is that

operation requires cryogenic temperatures.
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Other fibre-based implementations of QKD were rggabthis year. The Toshiba group
reported continuous operation for 60 hours overn20kith a decoy state system
achieving a record 10kbits/s key generation rat83]1 Meanwhile the Heriot-
Watt/University College Cork group published wodO§] in which 3GHz clock rate
QKD was implemented over two types of passive aptieetwork (PON) of the type
currently being installed over last mile type netkgo

In addition to QKD systems it appeared that matuntpractical entanglement sources
was growing. The source of choice for QKD and otlgerantum mechanical
experiments was usually constructed by exploitingrametric fluorescence in
periodically-poled non-linear crystals. The problesth existing entanglement sources,
which invariably used bulk crystals, was that theryyded to be large and ungainly (not
to mention the large-frame lasers and their assatieooling plant employed as pump
sources for these rather low yield devices). These sources possessed the necessary
properties to produce compact, stable, reliableiatahse sources of entanglement that
could be fibre coupled and pumped by semiconduetsers. This type of source had
been in development for some years and was us#tkioriginal 1991 experiment by
Ekert et al. The intervening years have seen aepsof development. (See [105] -
[113]) with the resulting sources becoming compaotust and high yield with
excellent entanglement characteristics. Severastygf non-linear crystal were used
such as Potassium Titanyl Phosphate (KTP) in tkse c& [98] and [106] and Lithium
Niobate (LiINbO3) in the case of [107], [108] and$]. Other improvements included
the use of waveguides, fibres and semiconducterdass pump sources.

By 2008 QKD advances were being reported almodirnaously and practical systems
were beginning to produce really useful key raterointer-city distances. A
collaborative team at NEC and including NIST at Bleu implemented a phase-based
BB84 system over 97km of installed telecommunicegifibre [114]. The system used
Niobium Nitride (NbN) superconducting detectors amehning at a clock speed of
625MHz achieved a record key rate of 2.4kbps areor rate of 2.9%. A novel method
of system synchronisation was also tested in tkpeement, whereby the system clock
was transmitted in an adjacent WDM channel. Theonmeé was not to stand for long
however. Andrew Shields and his team at Toshibarteg a phase-based decoy state
system running at a 1GHz clock speed [115]. Thitesy employed novel InGaAs
SPAD detectors gated at 1.036GHz (pictured below).
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As a result, the detectors displayed an ultra-sbedd-time (an important figure of
merit for single photon avalanche detectors furtbgpanded upon in chapter 3)
between detections and allowed extremely high tietecates. In addition a novel self
differencing circuit was coupled to the output feffective noise cancellation. This
combination allowed the system to achieve an oudstg key rate of 1.02Mbits/s over
20km of fibre
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Figure 2.18 A diagram of the self differencing détes used by Shields et al in their
2008 experiment. Use of the self-differencing ¢irgives excellent noise cancellation
and allows for smaller avalanches to be detectedaller avalanches with less charge
moving through the SPAD device leads to lower pitising. This in turn allows much

faster detector gating.

Not only were long haul fibre transmission expertsebeing performed with weak
pulse setups, other teams were pursuing entangtdmead research. A collaboration
between NTT Corporation, NIST, NICT and Stanford iugmsity succeeded in
transmitting photons from a centrally located egtament source to two receivers over
separate 50km fibre paths, resulting in a 100km &eaghange, the longest at the time
[116]. The system included planar lightwave cir¢®LC) interferometers and Niobium
Nitride (NbN) superconducting nanowire detectord anhieved bit rates of 0.57bps at
an error rate of 6.9%.

The first daylight free-space entanglement expanimeas also reported this year by a
team at the National University of Singapore [1173ing a fairly typical entanglement
system, the team implemented strong spatial, sgdesotid temporal filtering to remove
the strong solar background and continuously expbdrkeys over 350m at a rate of
358bps over several days.

In another free-space experiment, this time attpnighteam from the University of
Waterloo, Canada implemented the first real timeDQik between two locations with

no direct line of site, the source being placed potentially hostile location [118]
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(It is a property of entanglement-based QKD systdmasthe source of photons can be
placed in a location that is potentially untrustthg). The system was shown to
exchange keys over a 1.525km link at a secure &keyaf 85bits/s and an error rate of
4.92%.
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Figure 2.19. The free-space entanglement systempiemented by the University of

Waterloo. No direct line of site existed betweanedhnd Bob.

In yet another free-space experiment, a team aUtheersity of Erlangen along with
collaborators at the Max-Planck institute for ttmesce of Light and the Imperial
College, London demonstrated the first free-spaoglémentation of continuous
variable quantum QKD [119]. The experiment ran avé00m free-space link and used
pin photodiodes for detectors, the first QKD systerdo so.

Finally, the SECOQC collaboration ended with a eosfce and technology showcase
in Vienna. In a real time video presentation, teC®QC quantum network was
demonstrated to the conference delegates [120].n€hgork (shown below in Figure
2.20) consisted of six nodes with eight links usstgndard telecommunications fibre
and one free-space link. The demonstration alsludied an attempted eavesdropping
on one of the nodes which was then discarded aaechative routing implemented by
the network management layer. The conference astedl the inaugural meeting of the
European Telecommunication Standards Institute (ElF8ustry Specification Group
on Quantum Key Distribution and Quantum Technolpgaharged with the setting of

international standards for Quantum Informationhrexdogies.
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transmission distances and system architecture filegespace node is not shown.

2.7 Summary

In this chapter it has been shown how the idea v&dr@um key distribution was
originally conceived and then implemented. Alsocdssed was how the idea has
broadened into a field of research perfecting wiwate, in fact, rather delicate,
idiosyncratic experiments.

Currently systems are being reported with gigahedek rates operating over hundreds
of kilometres in both fibre and free space. Thgdian below shows the current state of
the art in terms of transmission distance anddtés. Sub-systems such as sources and
detectors have received much attention and haveowegd in terms of speed, efficiency
and size. Quantum key distribution has been demaiest in networks and there are

several commercial companies marketing quantum ooemits and QKD systems.

2.8 The future

It seems certain that QKD will continue to evolveterms of secure key bit rate and
distance. However, the limits on transmission dis¢s are approaching the physical
limits of the available transmission technologe.(iFibre and free-space attenuation
effects). Disregarding the development of futureht®logies such as quantum
repeaters, in order to achieve a global reach itlavappear the only place left to go is
up. Several groups have already published detadsfeasibility studies [127] & [128]
concerning space borne QKD experiments and systiémlso appears that at least one
research collaboration is actively pursuing spawad system development [129].
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Figure 2.21. Diagram showing the state of the art QKD in terms of sifted key rate

and transmission distances.

Another interesting proposal comes from the aiffic@ontrol community where it has

been proposed to use the commercial air transptrtank to both distribute keys and to

improve air transport security [130]. This providewiable alternative to spaceborne

QKD systems and their associated complexity sihég & much shorter step to using
the air transport network for key distribution onglobal scale without the need for

expensive satellite launch costs.

38



A list of QKD highlights for this period is showrelow in Table 2.3.

Year

Achievement

2004

122km QKD in fibre

Entangled state QKD over 1.5km
GHz clocked free-space QKD

GHz clocked QKD over 10km of fibre
SECOQC collaboration starts

2005

BBN network with optical switching of QKD channels
Decoy state protocol in 20km of fibre

Continuous QKD in 20km of fibre

WDM QKD in 50km of fibre

QKD in 6.5km of fibre at 2GHz clock rate

Entangled state QKD over 7.8km

Entangled state QKD over 13km

2006

2Mbits/s sifted key rates

TES detectors

184km QKD in fibre

DPS QKD over 100km

QKD at 3.3GHz clock rates

QKD over passive optical networks
Space division multiplexed (MIMO) QKD

2007

Entanglement based QKD over 144km in free-space
Decoy state QKD over 144km in free-space
Entanglement based DPS QKD

DPS QKD over 40km of fibre, QKD over 200km

Use of Niobium Nitride superconducting detectors
Continuous decoy state QKD, QKD over PONs at 3GHz
Waveguide based entanglement sources

2008

QKD over 97km of telecommunications fibre

1Mbit/s key rates over 20km of fibre

Entanglement-based gkd over 100km of fibre

Daylight free-space entanglement based QKD

Entanglement based QKD with no direct line of sight

Free space continuous variable QKD

SECOQC demonstrates network based QKD

ETSI standards committee formed for Quantum infaionatechnologies

Table 2.3. A list of QKD research achievements 202008.

39




2.9 Chapter 2 references

[1]
[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

[11]

S Wiesner, “Conjugate coding”, ACM Sigact news, No.1, 76-88, (1983).

C.H. Bennett, G. Brassard, “The dawn of a new eragtiantum cryptography:
the experimental prototype is working!”, ACM Sigasews, 20 (4), 78-80,
(1989).

J.E. Lilienfeld, “Method and apparatus for contral electric current”, US
patent 1745175, first filed in Canada on 22.10.1925

O. Heil, “Improvements in or relating to electriahplifiers and other control
arrangements and devices”, GB patent 439457 fiiest in Germany on March
2,1934.

R.G. Arns, “The other transistor: early history dhe metal-oxide—
semiconductor field-effect transistor”, Engineerir®cience and Education
Journal7, 5, 233 — 240, (Oct 1998).

A Einstein, “Zur Quantentheorie der Strahlung”, Blkglische Zeitschrift,18,
121-128, (1917).

A.L. Schawlow and C.H. Townes, "Infrared and Ogtiktsers,"” Phys. Rev.
112 1940, (1958).

M.O. Rabin, “How to exchange secrets with oblivioansfer”, Technical
report TR-81, Aiken computation laboratory, Harvlhiversity, (1981).

C.H. Bennett, G. Brassard, S. Breidbart, and S. sWée “Quantum
Cryptography, or Unforgeable Subway Tokens”, Adwanin Cryptography:
Proceedings of Crypto 82, Plenum (New York), 263;41983).

C.H. Bennett, G. Brassard, “Quantum cryptographyg &@s application to
provably secure key expansion and coin tossingg, liiternational Symposium

on Information Theory, St. Jovite, Quebec. (1983).

C.H. Bennett, G. Brassard, “Quantum cryptographyblié key cryptography
and coin tossing”, International conference on cotefs, systems and signal
processing, Bangalore, India. December 10-12, 1769 (1984).

40



[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

G. Brassard, “Brief History of Quantum CryptograpAyPersonal Perspective”,
Proceedings of the IEEE Information Theory WorkslbopTheory and Practice
in Information-Theoretic Security, Awaji Island,p#m, (17 October 2005).

J. Smolin, “Early Days of Experimental Quantum QGogpaphy”, IBM J. Res. &
Dev.48 No. 1, (2004).

C.H. Bennett, F. Bessette, G. Brassard. L. Salgal. Smolin, “Experimental
Quantum Cryptography”, Journal of Cryptologyl, 3-28, (1992).

A.K. Ekert, “Quantum cryptography based on bellsotlem”, Phys Rev Lett.
67(6) 661-663 (1991).

A. Aspect, P. Grangier, and G. Roger, “ExperimeiRahlization of Einstein-
Podolsky-Rosen-Bohm Gedankenexperiment: A New Yamta of Bell's
Inequalities”, Phys. Rev. Led9, 91 — 94, (1982).

A. Aspect, J. Dalibard, G. Roger, “Experimental tefsBell's inequalities using
time-varying analyzers”, Phys. Rev. Lettd&25, 1804, (1982).

A.K. Ekert, Cracking codes, part Il, +Plus magazipage7, Millennium
Mathematics Project, University of Cambridge (2005)

A.K. Ekert, J.G. Rarity, P.R. Tapster, and G.M. nral “Practical quantum
cryptography based on two-photon interferometryiy$? Rev. Lett69, 1293—
1296, (1992).

J.G. Rarity, & P.R. Tapster, “Experimental violatiof Bell's inequality based
on phase and momentum”, Phys. Rev. L&tt.No. 21. 1293-1295, (1990).

J.G. Rarity, P.R. Tapster, E. Jakeman, T. LarcRuk, Campos, M.C. Teich, &
B.E.A. Saleh, “Two photon interference in a Machedder interferometer”,
Phys. Rev. Lett65, 1293-1295, (1990).

S.F. Seward, P.R. Tapster, J.G. Walker, & J.G.tRdiDaylight demonstration
of low light level communication system using ctated photon pairs”,
Quantum Opt3 201-207, (1991).

C.H. Bennett, “Quantum cryptography using any twamarthogonal states”,
Phys. Rev. Lett68(21), 3121-3124, (1992).

41



[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

A. Muller, J. Breguet, and N. Gisin, “Experimen¢monstration of Quantum
Cryptography Using Polarized Photons in Opticalr&ibver More than 1 km”,
Europhys. Lett23, 383, (1993).

P.D. Townsend, J.G. Rarity and P.R. Tapster, “Eobdrsingle photon fringe
visibility in a 10km-long prototype quantum cryptaghy channel”, Electronics.
Letters,291291-1293, (1993).

P.D. Townsend, J.G. Rarity and P.R. Tapster, “®irgtoton interference in
10km long optical fibre interferometer”, Electrosicetters29 634-635, (1993).

P.D. Townsend, “Secure key distribution system @asen quantum
cryptography” Electronics Letter30,809-811, (1994).

J.D. Franson and H. llves, “Quantum cryptographyngisoptical fibers”,
Applied Optics 33, 14, 2949-2954, (1994).

J.D. Franson and B.C. Jacobs, “Operational systemuantum cryptography”,
Electronics Letter81, 232-234, (1995).

C.H. Bennett, G. Brassard, and J-M. Robert, “PgvAmplification by Public
Discussion”, SIAM J. Compufl.7, 2, 210-229, (1988).

C. Marand and P.D. Townsend, “Quantum key distrdoubver distances as
long as 30 km”, Opt. LetR0, 1695-1697, (1995).

A. Muller, H. Zbinden and N. Gisin, “Quantum crygtaphy over 23 km in
installed under-lake telecom fibre”, Europhys. L&8, 5, 335-339 (1996).

A. Muller, T. Herzog, B. Huttner, W. Tittel, H. Ztden, and N. Gisin, “Plug and
play” systems for quantum cryptography, Appl. Phystt., 70, 7, (1997).

L. Goldenburg & L. Vaidman, “Quantum cryptographgskd on orthogonal
states”, Phys. Rev. Left5, 7, 1239-1243, (1995).

P.G. Kwiat, K. Mattle, H. Weinfurter, and A. Zeifier, “New High-Intensity
Source of Polarization-Entangled Photon Pairs”, sSPhHyev Lett.75, 4337,
(1995).

42



[36]

[37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

J. Franson, and B. Jacobs, “Quantum cryptograplfre@space”, Optics Letters
21, 1854-1856, (1996).

W.T. Buttler, R.J. Hughes, P.G. Kwiat, G.G. Luthé&,L. Morgan, J.E.
Nordholt, C.G. Peterson, and C.M. Simmons, “Fre@acspquantum key
distribution”, Physical Review A7, 2379-2382, (1998).

H. Zbinden, J.D. Gautier, N. Gisin, B. Huttner, Muller, W. Tittel,
“Interferometry with Faraday mirrors for quantunymtography”, Electronics
Letters,33, (7), 586 — 588, (1997).

P.D. Townsend, “Simultaneous quantum cryptograday distribution and
conventional data transmission over installed fibstng wavelength-division
multiplexing”, Electronics Letters3, 3, 188-190, (1997).

P.D. Townsend, “Quantum cryptography on multi-usgtical fibre networks”,
Nature,385, 47, (1997).

J.S. Bell, “On the problem of hidden variables vagtum mechanics”, Reviews
of Modern Physics, 38 (3), pages 447-452, (1966).

G. Weihs, T. Jennewein, C. Simon, H. Weinfurted &n Zeilinger, “Violation
of Bell's Inequality under Strict Einstein LocaliGonditions”, Phys. Rev. Lett.
81, 5039-5043, (1998).

W.T. Buttler, R.J. Hughes, P.G. Kwiat, S.K. LamaneaG.G. Luther, G.L.
Morgan, J.E. Nordholt, C.G. Peterson and C.M. Simsn6Practical free-space
guantum key distribution over 1 km”, Phys. Rev.tLBJSA) 81 3283-6, (1998).

Esprit Project 28139 EQCSPOT, Single Photon Opftieathnologies Cordis
archive page: URLhttp://cordis.europa.eu/esprit/src/28139.1{g2001).

M. Bourennane, F. Gibson, A. Karlsson, A. HeningJ&hsson, T. Tsegaye, D.
Ljunggren, and E. Sundberg, “Experiments on longelength (1550 nm) "plug

and play" quantum cryptography systems”, OpticsrEsp4, Issue 10, 383-387.

(1999).

T. Jennewein, C. Simon, G. Weihs, H. Weinfurted &n Zeilinger, “Quantum
Cryptography with Entangled Photons”, Phys. Ret. 184, 4729-4732, (2000).

43



[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

W. Tittel, J. Brendel, H. Zbinden, and N. Gisin,ughtum Cryptography Using
Entangled Photons in Energy-Time Bell States”, PiBmsv. Lett.84, 4737,
(2000).

D.S. Naik, C.G. Peterson, A.G. White, AJ. Berglurahd P.G. Kwiat,
“Entangled State Quantum Cryptography: Eavesdrappon the Ekert
Protocol”, Phys. Rev. Let84, 4733-4736, (1999).

W.T. Buttler, R.J. Hughes, S.K. Lamoreaux, G.L. §ar, J.E. Nordholt and
C.G. Peterson, “Daylight quantum key distributioven 1.6 km”, Phys. Rev.
Lett. (USA)845652-5 (2000).

R.J. Hughes, G.L. Morgan and C.G. Peterson, “Qunarkiety distribution over a
48 km optical fibre network”, Journal of Modern @st 47, No. 23, 533 — 547,
(2000).

R.J. Hughes, W.T. Buttler, P.G. Kwiat, S.K. LamareaG.L. Morgan, J.E.
Nordholt, and C.G. Peterson, “Quantum Cryptografpioy Secure Satellite
Communications”, |IEEE Aerospace 2000 Conferencey Bky, Montana,
(2000).

P.M. Gorman, P.R. Tapster and J.G. Rarity, “Se&uee-space Key Exchange
Over a 1.2 km Range Using Quantum Cryptography'EOIEurope-IQEC, 10-
15 September 2000.

G. Ribordy, J. Brendel, J-D. Gautier, N. Gisin, &hdZbinden, “Long-distance
entanglement-based quantum key distribution”, RiaysReview A63, 012309,
(2000).

Corning, SMF-28e® optical fiber product information_P11344,
URL:http://www.corning.com/assets/0/433/573/583/M8%89-147D-4CBC-
B55F-18C817D5F800.pdf (2007).

Project IST-1999-100 33: QuComm, Long Distance &miotQuantum
Communication project homepage:
URL:http://www.imit.kth.se/QEO/qucomm/index.html.

J.G. Rarity, P.R. Tapster, and P.M. Gorman, “Frmee key exchange to 1.9
km and beyond”, J. Mod. Opt8, 1887-1901, (2001).

44



[57]

[58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

S. Tanzilli, H. De Riedmatten, H. Tittel, H. ZbindeP. Baldi, M. De Micheli,
D.B. Ostrowsky, N. Gisin, “Highly efficient photopair source using
periodically poled lithium niobate waveguide”, Biemics Letters,37, 28,
(2001).

D.S. Bethune and W.P. Risk, “Autocompensating quantryptography”, New
J. Phys4 42, (2002).

R.J Hughes, J.E Nordholt, D. Derkacs and C.G Rmter$ractical free-space
guantum key distribution over 10 km in daylight aatdnight”, New J. Phys}
43, (2002).

C. Kurtsiefer, P. Zarda, M. Halder, H. WeinfurterM. Gorman, P.R. Tapster,
and J.G. Rarity, “Quantum cryptography: A step talsa global key
distribution”, Nature419, 450, (2002).

D Stucki, N Gisin, O Guinnard, G Ribordy and H Zi&m, “Quantum key
distribution over 67 km with a plug & play systenNew Journal of Physicé
41.1-41.8, (2002).

First commercial company offering Quantum Cryptpima products, ID

Quantique URLhttp://www.idquantigue.com/home.htm

F. Grosshans and P. Grangier, “Continuous Varigeantum Cryptography
Using Coherent States”, Phys. Rev. L8&.057902, (2002).

M.C. Booth, M. Atatiire, G. Di Giuseppe, B.E.A. Salé\.V. Sergienko and
M.C. Teich, “Counterpropagating entangled photorsnf a waveguide with
periodic nonlinearity”, Physical Review A6, 023815, (2002).

J.G Rarity, P.R Tapster, P.M Gorman and P. Knithtound to satellite secure
key exchange using quantum cryptography”, New Jduoh Physics4 82.1—
82.21, (2002).

45



[66]

[67]

[68]

[69]

[70]

[71]

[72]

ESA QSPACE Final reports: M. Aspelmeyer, H. Béhm, Brukner, R.

Kaltenbaek, M. Lindenthal, J. Petschinka, T. JermeyR. Ursin, P. Walther, A.
Zeilinger, M. Pfennigbauer, W. Leeb, “Quantum Conmmgations in Space”,
ESTEC, 16358/02/NL/SFe, (2003). J.G. Rarity, P.Mrr@an, P.R. Tapster, B.
Lowans, P. Knight, C. Kurtsiefer and H. Weinfurter.‘Quantum

Communications in Space”, ESTEC 16441/02/NL/Sfe0®).

P. Toliver, R.J. Runser, T.E. Chapuran, J.L. JacReC. Banwell, M.S.
Goodman, R.J. Hughes, C.G. Peterson, D. DerkdsNardholt, L. Mercer, S.
McNown, A. Goldman, J. Blake, “Experimental invegstiion of quantum key
distribution through transparent optical switch neémts”, IEEE Photonics
Technology Lettersl5, 11, 1669-1671, (2003).

H. Kosaka, A. Tomita, Y. Nambu, T. Kimura, K. Nakara, “Single-photon
interference experiment over 100 km for quantunptrgraphy system using a
balanced gated-mode photon detector”, Electroniettets,39, No. 16, 1199-
1201, (2003).

T. Hasegawa, T. Nishioka, H. Ishizuka, J. Abe, Mat8dii, and S. Takeuchi,
“Experimental realization of quantum cryptosystenero87km”, Conference
Paper, Quantum Electronics and Laser Science Guorder (QELS)
Cryptography and Novel Sources of Entangled Phot@tsB), Baltimore,
Maryland, (2003).

A. Poppe, A. Fedrizzi, R. Ursin, H. Béhm, T. LérensO. Maurhardt, M. Peev,
M. Suda, C. Kurtsiefer, H. Weinfurter, T. Jennewand A. Zeilinger, “Practical
quantum key distribution with polarization entarthjghotons”, Optics Express,
12, Issue 16, 3865-3871, (2004).

C. Gobby, Z.L. Yuan, and A.J. Shields, “Quantum Hestribution over 122 km
of standard telecom fiber”, Applied Physics Lett@4s3762-3764, (2004).

T. Kimura, Y. Nambu, T. Hatanaka, A. Tomita, H. lk&a, K. Nakamura,
“Single-photon interference over 150-km transmissiasing silica-based
integrated-optic interferometers for quantum crgpaphy”, Jpn. J. Appl.
Phys.439,L1217 - L1219, (2004).

46



[73]

[74]

[75]

[76]

[77]

[78]

[79]

[80]

[81]

[82]

[83]

J. Bienfang, A.J. Gross, A. Mink, B.J. Hershman Nakassis, X. Tang, R. Lu,
D.H. Su, C.W. Clark, C.J. Williams, E.W. Hagley,dad. Wen, “Quantum key
distribution with 1.25 Gbps clock synchronizatio®@ptics Expresd2, 2011
2016, (2004).

K.J. Gordon, V. Fernandez, P.D. Townsend, and @dler., “A Short
Wavelength GigaHertz Clocked Fiber-Optic Quantumy K®istribution
System”, IEEE Journal of Quantum Electroni#3(7), 900-908, (2004).

SECOQC project website, URhttp://www.secoqc.net/index.html

C. Elliott, A. Colvin, D. Pearson, O. Pikalo, J.h&der, H. Yeh, “Current status
of the DARPA Quantum Network” (Invited paper), SPHtoceedings, VOL
5815, pages 138-149, (arxiv :quant-ph/0503058))%20

Y. Zhao, B. Qi, X. Ma, H-K. Lo, L. Qian, “Experim&l Quantum Key
Distribution with Decoy States”, Phys. Rev. L&, 070502, (2006).

W-Y. Hwang, “Quantum Key Distribution with High Les Toward Global
Secure Communication”, Phys. Rev. Léftt, 057901, (2003).

H-K. Lo, X. Ma, and K. Chen, “Decoy State QuantureykDistribution”, Phys.
Rev. Lett.94, 230504, (2005).

X. Ma, B. Qi, Y. Zhao, and H-K. Lo, “Practical Dec&tate for Quantum Key
Distribution”, Phys. Rev. A2, 012326, (2005).

X-B. Wang, “A decoy-state protocol for quantum dography with 4
intensities of coherent statesittp://arxiv.org/abs/quant-ph/0411Q42005).

X-B. Wang, “Beating the PNS attack in practical ijwan cryptography”, Phys.
Rev. Lett. 94, 230503, (2005).

Z.L. Yuan and A.J. Shields, “Continuous operatidramne-way quantum key
distribution system over installed telecom fibr&ptics Expresd 3, 660-665,
(2005).

a7



[84]

[85]

[86]

[87]

[88]

[89]

[90]

[91]

T.J. Xia, D.Z. Chen, G.A. Wellbrock, A. Zavriyev, &raig Beal, and K.M. Lee,
“In-Band Quantum Key Distribution (QKD) on Fiberdated by High-Speed
Classical Data Channels”, Optical Fiber CommunaratiConference and
Exposition (OFC), Anaheim, USA, (2006).

Link to specification for ITU Grid C-Band DWDM 1004z channel spacing.
URL:http://www.fiberdyne.com/products/itu-grid.html

K.J. Gordon, V. Fernandez, G.S. Buller, I. Recly. £ova and P.D. Townsend,
“Quantum key distribution system clocked at 2 GBptics Express”13 (8),
3015-3020, (2005).

K. Resch, M. Lindenthal, B. Blauensteiner, H. BolAnFedrizzi, C. Kurtsiefer,
A. Poppe, T. Schmitt-Manderbach, M. Taraba, R. tJrBi. Walther, H. Weier,
H. Weinfurter, and A. Zeilinger, “Distributing emtglement and single photons
through an intra-city, free-space quantum chann@pt. Exp. 13, 202-209
(2005).

C-Z. Peng, T. Yang, X-H. Bao, J. Zhang, X-M. JinYFFeng, B. Yang, J.
Yang, J. Yin, Q. Zhang, N. Li, B-L. Tian, and J-\Wan, “Experimental Free-
Space Distribution of Entangled Photon Pairs Owkni Towards Satellite-
Based Global Quantum Communication”, Phys. Rew. Bdt 150501, (2005).

X. Tang, L. Ma, A. Mink, A. Nakassis, H. Xu, B. Hdmman, J.C. Bienfang, D.
Su, R.F. Boisvert, C.W. Clark, and C.J. Williami&xperimental study of high
speed polarization-coding quantum key distributwith sifted-key rates over
Mbit/s”, Opt. Exp.,14, Issue 6, 2062-2070, (2006).

D.J. Rogers, J.C. Bienfang, A. Mink, B.J. HershmanNakassis, X. Tang, L.
Ma, D.H. Su, C.J. Williams, C.W. Clark, “Free-spapeantum cryptography in
the H-alpha Fraunhofer window”, Free-Space Lasem@anications VI.
Proceedings of the SPIE, Volume 6304, 630417, (RO06

P.A. Hiskett, D. Rosenberg, C.G. Peterson, R.JhdsgS. Nam, A.E. Lita, A.J.
Miller and J.E. Nordholt, “Long-distance quantumy keiistribution in optical
fibre”, New Journal of Physidg, 193, (2006).

48



[92]

[93]

[94]

[95]

[96]

[97]

[98]

[99]

[100]

K. Inoue, E. Waks and Y. Yamamoto, “Differentiale®l Shift Quantum Key
Distribution”, Phys. Rev. Let89, 037902, (2002).

H. Takesue, E. Diamanti, T. Honjo, C. Langrock, M.K&jer, K. Inoue and Y.
Yamamoto, “Differential phase shift quantum keytiilgition experiment over
105 km fibre”, New J. Phyg, 232, (2005).

E. Diamanti, H. Takesue, C. Langrock, M.M. Fejed & Yamamoto, “100 km
differential phase shift quantum key distributiotperiment with low jitter up-

conversion detectors”, Optics Expre$4, 26, (2006).

K.J. Gordon, V. Fernandez, R.J. Collins, I. Rech. £ova, P.D. Townsend and
G.S. Buller, “3.3 Gigahertz Clocked Quantum Key tbisition System”,
Presented at ECOC 05, Glasgow, UK, (2005).

V. Fernandez, R.J. Collins, K.J. Gordon, P.D. Taewus and G.S. Buller,
“Gigahertz Clocked Quantum Key Distribution in HassOptical Networks”,
IEEE LEOS Summer Topical 2006. Quantum Communioation Telecom
Networks, Quebec City, Canada, July 17-19 2006

M. Gabay and S. Arnon, “Quantum Key Distribution &#yree-Space MIMO
System”, Journal of Lightwave Technolo@y, 8, (2006).

K. Inoue, T. Honjo and H. Takesue, “Differentialgg® quantum key
distribution experiment using a series of quantumtamgled photon pairs”,
Optics Letters32, 9, (2007).

R. Ursin, F. Tiefenbacher, T. Schmitt-Manderbach,Wkier, T. Scheidl, M.
Lindenthal, B. Blauensteiner, T. Jennewein, J. iBees, P. Trojek, B. Omer, M.
Furst, M. Meyenburg, J. Rarity, Z. Sodnik, C. Barhi H. Weinfurter & A.
Zeilinger, “Entanglement-based quantum communicatieer 144 km”, Nature
Physics3, 481 — 486, (2007).

T. Schmitt-Manderbach, H. Weier, M. First, R. Urskh Tiefenbacher, T.
Scheidl, J. Perdigues, Z. Sodnik, C. KurtsiefeG JRarity, A. Zeilinger and H.
Weinfurter, “Experimental Demonstration of Free-8§p®ecoy-State Quantum
Key Distribution over 144 km”, Phys. Rev. L&38, 010504, (2007).

49



[101]

[102]

[103]

[104]

[105]

[106]

[107]

[108]

N. Namekata, G. Fuijii, S. Inoue, T. Honjo and Hkd8sue, “Differential phase
shift quantum key distribution using single-photaoletectors based on a
sinusoidally gated InGaAs/InP avalanche photodipdgiplied Physics Letters
91, 011112, (2007).

H. Takesue, S.W. Nam, Q. Zhang, R.H. Hadfield, ®njd, K. Tamaki, and Y.
Yamamoto, “Quantum key distribution over 40 dB aman loss using
superconducting single photon detectors”, Natur@dtticsl, 343, (2007).

J.F. Dynes, Z.L. Yuan, AW. Sharpe, and A.J. Skiet@ractical quantum key
distribution over 60 hours at an optical fiber diste of 20km using weak and
vacuum decoy pulses for enhanced security”, Otigeess;15, 13, 8465-8471,
(2007).

V. Fernandez, R.J. Collins, K.J. Gordon, P.D. Teewmts and G.S. Buller,
“Passive Optical Network Approach to GigaHertz-®ked Multi-user Quantum
Key Distribution”, IEEE Journal of Quantum Electios1 43, 2, (2007).

M. Fiorentino, S.M. Spillane, R.G. Beausoleil, T.Roberts, P. Battle, and
M.W. Munro, “Spontaneous parametric down-conversiomperiodically poled
KTP waveguides and bulk crystals”, Optics Expré&ss12 747911, (2007).

O. Kuzucu and F.N.C. Wong, “Narrowband Pulsed Rzation-Entangled
Photon Source for Free-Space Quantum Key DistobttiConference Paper,
Quantum Electronics and Laser Science ConferenceL$)) Baltimore,

Maryland, (May 6, 2007).

Q. Zhang, H. Takesue, C. Langrock, X. Xie, M.M.dfe)Y. Yamamoto, “Hong-
Ou-Mandel dip using photon pairs from a PPLN wavwegy Conference Paper,
Quantum Electronics and Laser Science ConferenceEL$) San Jose,
California, (May 4, 2008).

G. Fujii, N. Namekata, M. Motoya, S. Kurimura and MBoue, “Bright
narrowband source of photon pairs at optical tefenanication wavelengths
using a type-Il periodically poled Lithium Niobataveguide”, Optics Express,
15, 20, 12772 — 12776, (2007).

50



[109]

[110]

[111]

[112]

[113]

[114]

[115]

[116]

[117]

S. Odate, A. Yoshizawa and H. Tsuchida, “Polamsagntangled photon-pair
source at 1550nm using 1 mm-long PPLN waveguide filire-loop
configuration”, Electronics Lette&3 24, (2007).

A. Yoshizawa, R. Kaji and H. Tsuchida, “Two-photimerference at 1550 nm
Using Two Periodically Poled Lithium Niobate Wavetgs”, Jpn. J. Appl.
Phys.425652-5653, (2003).

P. Trojek, C. Schmid, M. Bourennane, H. Weinfu&eC€. Kurtsiefer, “Compact
source of polarization-entangled photon pairs”,i@pExpressl2, 2, (1994).

M. Fiorentino, C.E. Kuklewicz, and F.N.C. Wong, {Boe of polarization
entanglement in a single periodically poled KTiOP@4stal with overlapping
emission cones”, Optics Expred§, 1, 127-135, (2005).

P.G. Kwiat, K. Mattle, H. Weinfurter, and A. Zeifier, “New High-Intensity
Source of Polarization-Entangled Photon Pairs”, sPHyev Lett.75, 4337,
(1995).

A. Tanaka, M. Fujiwara, S.W. Nam, Y. Nambu, S. Tashi, W. Maeda, K.
Yoshino, S. Miki, B. Baek, Z. Wang, A. Tajima, Masaki, and A. Tomita,
“Ultra fast quantum key distribution over a 97knstaled telecom fibre with
wavelength division multiplexing clock synchronimet’, Optics Expressl6,
Issue 15, 11354-11360, (2008).

Z.L. Yuan, A.R. Dixon, J.F. Dynes, A\W. Sharpe, aad. Shields, “Gigahertz
guantum key distribution with InGaAs avalanche phkaides”, Appl. Phys.
Lett. 92, 201104, (2008).

T. Honjo, S.W. Nam, H. Takesue, Q. Zhang, H. Kamada Nishida, O.
Tadanaga, M. Asobe, B. Baek, R. Hadfield, S. Miki,Fujiwara, M. Sasaki, Z.
Wang, K. Inoue and Y. Yamamoto, “Entanglement-ba&BM92 QKD
experiment using superconducting single photonati@te’, Conference Paper:
Quantum Electronics and Laser Science ConferencEL$ San Jose,
California, (May 4, 2008).

M. Peloso, I. Gerhardt, C. Ho, A. Lamas-Linares &dKurtsiefer, “Daylight
operation of a free space entanglement-based quakey distribution system”,
New Journal of Physickl 045007, (2009).

51



[118]

[119]

[120]

[121]

[122]

[123]

[124]

[125]

[126]

C. Erven, C. Couteau, R. Laflamme, and G. Weihsitdkgled quantum key
distribution over two free-space optical links”, @ Express16, 21, 16840-
16853, (2008).

D. Elser, T. Bartley, B. Heim, Ch. Wittmann, D. 8yand G. Leuchs,
“Feasibility of free space quantum key distributimith coherent polarization
states”, New J. Phy41 045014, (2009).

SECOQC press release: Presentation of the SECO@UeMNein Vienna,
http://www.secoqc.net/downloads/pressrelease/SECGRESS%20RELEAS

E_english.pdf.

M. Sasaki, “Toward New Generation Quantum Cryptphgya - Japanese
strategy”, (Invited paper), IST-SECOQC conferen@é&nna, October 8-10,
2008.URL:http://www.secoqc.net/html/conference/schedhital.

B. Cabrera, R.M. Clarke, P. Colling, A.J. Miller, Bam, and R.W. Romani,
“Detection of single infrared, optical, and ultraldt photons using
superconducting transition edge sensors”, Appliegsies Letterg 3, 6, (1998).

A.P. VanDevender and P.G. Kwiat, “High Efficiencin@e Photon Detection
via Frequency Up-Conversion”, Journal of Modern i€pt51, Issue 9 & 10
1433 — 1445, (2004).

C. Langrock, E. Diamanti, R.V. Roussev, Y. Yamamaod M.M. Fejer,
“Highly efficient single-photon detection at comnication wavelengths by use
of upconversion in reverse-proton-exchanged pesalyi poled LiNbO3
waveguides”, Optics LetteZ), 13, (2005).

R.T. Thew, S. Tanzilli, L. Krainer, S.C. Zeller, Rochas, I. Rech, S. Cova, H.
Zbinden and N. Gisin, “Low jitter up-conversion eetors for telecom
wavelength GHz QKD”, New Journal of Phys&s32, (2006).

H. Kamada, M. Asobe, T. Honjo, H. Takesue, Y. Te@ku¥. Nishida, O.
Tadanaga, and H. Miyazawa, “Efficient and low-nossegle-photon detection
in 1550 nm communication band by frequency upcaiwarin periodically
poled LiNbQ waveguides”, Optics Letter83, 7, 639-641, (2008).

52



[127]

[128]

[129]

[130]

R.J. Hughes, W.T. Buttler, P.G. Kwiat, S.K. LamareaG.L. Morgan, J.E.
Nordholt, and C.G. Peterson, “Quantum Cryptografptoy Secure Satellite
Communications”, IEEE Aerospace 2000 Conferencg, $ty, Montana, (14-
25/3/2000).

J.G. Rarity, P.R. Tapster, P.M. Gorman and P. KniGround to satellite
secure key exchange using quantum cryptographyy Bleurnal of Physicd
82.1-82.21, (2002).

J.M. Perdigues Armengol, B. Furch, C.J. de Matos, Mnstera, L.

Cacciapuotia, M. Pfennigbauer, M. Aspelmeyer, Thndsvein, R. Ursin, T.
Schmitt-Manderbach, G. Baister, J. Rarity, W. Le@bBarbieri, H. Weinfurter,
and A. Zeilinger, “Quantum communications at ESAowhrds a space
experiment on the ISS”, Acta Astronautidd3, Issues 1-4, 165-178, (July-
August 2008).

M. Riguidel, “Quantum Crypt: Enhancement of AGT Guommications Security
using Quantum Cryptography”, European Organisafmmthe Safety of Air
Navigation (EUROCONTROL), ENST/EEC/QC.12.01.WP3.pages71-100,
(2005).

53



Chapter 3 — Some considerations for practical QKDystems

3.1 Introduction

The purpose of this chapter is to provide a thémaktoolkit with which to understand

some of the issues involved in building a reasonabture QKD system. Whilst this
thesis is mainly concerned with free-space QKD, ynaoncepts have application to all
types of QKD system and therefore are worthy ofsaderation.

Firstly it is necessary to understand the basithefsecurity of QKD. This requires a
basic understanding of quantum information codthg, quantum mechanical basis of
conjugate coding and some of the rules and pragdbeit allow the method to work in

practice.

Secondly, this chapter discusses some of the esmgnge problems and constraints
imposed by the above. These include, for instatmeegeneration of single photons (or
a reasonable facsimile thereof), the problems #@s®acwith the transmission of light
through a medium and the generation of random nwnbeastly, some of the

technologies available for the detection of sifiglet quanta are considered.

3.2 The physical basis for QKIF
Quantum key distribution (QKD) is now regarded as of a variety of applications of
quantum information processing (QIP). Like all bétprospective applications in the
field its operation is intimately connected withns® of the basic phenomena of QM,
specifically:

* The postulates of Quantum mechanics

e The principle of superposition

* The uncertainty principle

* No cloning theory

» Conjugate coding
The following section attempts to provide some tamty with these concepts and how
they relate to QKD.

% This part of the thesis relies heavily on refeemnfi] to [4]. In some cases, such as the
QM postulates, [2] is quoted verbatim because ha duthor’s opinion, Nielsen and
Chuang express the concept better (in a QIP coriteett anyone else.
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3.2.1 The postulates of quantum mechanics

Quantum mechanics is based on a set of postuldtiet wannot be derived analytically
but nonetheless provide an extremely accurate frame for describing quantum
processes.

3.2.1.1 Postulate 1. The state representation.

“Associated with any isolated physical system isomplex vector space with inner
product (a Hilbert space) known as the state spatiee system. The physical state of
the system is completely described by its statdoveevhich is a unit vector in the
system’s state space”.

Superposition and representation of Qubits

In classical information processing, the fundamleatat of information is the binary
digit or Bit. By analogy, QIP applications use ariity known as a qubit. Now, whilst
the classical bit can take on two values, 0 oh&,qubit can take on the value of 0 or 1
or a superposition of both values.

A way of physically representing the qubit givemttiit represents a range of possible
values between two base values might be to use &etwel quantum mechanical system
with two arbitrary orthogonal base states. Examplesvo such systems are shown

below in Figure 3.1.

O 11> \H\/\ﬂﬂ,m
VAVAVAVAY
SV

O s \II\ - \ S  =__|0>

a. b.

Figure 3.1. Possible representations of two leystamsa. shows an atom system with

A

an electron in the ground state representing thatesto), whilst the excited state
represents the statg). b. In this case photon polarisation is used to defie state

with vertical representing) and horizontal polarisation representing the stgte

These base states are written |@s or [1) (in the conventional bra-ket notation

developed by Dirac) and are called the computatioases.
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An arbitrary state of a qubit can then be represkbty a linear superposition of these
two basis states and written thus:

W =al0)+ A1) (3.1)

Wherela|” +|4° =1
This expression describes the most general statetofo level quantum mechanical
system witha and as complex probability amplitudes representinggtabability of
measuring the qubit in the respective state. Th& Q values are known as the

eigenvalues corresponding to eigenvectojs, and |1, of the operator (e.g.

polarisation) defining the measurement. When makingeasurement in a particular
basis, the measurement will always return one berobf the eigenvalues (or base
states). The arbitrary state, can also be expressed by plotting it in a 2-dsieral

complex space (known as a Hilbert space) as shaawhn Figure 3.2. Measurements
can be made on the state by projecting the veotoorfe-dimensional subspace) onto

the set of computational bases.

Figure 3.2. The most general expression of an eahjtqubit, ¢, written in terms of a
vector with two base stat¢g) and|1) and their associated probability amplitudes&

L. The complex state space used to display thisvectalled a 2-dimensional Hilbert

space and base states form a pairs of orthogonabve.

In the diagram above, using a standard measureln&sis one might expect a

measurement outcome 6fwith a probability of 4, whereas one would expect the

outcome to bel with a probability of jf%, since, when making a measurement, the
system must eventually registe@ ar al.
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Importantly, one does not know anything about tia¢esuntil it is measured, and even

then ones knowledge is restricted to a statislicalinood of a particular outcome.

The Bloch Sphere

The two-dimensional Hilbert space that is useddscdbe the vector space associated
with qubit states can be projected onto the suréd@sphere. This sphere, known as a
Bloch sphere, can be regarded as a geometricatseqmiation of the complete state
space of a single qubit and is extremely usefwisnalising qubit states and operations
on them. An example of the Bloch sphere with antranty pure qubit state is shown

below in Figure 3.3.

1

Figure 3.3. The Bloch sphere with an arbitrary gtian state,, as a point on its

surface. The Bloch sphere can represent quantutasstand operations on them in a
simple intuitive way. Antinodal points on the Blaghere are actually represented by
orthogonal vectors in the 2-dimensional Hilbert spavhilst different axes represent

mutually exclusive (or conjugate) bases of a patéicstate space.

A pure qubit state such as that written in EquaBdhand shown above in Figure 3.3

can be rewritten as:
W :eiy(COSg|0>+ei¢Sing|l>j (3.2)

with <6< ando<g¢<n
2 2

It should be made clear here that the facttr is a global phase which has no
observable effects.
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Therefore one can write:
W :cosg|0>+ei<"sing|1> (3.3)

Incidentally, the classical bi8 and1 would reside at the north and south pole of the
Bloch sphere respectively. In the polarisation dioyndne Bloch sphere is analogous to
the Poincare sphere with right and left circulalapeations at the poles and linear states
around the equator.

3.2.1.2 Postulate 2. Evolution of the state

“The evolution of a closed quantum system is describy a unitary transformation.

The state vectolyy) of a system at tima ts related to its state vectfgy') at time § by

a unitary operator U which depends only on the sithand %,

@'y =Uly) (3.4)
Unitary transformations are linear transformatioviich operate on a complex space
preserving lengths of vectors and angles betweam tAny unitary transformation may
act upon the state space of a single qubit.”
This postulate allows the modelling of the evolatiof a state under the influence of
linear operators. For a single state system, tbhpseators are generally 2x2 Hermitian
(or self-adjoint) matrices having real eigenvaluasd orthogonal eigenvectors.
Furthermore the action of these operators is réers
3.2.1.3 Postulate 3. Measurement
“Quantum measurements are described by a collef¥g of measurement operators.
These are operators acting on the state space @ytem being measured. The index

m refers to the measurement outcomes that may active experiment.

If the state of the system before the measurenwy J the probability that result m

occurs is given by:

— T
P = (MM o42) @9
and the state of the system after the measurement i
L (3.6)
(¢MIM )
The measurement operators satisfy the completenesgion
D MM, =1 (3.7)
m

i.e. The sum of probabilities of all outcomes muestl.”
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This postulate implies that the measurement outsom@ always and only be
eigenvalues of the operator used to make the measumt. Furthermore, once measured
the system will assume the state that was measardidat another measurement made
immediatelyafterward will yield the same result. The staté thien continue to evolve
from the measured value. In this way the act of sueament can be said to have
perturbed the system. Incidentally, this postuldscribes what is sometimes called
“the collapse of the wavefunction”, a notion whiststill very much subject of debate.
The Uncertainty principle

An important part of the measurement process in QMin understanding of the
uncertainty principle. Uncertainty is a fundamenpalt of the formulation of QM.
Specifically, the Heisenberg uncertainty princif@§ [6] (or perhaps, more accurately,
the uncertainty relation) states that there aré¢aiempairs of physical properties for
which values cannot be known to arbitrary accufacyoth at the same time.
Furthermore, this measurement inaccuracy is notréselt of the quality of the
measurement instrumentation or even the resultedfugbation by the measurement
itself but a fundamental feature of the propeniesnselves.

The particular pairs of properties are known anamally conjugate variables or non-
commuting variables and are mathematically relébedne another in such a way that
knowledge of one limits the knowledge gained ahitt other. An example of this
would be the light output from a laser. A c.w. laemits at a particular wavelength and
the longer it emits, the better one can definewhegelength. Conversely, if the laser
were to emit a femto-second pulse there is a lionihe accuracy that one can define the
wavelength. Common examples of conjugate varialhetude the position and
momentum of a moving particle or the polarisatidnaophoton measured in non-
orthogonal bases.

Conjugate coding

In his original paper [7] Wiesner points out thhere are certain pairs of physical
properties, simultaneous knowledge of which is isgilole, that knowledge of one
randomises knowledge of the other. Wiesner thers goe to extend this idea to
conjugate basis sets in a Hilbert space.

The important point is that a state vector whichaidinear superposition of two
orthogonal base states in one Hilbert space cabeomeasured unambiguously in
another incompatible set of base states. In a WAagsner’s insight restates part of the

uncertainty principle and can be used for codin@KD applications.
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The No cloning theorem

The ability to clone an arbitrary quantum statehwib previous knowledge of that state
would allow several things to happen. For instarstesh a capability would allow
violation of the uncertainty principle in that abhserver could make several versions of
the state to be measured and then measure difi@spatts of the state simultaneously.
In a QKD context this ability would render a QKDstgm insecure simply because an
eavesdropper would be able to construct a machimeceive, clone and retransmit all
of the signal states transmitted by Alice to Bat.al somewhat more exotic fashion,
quantum cloning would allow the possibility of sdpeninal communication [8].
Conveniently (for QKD), it turns out that such avide is impossible to construct. In
their 1982 paper [9] Wooters and Zurek showed shiah a machine is impossible, at
least, for arbitrary states. The proof, after f§ge 532, proceeds as follows:

Suppose one wanted to create a copy of an unknoamtgm state, one might invent a

machine with two slots, slot A into which the unko state,|¢), to be copied is
inserted, and slot B into which a blank stdt®, is inserted. The initial state of the

quantum copying machine is then:

\w)Ols) (3.8)
A unitary evolution now makes the copying procediueh that:
V() Dl9) =) Dlw) 3.9
Now suppose one repeats the copying procedureaherstatep then one obtains:
U () Dl$) =/¢) 0lw) (3.10)
U(#)013) =[9)0|) 311)
Taking the inner product of the two equations gives
(wig)=(w|s)’ (3.12)

However, x = x* has two solutions, x = 0 or x = 1, therefore eitiye =|¢) or |)and

|¢)are orthogonal. Therefore a quantum cloning machare only clone orthogonal

states and the cloning of non-orthogonal statesimpossible. An interesting

commentary on the no-cloning theory is given in][10

3.2.2 Application to QKD
The above applies to QKD in several ways. Firstlg/lows Alice to prepare a string of

guantum states using photon polarisation in twe®as two values.

60



A rectilinear basis consisting of horizontal andtieally polarised states and a diagonal
basis consisting of -45/+45 degree polarisatiotestalThese two bases are conjugate
and therefore if an incorrect basis is chosen inclwiio measure the states, no
information will be recovered from the measurem&unversely, use of the correct
basis for a measurement will yield the correct galsubject only to errors introduced
by flaws in the optics, detectors and the transomsshannel.

Secondly, if an eavesdropper is present and attetopsteal some of the states and
make a measurement, not only will the results pl®vno information, but the
eavesdropper will introduce errors into the trarssmin which can be detected by Alice
and Bob. Furthermore, any attempt to clone theeststates will also result in increased
errors and likely detection.

3.2.2.1 Measurements

In a polarisation encoded QKD system, measurematsnade by optical detectors
using a polarisation analyser set in an appropoatntation. A typical measurement
arrangement is shown below.

In examplea. a photon polarised at 2%in the diagonal basis) is incident on the
polarising beamsplitter. Because the beamsplit@riented to analyse photons in the
rectilinear basis one cannot predict from whicht mdrthe beamsplitter the photon will
emerge, only that it will emerge from one of thdmfact, over many trials the photon
will emerge from each port 50% of the time, andstihewveal no information about its
original state. However, once it emerges it staysits “chosen” value with no

recollection of its previous state.

a. PBS 0 b. PBS 0

_ \I\ AN -

-45/+45 0/+90

Figure 3.4. A typical Bob detector element showing detectors with a polarisation

analyser.

In b. the photon is polarised in the rectilinear basml @&ncounters a polarising
beamsplitter oriented in the same basis. The résu# is that the horizontal photon is
reflected into the horizontal detector and theigaltphoton impinges on the vertical
detector making a correct measurement 100% ofithe (subject to errors in optics

etc.).
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3.3 The BB84 key exchange protocol

3.3.1 Introduction

Originally proposed by Charles Bennett and GillesasBard in 1983 [11] with
subsequent modifications in 1984, the BB84 proteeas the first protocol designed to
facilitate QKD [12] and uses conjugate variableshsas those discussed above in
section 3.2.1.3.

Since 1984 numerous other protocols have been gedpand implemented but BB84
and its variations remain the most popular key arge protocol, certainly in free-
space QKD. This protocol is also used exclusivelyQKD systems described in this

thesis. The basic arrangement for key exchand®issin Figure 3.5 below.

Transmission path

Alice Bob
(Transmitter) (/ Cleestea] hamial (Receiver)

Figure 3.5. The basic arrangement for QKD betweem parties. The transmission path
may be free-space, fibre, or even vacuum. The goamhannel is usually one way
whilst the classical channel is requires two-wayrkirtg but is public (meaning open

and unencrypted). The classical channel can alsadmsl later for encrypted message

transmission.

The protocol makes use of polarised photons (athdBB84 can be implemented in
many other ways) to exploit the peculiarities irmgium mechanical measurement to
produce secure keys at two locations. The quantechanical properties exploited are
elements of the Heisenberg uncertainty principk® thie quantum no-cloning theorem.
These effects imbue BB84 with certain properties:-
* Measurement of a quantum state in an incorrect wal yield no
information on the state being measured.
e Once a state has been measured it will “flip” te theasured state and
continue to evolve from that state
* One cannot arbitrarily clone quantum states.
Together these properties enable the key exchamgake place and minimise the
amount of information leaked to an eavesdropperthEtmore, analysis of the quantum
bit error rate (QBER) allows the users to deteat thossible presence of an
eavesdropper on the quantum channel. The QBERQ@KR system is essentially the

ratio of erroneous counts to the total number oéire=d counts:
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N
QBER=- et (3.13)

error correct

The errors in a free-space QKD system typicallygearirom two sources. The first
source is a base error rate resulting from impédes in the optics of the system. The
second source is detector noise which, again,wasomponents, detector dark count
and background radiation. The QBER of a free-sjigié® system can thus be defined
as [13]:
2Bt
ATL

Where: Kk is the error rate contribution from theéicgd system

QBER=k +

(3.14)

B is the background count rate per second

t is the width of the detector timing gate

s the average photon number

T is the transmission of the channel

Lyis the geometric loss (due to diffraction and bepneading)

And 77is the detector efficiency.

3.3.2 Protocol operations
The essential steps of the BB84 protocol proceddl@svs:-
1. Alice generates a string of random bits and tis&s to choose one of four possible

polarisation states which are divided into two safgnon-orthogonal bases as shown

below
Diagonal basis Rectilinear basis
1
A
= >0

Figure 3.6. BB84 state preparation. Alice randormahpooses one of four polarisation
states, +48 and-45, forming the diagonal basis or vertical and horital, forming the

rectilinear basis.
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2. Alice is careful to keep a complete list of #mission time, photon state and basis
which she prepares. The photons are then senstiing across the quantum channel to
Bob as shown in Figure 3.7.

Transmission path

‘ (0600666600000 es00006 0
Alice Bob

»

(Transmitter) - (Receiver)

Send list

Figure 3.7. Alice creates a string of polarised frs selected at random from a set of

four and sends them to Bob over the quantum channel

3. At the other end of the quantum channel, Boleives a subset of the Alice
transmission. There are missing photons due t@$ossthe channel but Bob faithfully
records the time of arrival of all photons he rgesiand then proceeds to analyse each
photon using a random choice of base.

This means that 50% of the time Bob measures imtibag basis and hence Bob only

records meaningful measurements for half of hisatet! photons.

Transmission path
Alice ( Bob
(Transmitter) (Receiver)
Send list Receive list

Figure 3.8. With the quantum transmission complatiee and Bob now have a list of
photon polarisation states. However, due to lossed noise, the list at Bob is an

inaccurate subset of that at Alice.

4. The situation now is that Alice and Bob eachehavist of photon states but the list at
Alice is complete whilst the list at Bob is a subsithat at Alice but with errors due to

noise, channel losses and possibly even eavesdroglueed errors.

5. The protocol then continues on the public ctadsthannel. Bob sends Alice a list of
the times of his successful detections and theslasvhich the detection was made (but

crucially, not the actual detection value).
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Transmission path
Alice ( [ Bob
(Transmitter) ( > (Receiver)
Send list Receive list

Figure 3.9. Bob now sends Alice the list of arritiales of the photons and the basis in
which he measured each incoming photon. Note teatddes not send the actual

measured bit value.

6. Alice can then subtract the time of flight oetphhotons over the quantum channel
and extract the values in her list for which Bols haade the correct basis choice. Alice
also informs Bob of which photons he measured irdantical base to that in which the
photon was sent. Both parties then discard partgheflist which were either not
received or that were incorrectly measured.

7. Alice and Bob now possess nearly identical .liEtsors will arise inevitably due to
sources of noise such as the transmission medimmperfections in the physical

apparatus etc.

Transmission path
Alice ( [ Bob
(Transmitter) C/ < — (Receiver)
Receive list Receive list

Figure 3.10. Alice extracts the values from herdsést which Bob has told her he
received. She then discards all the entries forctviBob made an incorrect choice of
bases. She then informs Bob of his correct basigcehmeasurements. This results in

two nearly identical lists at Alice and Bob.

Furthermore, due to the random selection of outg@iolarisation basis, and since the
eavesdropper cannot know in what basis Bob willsueathe qubits; any measurement
of the photon state will induce errors later on whBob performs a random

measurement of the arriving states. Alice and Baetfore compare periodically, small
portions of key material (which is then discardddj,errors. An elevated error rate at
this juncture may indicate an unsound (too noi\gnmel or a possible eavesdropper.
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Either way the quantum bit error rate (QBER) cavegan idea of the most sensible

strategy; give up, discard the key and try agaiontinue and reconcile the key.

Transmission path
Alice Bob
(Transmitter) ( < = (Receiver)
Raw key Raw key

Figure 3.11. After checking the QBER Alice and Bokh have nearly identical raw
keys.

It should be noted of course that Alice and Bobusithdvave already agreed a secret
word with which to authenticate each others idgnbefore commencing the key
exchange. For further key exchange sessions, d parabn of the last distilled key can

be kept as authentication tokens.

3.3.3 Error correction

In the previous section Alice and Bob were lefthwivo nearly identical key strings and

having checked for errors in the keys. Low err@esébeing indicative of nothing more

serious than errors due to noise and physical ifeggons in the apparatus.

However, even these small errors can have serimusequences in the encryption and
subsequent erroneous decryption of information. BRar example of inaccurate

decryption see Figure 3.12 below.
a. Ongmal b. Encrypted

s

m ; mfmﬁ@m S5

Figure 3.12. This figure shows inaccurate decryptd a banknote using key generated
by a free-space QKD system in 2000 [13].
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With reference to the figure abowe,shows a bitmap image of the original banknbte.
shows the banknote encrypted with the exchanged &eyshows the imperfect
decryption using the uncorrected key, whilsshows the encrypted banknote decrypted
with the error corrected key. The difference betweeandd. is obvious to the eye but
there is clearly much information missing fran Clearly there is a requirement for
error correcting the keys resulting from even tresthigh fidelity key exchanges. This
process, usually performed as part of the key exgphaprocess is called error
correction.
The information theory of Shannon gives the thecaktminimum amount of public
information exchange required to error correct aegi message. This quantity of
information is described by the Binary entropy fume, which can be written thus [14]:
fer =—qlog,(q) - @A-q)log, 1-q) (3.15)
Whereq is the measured quantum bit error rate of thedikey.
Shannon, however, does not go on to discuss hownught accomplish the task.
However, Brassard and Salvail [15] discuss sewaral correction codes in their work
before settling on a protocol entitled “Cascade”aasefficient method of correcting
errors.
Briefly, the Cascade scheme is an iterative proodsseby Alice and Bob divide the
sifted key into blocks. The parity of each blocktien compared across a public
channel with those of even parity being accepteeras-free whilst those of odd parity
are subjected to further subdivision and comparisatil the error is found and
corrected. Any errors that occurred in the evertypatocks are detected and corrected
by repeating the process several times with diffebdock sizes and permutations. The
process continues until Alice and Bob are surettieit sifted keys are identical.
Whilst Brassard and Salvail do not provide a dethilanalysis of performance,

Tancevski et al [16] provide an estimation of the a#fitcy of the Cascade algorithm:

7
fec =504 log, q (3.16)

Whereq is, again, the measured bit error rate of thell@gidtkey.

By way of comparison, equations 3.15 and 3.16 &tenl below in Figure 3.13 with
respect to measured bit error rates.

It is clear that whilst the Cascade algorithm by means approaches the optimum
efficiency, it is nonetheless efficient at corragtikey strings with error rates of less
than 5%.
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It should be pointed out that while Cascade isfits¢ and probably the most popular
error correction algorithm used in QKD to date,réhare several others (for instance
low density parity check codes and the Winnow prot$l7]).

Tancevski et al
----- Shannon limit

Error correction efficiency (%)

.
.
.
.
L . ]
.
.
.
L . _
.
0.2 *

0 1 1 1 1 1 1 1 1 1 1 el =R
0 10 20 30 40 50
Measured QBER (%)

Figure 3.13. Comparison of Taevski et al's estimate of the Cascade algorithnorerr
correction efficiency with the theoretical maximgmmen by Shannon’s noisy coding

theorem. The estimation gives good agreement fal sadues of QBER (<5%).

Much work has been devoted to assessing the relafficiency of these methods. One
thing emerging from this research is that eachgmathas its strong and weak points,
for instance whilst one protocol may be efficientearor correction, it may require a
large classical bandwidth to achieve its efficientlye converse may be true of another
protocol. It is therefore important to select thieoe correction protocol used with care
and reference to available classical bandwidthdipted error rate and possible
eavesdropping strategies.

3.3.4 Privacy amplification

Privacy amplification is the term given to the pss of distilling a highly secret key
from a partially compromised bit string and is aueed further step in the key
reconciliation process. This is due to informatieakage which occurs as a result of the

key exchange and error correction processes.
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The amount of information in the possession of amesdropper (nicknamed Eve)
depends upon factors such as the eavesdroppiriggstrased, the achieved error rate
and the error correction scheme used by Alice aplol Bn example of the “balance of

information” in a QKD reconciliation is shown belowFigure 3.14.

Information quantity
[ cc [ ]
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Figure 3.14 The balance of information in a quantkey exchange as it undergoes key

reconciliation. Error correction (EC) corrects em® but leaks information. After
privacy amplification (PA) Alice and Bob possessniital secret keys and Eve’s
information has been reduced to virtually zero (@&m after [18]).

Having concluded a successful key exchange, AliceBob share an unsifted key,y.
Eve, due to eavesdropping posses&esnformation aboutn.,,. After key sifting to
remove incorrectly measured bases, a shared, &#tgdemainsnsi:. Eve’s information
iIs nowk. Alice and Bob choose an error correcting stramgy proceed to correct their
key using public discussion. Eve is able to gairrarinformation from the discussion
and now possesses informatik#fl. Alice and Bob use a procedure called universal
hashing which can be used to reduce Eves informaby reducing their mutual
information by a reasonable estimate of the leakémrmationk+l plus an additional
security factors.

Alice and Bob now possess identical keyssii-k-I-s whilst Eve possesses information
| <2%In2[19].
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3.4 Security of QKD

QKD is often stated to be “unconditionally secueaid from a theoretical standpoint
this statement can be shown to be true inasmudQkd3 security is reliant on the
validity of physical laws rather than mathematicainplexity.

However, given that one is obliged to operate i rimal world, compromises must be
made from an engineering point of view in ordettold working QKD systems. (A
good example of this is the use of weak coherefgegufor QKD sources instead of
pure single photon sources as described laterctinse3.4.2). This gap between theory
and practice inevitably creates opportunities fopatential eavesdropper to gain
information about the system.

Over the years there has been intense effort denytestalwart researchers (such as Lo,
Preskill, Mayers, Lutkenhaus, Inamori and others)developing security proofs for
QKD. The field has witnessed significant progress the ingenious but limited proofs
of the early years [20] to more complete treatmertith include imperfect sources and
detectors [21].

More recently, the idea of “Quantum hacking” hasdme somewhat more respectable
in the community [22] with a combination of acceqmta by system builders that
attempts to break the security of their systemspranide a degree of awareness of the
vulnerabilities of practical implementations andnare responsible attitude from the
hackers. This competition between system buildedsheckers mimics the wider, age-

old conflict between codemakers and codebreakers.

3.4.1 The eavesdropping model

The usual model for security proofs is to limit tbephistication of the QKD system
under investigation to current technology whildvwing the eavesdropper, Eve, access
to any (including future) technology, subject otythe laws of physics (For example
Eve cannot create clones of unknown quantum stdte#f)is way a security proof can
be made valid for any attacks designed in the éutlive is also allowed to have
accomplices to help subvert the system under atfslide and Bob are usually assumed
to be honest and operate their equipment in sdooations. Another assumption that is
usually made is that all errors arising from nars¢éhe system are due to Eve and not to
physical imperfections in the apparatuses of Adind Bob.

There are several ways in which a potential eawggdr might attempt to gain an

advantage by exploiting the implementation of a Q#¢Stem or protocol.
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These methods can be divided broadly into two ekss

Attempts where Eve passively steals photons orreibe manipulates the
characteristics of the quantum channel. For ingtanc
o Man in the middle (or intercept/resend)
= Time-shift attack [23]
» Phase remapping attack [24]
o Beamsplitting
o Photon number splitting
Attempts at eavesdropping where Eve actively mdaips the system or
otherwise makes a side channel attack:
o Breakdown flash of detectors [25]
Large pulse attack [26]
Dazzle or blinding attack [27], [28]

Spectral or spatial eavesdropping

o O O o

EMC or acoustic eavesdropping

Counter measures are available which efficientlgl ddth those attacks listed above.

For instance the photon number splitting attack loardealt with by using a modified

protocol such as the Decoy state protocol propbyeadwang (discussed later). For the

engineering-based attacks such as EMC eavesdrgpihiegcountermeasure is good

system design with appropriate screening againgséons. This should also serve to

protect against so-called “phreaking” attacks wheve attempts to subvert Alice or

Bob by influencing the apparatus itself.

3.4.2 Practical single photon sources.

Ideally the preferred source for QKD would be agnphoton gun, i.e. a source of

photons which would provide one, and only one photm demand, for every trigger

pulse. However, whilst the area of single photourses is receiving great interest (see

[29] & [30] for a couple of good reviews of the gedt), there is not, as yet, a

conveniently available, reliable, single-photon rseu for quantum information

applications. In spite of this drawback, for preatipurposes, it is possible to mimic a

single photon source by using “classical” sourcehsas a pulsed laser and strongly

attenuating its output such that the average ouytputer is consistent with that of a

single photon.
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This simple type of source is known as a weak aaitepulsed (WCP) source of
photons and since its use by Bennett and coworkélee first QKD system [31], it has
become the source of choice for most non entangiebesed QKD experiments.
Now, whilst WCP sources are very useful in prattegtems, they suffer from an
important drawback. The pulses emitted by WCP ssusxhibit Poissonian statistics.
That is, the number of photons in each pulse canddéscribed by a Poissonian
distribution such as that shown below in equatidiY 3and plotted in Figure 3.15.
P,(N)=e#u"Inl (3.17)
This means that whilst the average power of therlasy be at the single photon level,
the energy in any individual pulse may be conststeith that of two, or even more
photons thus rendering a system vulnerable to eaBed photon number splitting
attack (PNS attack).
The distribution of energy in a pulse for severatpot energy settings is shown in
Figure 3.15. below. As can be seen from the plot, & mean photon number
(commonly denoted by the symbql) of 0.1, 90% of the pulses will be empty
(otherwise known as vacuum pulses), whilst only8.8f the pulses will contain a
photon. However, there is also a finite probabitiftymultiple photon pulses (0.5% and

0.1% for 2 and 3 photons respectively).
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Figure 3.15. Poissonian distributions for severalues of output pulse intensity. One

sees, for instance, that for a WCP source with @erage photon numbey, of 0.1
photons per pulse, there is a significant probapithat much of the time pulses with 1,
2 and even three photons are emitted resultingeimogs consequences for system

security.
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By choosing a low average photon number one cait five possible number of pulses
containing multiple photons and thus attempt to igate potentially serious
consequences from a security point of view. Howeasrshown above, this choice also
limits our bit rate (by an order of magnitude i ttase of setting at 0.1 photons per
pulse) since the vacuum part of the pulse doesmwmiribute (as such, see [32] for an

interesting comment on vacuum states) to the keglrate.

3.4.3 Why 0.1 photons per pulse?

Glancing through much of the literature on pradt@ED experiments it would be easy
to imagine that an average photon number of 0.Xgpisoper pulse ige rigueurin a
practical QKD system.

Indeed, the first system built by Bennett and @glees employed a green LED emitting
with a i of approximately 0.1 [31]. From then until 2000 rig@&very WCP system (for
example, Muller et al [33], Townsend et al [34] &rdnson & Jacobs [35] to name but
a few) employed the same value with little or nogfr(although using very reasonable
justifications as to the potency of potential eavepping technology).

The many security proofs (see, for instance [35]] B [38]) that appeared during these
early years appeared either to be unaware of thiglggn or assumed the use of perfect
sources (Notwithstanding the technical difficultiasdormulating a valid security proof
under these circumstances).

The situation was to change in 2000 with the pualtlbn by Litkenhaus of a security
proof introducing the idea of a system gain pesbiit value [39]. This concept allowed
a rigorous proof of QKD with the not altogether pgmutcome that WCP sources may
not in fact be very practical for QKD. This proofsvfurther extended over the next
couple of years [40] and resulting in a proof [4f]the so-called extended photon
number splitting attack and concluding that WCPreresafe for use in real world QKD
systems. That is, that weak coherent pulses beocmmsafe when the application
involves long transmission lines, a noisy environmer inefficient detectors. Of
course, other opinions differed on the subject, s@moncluding that for a real world
fibre system, for instance,aof 1.1 was sufficient for a realistic system [4R]should
be noted here that there is a big difference beatveerealistic implementation of QKD
with current technologies and an unconditional prafothe security of QKD wherein

the potential eavesdroppers can access futuredbdies.
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Much of the discussion was rendered moot, howere2003 with the publication by
Hwang [43] of a proposal for a modification to tBB84 protocol in the form of the use
of decoy state pulses. In short, the QKD transmitteuld deliberately introduce
multiple photon (or vacuum) pulses into the BB8dnsmission phase, effectively
intensity modulating the quantum channel. Any ii@emnce by an eavesdropper will
become apparent later when Alice and Bob perforenrdtonciliation phase of their
protocol. The changes necessary for decoy statetige were cheap and simple to
implement (a modification to the Alice hardware asmime software tweaks) and
allowed systems to operate at higher valuesuothus increasing bit rates and/or
transmission distances. The first demonstrationde€oy state was made shortly
thereafter by Lo et al using a commercial systenmufectured by idQuantique [44].
The results showed that Decoy state was able t@owepover the limits shown by
Gottesman and colleagues in their comprehensiviysaasaf BB84 the previous year
[21] (shown below in Figure 3.16.).
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Figure 3.16. Comparison of performance of BB84 Himitthe bounds proved by
Gottesman, Lo, Lutkenhaus and Preskill [21]) and®estate as implemented by Lo et
al in [44]. This figure is modelled using the GobMuan and Shields data used by Lo,
Ma and Chen in their 2005 analysis [45].
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Also worth a mention here is the so-called SARGB&3tocol proposed by Scarani et al
[46]. By introducing a variation in the classicarpof the BB84 protocol it was shown
that improved security could result in certain sase

Although subsequent security analysis by Fung gt @dlshowed that broadly speaking
BB84 with decoy states generally outperforms SARG84

So one can see that 0.1 photons per bit was a rathiérary, but reasonable, choice for
W, although modern designs of WCP QKD systems tereftploy improved protocols
which extend security proofs to more realistic sesras well as allowing larger values

of average photon number in the transmission psoces
3.5 The transmission channel

3.5.1 Introduction

In considering the transmission medium, genergtigaking, QKD systems can be
divided into two categories, those that use fremcepmnd those that use optical fibre.
Whilst several QKD system implementations have ldeed in both, one media or the
other is often intrinsically suited to a particuystem implementation. For instance,
free-space transmission paths lend themselves layigation based systems because
free-space is less traumatic to the polarisatiatesdf a single photon than standard
optical fibre. For the purposes of this thesisftllewing is defined:

Optical fibre Any optical waveguide technique for guiding lighter long distances
(>10m say). For example telecommunications fibrelagsation-maintaining fibre,
plastic optical fibre, etc.

Free-space Any unobstructed line-of-sight optical path betwea transmitter and
receiver [48] [49]. For example atmospheric trarssioin and transmission through
space but not normally through liquids.

This thesis is primarily concerned with free spae@smission but some of the issues
associated with fibre transmission will be reviewed

During the early years of QKD development it wasuight that, whilst suitable for
proof of principle experiments, free-space QKD wasy limited in its application and
that for long haul QKD links, optical fibre was theedium of choice for QKD systems.
However, QKD to satellites is mentioned briefly Bganson and Jacobs [50] in their
(short range but technically advanced) experimanif996 and at least two groups,
namely the Hughes team at Los Alamos national lalike U.S. [51] and the Rarity
team at DERA (now QinetiQ) in Malvern U.K. [52] veeactively researching satellite-
based system feasibility by 2000.
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The reason for using satellite technology is theg oan distribute secure key material
globally using QKD (maybe not the only way? see] [la8 some original ideas on the
subject). Table 3.1 below summarises transmissiedium versus QKD application.

Application Optical fibres Free-space
Portable No Yes

Point to point Yes Yes
Intra-city Yes Yes
Inter-city Yes No
Networks Yes Limited
Last mile Yes Yes

Global reach No Yes

Table 3.1Summary of Transmission medium and general appicaype.

It is important to consider all parts of the tramssion system when making choices
about the transmission channel. For instance, hgpkt Figure 3.17 below, one might
be tempted to operate a QKD system at 1550nm bedhastechnology is mature and
there are plenty of commercial off-the-shelf (COT®mponents to make life easy.
However, since QKD operates in the single photginme one has to consider detection
of single photons, and practically speaking, & thavelength the choice is limited and,
moreover, the available choices are severely obsttin efficiency.

3.5.2 Optical fibre transmission media
Optical fibres span the continents and form thekbane of a global communications
network. Communications networks with bandwidthsse¥eral TeraHertz are already
deployed whilst optical Solitons have been shownptopagate for thousands of
kilometres in suitable fibres [54]. It is fair taays then, that optical fibre based
communication systems are a mature technology. iflaikes the area attractive from
the point of view of QKD since there is an exteesamount of infrastructure already in
place if one could only make compatible QKD systefitsdo this one needs to make a
QKD system robust in terms of noise, loss andhendase of networked fibre systems,
security.
3.5.2.1 Loss mechanisms in optical fibres
It is clear (no pun intended) that glass fibres argery good transmitter of light.
However, there is more to optical fibre transmisditan just attenuation.
To make a system work reliably over long distanmes has to cope with several fibre
properties, including:-

» Attenuation/scattering

* Absorption (material/impurity)
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» Dispersion (waveguide/material)

e polarisation related effects

» Birefringence effects

» Other (Mechanical/Thermal/Bending)
This is not exhaustive but extensive nonetheledsa#irof these properties can degrade
signal integrity. Luckily for the designer, not aif these properties have a significant
effect on all systems, for instance, many of theffects are negligible for short haul

systems, furthermore, some of these propertie®ftan cancel each other out.
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Figure 3.17. A transmission spectrum of a typigatical fibre showing several of the
attenuation mechanisms which contribute to theefilmsses. Also shown are the three
so-called telecoms windows at 800-900, 1260-131@ d%00-1600nm where

absorption is at a (local) minimum.

3.5.2.2 Attenuation

Perhaps the simplest to quantify and the propédray places a fundamental limit on
transmission distance is signal attenuation infittre. Attenuation of an optical fibre is
measured in terms of a loss per unit length offiénd can be best described with the

aid of a transmission spectrum like that shownigufe 3.17.
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The transmission curve can be described as theo$tine contributions from all of the
effects shown. Additional losses not shown in tregchm may also include coupling
losses from fibre joins and bending losses duedaufacturing errors and kinks in the
optical cable.

3.5.2.3 Dispersion effects

Several types of dispersion may occur in opticEc@mmunications fibre. Types of
dispersion encountered may include: Chromatic dsspe (the dependency of the
material refractive index to vary with wavelengtN)pdal dispersion (the tendency of
different axial modes to travel at different vetaes) and Waveguide dispersion (the
dependency of the velocity on waveguide geometd, rafractive index profile). The
effect of all of them is to broaden or “smear” ayitical pulses in time and thus,
ultimately, this leads to a limit on the bandwidtia fibre.

Whilst dispersion can be minimised by the use afrava channel linewidths (e.qg.
DWDM systems) and single mode fibres, it is verfficlilt to eliminate completely and
can also be introduced by manufacturing errors #oeimal variations. For single
photon systems this effectively means that the ghaiming jitter becomes broader
which can lead to further consequences during ¢bection process.

3.5.2.4 Birefringence effects

Birefringence effects occur when an optical matendibits different refractive indices
in different directions within the material. Thisalds to different propagation velocities
through the material for different polarisation qoonents. In practice, although optical
fibres are circularly symmetrical and manufactufrean fairly homogenous materials,
birefringence is always present to some degreetdusoth thermal and mechanical
stresses.

The effect of birefringence can be to “smear” optical pulses in time as well as
actually changing the polarisation state of an agptibeam travelling through the
birefringent material.

3.5.2.5 Other effects

All the above effects tend to have strong dependsran temperature and stress. The
effect of this is that not only will the propertied the fibre change due to its
environment but they will also change fairly quickiver time, for instance throughout
the day whilst the temperature of a cable ductoisstantly changing, or even whilst

heavy vehicles are passing a cable duct situateddugsy road.

78



3.5.3 Free-space optical transmission

When considering the atmosphere as an optical eéhamme often has to take into
account the atmospheric path as part of the sysieoe atmospheric phenomena affect
the choice of transmitter and receiver hardware somde of the atmospheric effects
have a direct bearing on system design (for ingtadealing with the effects of solar
background radiation in optical receivers, or pogpiand tracking implementation).
Figure 3.18 below illustrates the concept of theteay as a whole including the
transmission path.

Transmitter Atmospheric transmission channel Receiver

Attenuation, distortion, wavefront errors
pulse spreading, beam spreading,
beam wander & scintillation

Figure 3.18. Diagram showing some of the conseceerd atmospheric effects on

optical transmission.

Atmospheric phenomena are many and varied and eae A huge affect on the
propagation of optical beams through the atmospHédre main impact of all of these is
loss of one sort or another. Shown below is a thblaeg the main causes of loss in

free-space optical transmission systems.

Phenomenon Effects
Diffraction Beam spreading
Absorption Attenuation
Scattering Attenuation, pulse spreading, polawsadiistortion
Scintillation, signal fading and loss, polarisation
Turbulence
distortion, phase distortion
Dispersion Pulse spreading
Background radiation Noise, receiver saturatiomalge

Table 3.2. Table showing the main atmospheric pimema and their effects on an

optical transmission system.
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Most of these effects depend on a variety of factsuch as location, altitude,
temperature, season and time of day. With the blessxception of background
radiation, all of the effects listed increase wiistance and ultimately result in the
extinction of the optical beam. For some appligaicsuch as intra-city use, some of the
atmospheric effects can be ignored simply becausie ¢ffects are negligible for short
transmission distances. However, as ranges incteagmd a few hundred metres care
must be taken to either eliminate or actively conga¢e for the deleterious effects of
these phenomena.

3.5.3.1 Gaussian beam propagation and diffractidn

One of the features of the wave-like propertiedigiit is the property of diffraction.
Unlike the situation in optical fibores where theabeof light is in a guided mode, the
free-space beam is not so constrained and tend#ftact, or expand, with distance.
Such diffraction of the optical beam can be deectilvell if one uses the so-called
paraxial approximation, whereby it is assumed thatdivergence of the optical beam is
small. If the paraxial approximation is valid fosgstem (and it can be seen later that it

is) then one can use the very well formulated Gandseam theory for the propagation

of the beam.
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Figure 3.19. Comparison of the so-called Airy patte(red) with a Gaussian
distribution (blue dotted) of comparable beam widitne two radiation distributions
are virtually identical if the subsidiary maximatbe Airy pattern are neglected. Thus a

Gaussian approximation is justified.

% This subsection draws heavily on reference [55].
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Most WCP QKD systems use commonly available sendigotor laser diodes as

sources. Typically, these diodes emit in a wellvtef single transverse mode which is
also highly astigmatic. There are various methanscircularising the beam (such as
Anamorphic prism pairs) but to save space and eedoenplexity the required beam

shape can be “post selected” by apertures andsopitbin the transmitter resulting in

an Airy type radiation distribution across the beammch can be closely approximated
by a Gaussian beamshape. A comparison of the taaiifuns is shown above in Figure
3.19.

For a Gaussian beam of lowest order mode (dgelihd ignoring phase, the amplitude

of the field can be written as:-

E(xVY,2) =E, \:\/(vo e_(Wj (3.18)

If this equation is plotted a Gaussian distributisrobtained like that shown in Figure
3.20 below.

e > X,y

Figure 3.20. A Gaussian amplitude distribution. Theam waist radius, w(z),
corresponds to the point where the field amplitddeps to 1/e of its maximum value.

The beam waist radius at its narrowest point idexhing.

Using the paraxial approximation for a Gaussiambg@aopagating in the z direction

one can write:-

2)=w, [1+ (Zij (3.19)
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Wherewy is the minimum beam radius (often called the besanst) andZ; is given by:-

(3.20)

And is often called the Rayleigh range and is tistadce from the beam waist to the
location where the area of the beam has doubled.

Another definition of the Rayleigh range is thatfarms the boundary between the
Fresnel and Fraunhofer diffraction regimes.

If the shape of the waist is plotted as the beampayates in the direction an idea of
how the Gaussian beam evolves with distance igr@ataThis is shown in Figure 3.21

below.

>z

Figure 3.21. The propagation of a typical Gaussieam. The beam retains its shape
as it propagates but spreads out in the x and gdfions. Beam waist, Mt location z
has its minimum value,vat z. (beam waist is usually measured at the plaints of
the beam profile). Zis called the Rayleigh range or confocal parameded is the

distance over which the beam doubles in size.

One may also write an expression for the radiusuofature of the resulting wavefronts

R(z)= z{u (%ﬂ (3.21)

Examination of the expression above reveals that approache,, the wavefront

as:-

radius of curvature increases until z&Z; it becomes infinite and the wavefront is

planar. This is shown below in Figure 3.22.
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Figure 3.22. Radius of curvature of the wavefrdisisa Gaussian beam propagating
from a beam waist of 1mm. Notice how the ROC temdd¥inity at the position of the
beam waist. Also note how once the beam has lefcdinfocal region (2xRayleigh
range), the ROC increases more or less linearlf distance.

Another important figure of merit for optical beamshe divergence angle which, from

the above, can be defined as:-

6= (3.22)

This is the minimum divergence that the beam case lfor the TEMp mode) and, as
one can see from Figure 3.21. this equation is walid when the value at>>z, a
region which, by definition, is known as the faeid.

This implies that divergence is proportional to ei@ngth and inversely proportional to
the beam waist size.

For single mode beams this allows us to define antity called the beamwidth-
divergence product which is a constant for a paldicGaussian beam and only varies
with wavelength (for example, for guh wavelength beam diverging from a beam
waist of 1mm, the BDP is approximately 1.35mm.mRad)

Figure 3.23. below shows how beam diffraction fremall apertures can result in

unmanageably large beam sizes after propagatianreakstic distances.
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Figure 3.23. Beam diameter sizes for 650nm wavéte@gussian beam propagation
from different size beam waists. Beams diffractirgn small waists can end up

unmanageably large over realistic transmissionafises.

The implications for long haul free-space opticgdtems are obvious. Fortunately the
BDP also implies that propagation from larger beeaists or apertures result in smaller
beam divergence. This can be achieved by usingdabes at the system output to
magnify the beam (which reduces divergence by dangesfactor).

3.5.3.2 Atmospheric absorption and scattering

The propagation of an optical beam through any oradther than perfect vacuum will
be subject to signal loss or attenuation. This lesdue, in part, to absorption by the
atmospheric constituent gases as well as other @oemps such as dust, smoke,
aerosols and water vapour. Like any absorption gg®cthis will give rise to an
absorption spectrum for the transmission mediunh igiatures characteristic of the
constituents of the actual transmission path.

Another loss mechanism contributing to the sigrisraation is scattering. This can
occur from particles of dust and droplets in thenagphere as well as microscopic
density changes in the gases which make up thesatmoe. Scattering phenomena
have different effects at different wavelengthsetejping on the nature of the scattering

species.
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The two main scattering mechanisms of interest are:
* Rayleigh scattering — scattering due to objects hmamaller than the
wavelength of the light such as atoms and molecules
 Mie (or aerosol) scattering - scattering due toeoty larger than the
wavelength such as aerosols and particulates.
Both effects are considered to be elastic scaggrnocesses whereby the energy (and
therefore the wavelength) of the light remains amged. In addition, both are
wavelength and particle size dependent with Midgtedag also depending strongly on
the type and shape of scattering agent.
The resultant attenuation due to scattering andrpben is often expressed as a simple
expression analogous to that of the attenuatiogtteim optical fibres. This is known as
the Beer-Lambert law and can be written thus:-
T=eR (3.23)
WhereT is the transmission
Ris the range
y is a coefficient which is usually expressed asi@ of
several contributions from different scattering atdorption species such as molecular

and aerosol absorption.
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The Beer-Lambert law has its limitations and shobdl treated with caution. For
instance the simple form does not allow for changesoncentration of absorbers or
scatterers along the transmission path or with.tifwethermore the law breaks down
under large concentrations of absorbers or scaitere

The graph above shows the typical attenuation efatmosphere for one air mass (a
vertical transmission path from the ground to spa&éso shown on the plot are three
coloured dots signifying the wavelengths used bgedhdifferent teams in free-space
QKD experiments (Blue-670nm Rarity et al, MalvethK., Green-773nm Hughes et
al, Los Alamos, U.S. and red-850nm Weinfurter eialnich, BRD). The main thing to
note is that all three have been chosen for tlaively good atmospheric transmission.
Although transmission efficiency is extremely imiamt, there are other criteria for
choosing a wavelength of operation and this isrd@son why a different wavelength
was chosen by each team.

In addition to direct measurements of the atmosplpgoperties, some accurate models
have been constructed which allow realistic modgllof transmission paths with
respect to absorption and scattering. LOWTRAN, M®BAN and Fascode are just
three of the many models available for transmisgiarposes. A typical plot from a

MODTRAN simulation is shown below for several retit experimental ranges.

35

30

25 +

20

—— 500m altitude to space

15 S —— 100m altitude, 2km horizontal path
24km holizontal path (3km altitude)

—— 150km horizontal path (3km altitude)

Loss (dB)

10

5 4

0 T I
500 550

T T T T T T 1
600 650 700 750 800 850 900

Wavelength (nm)
Figure 3.25. A MODTRAN simulation of four transruoss paths through the
atmosphere. Note absorption due to molecular andhat constituents is superimposed
onto other losses, which increase at shorter wangtle (mainly due to Rayleigh

scattering).
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3.5.4 Atmospheric turbulencé

Turbulence is a much studied atmospheric phenomeroch can have a significant
impact on free-space optical systems and is cabgesinall refractive index changes
over space and time. These, in turn, are causexniayl changes in temperature which
result from turbulent motion induced by winds and\ection.

Historically, an approach has been taken to desdiile atmosphere in terms of a
viscous fluid. Such a fluid generally has two disti states of motion, laminar and
turbulent flow.

In laminar flow situations the air moves in layamsh little mixing between layers and
consequently a low level of energy transfer. Coselgt, turbulent flow is characterised
by non-uniform behaviour with random eddies leadmgixing between layers and an
increased level of heat transfer.

The type of flow exhibited by a viscous fluid igef characterised by a dimensionless
number called the Reynolds numbRe( For small values dRe the flow is said to be
laminar but as Re surpasses some critical valuerfdaed by several factors such as
viscosity and density) the flow transitions to twldnt whereupon eddies develop,
causing mixing amongst the different (formerly laam) layers. This turbulent mixing
also results in the mixing of other propertiesha fluid.

Turbulent motion of a fluid is basically a non-laxeprocess which can be described
using the Navier-Stokes equations.

Due to the difficulty in obtaining solutions to #®equations, even under favourable
conditions, a statistical method of modelling atpteeyic turbulence was proposed,
initially by Kolmogorov in 1941, by making hypottess heavily relying on physical
insight. Therefore, it should be noted that turbhaéetheory is not derived from first
principles.

Kolmogorov's method made use of an idea first exygea by L. F. Richardson [56]
(paraphrasing Jonathan Swift):-

“Big whirls have little whorls that feed on theiebocity,
and little whorls have lesser whorls and so oniszasity

—in the molecular sense.”

* This section relies heavily upon references [f] and [64]
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3.5.4.1 Kolmogorov's theory of turbulence

In Kolmogorov's theory [58], this idea is termedeticascade theory of turbulence
whereby the wind velocity increases until the cativalue Rc,is reached and turbulent
flow ensues consisting of large unstable air mags#ddies) which are smaller than, and
independent of, the parent flow. The large (maat@eddies break up to form smaller
ones, which, in turn, break up to form even smadl#dies and so on until a microscale
eddy size is reached and energy is further disstbas heat. This idea is shown below
in below Figure 3.26.

SIAY| ...
- & 12 %Q@@ transfer
NI EANE VAAN

Energy dissipation

Figure 3.26. A diagram showing the Kolmogorov cascgheory. Turbules range in
size from outer scale ¢ of the order of metres to inner scalg) (bf the order of
millimetres, with the difference being termed theriial range (Diagram after Andrews
and Phillips [60]).

Using this model enables turbulence within thisgemo be treated statistically under
the assumption that the flow is both isotropic Anchogenous.
The resulting analysis leads to the definition statistical measure called the refractive

index structure functiod, such that:-
= <[n(A,t) - n(B,t)]2> (3.24)
Where A and B are the refractive indices at sometpocal to each other at time t. The

refractive index structure is in relation to thetdnce between A and B according to

Kolmogorov so that:-

4
Ca3r? for lp<<r<<L o
Dn= (3.25)
2
C2rs3 for r<<l o
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WhereC,? is the refractive index structure parameter (if3nandl, andL, are the
inner and outer scales of the turbule sizes medsoreetres. The value @, varies
depending on several factors such as temperatur@altitude and takes typical values
of ~10"® for weak turbulence to I8 for strong turbulence. The value 67 is
generally assumed to be a “constant” for a giverizbatal transmission path, at least
over short time scales, however, given that theogpthere is generally stratified (on a
larger scale than the Kolmogorov scales) the qgtyacdin not be considered constant for
vertical or slant paths through the atmospherdeftype that might be encountered by
communications systems attempting to communicatéh watellites or aircraft at
altitude. For these cases other models have beshoped.

For the rest of this review of beam propagationeauritie influence of turbulence the
methods described invariably use the so-called \Ryethod to analyse atmospheric
effects on the transmission of optical beams. Ti®WRmethod (Rytov approximation
or method of smooth perturbations) was developeRyigv in 1937, for the analysis of
light scattering by sound waves, and later appligdObukhov to the propagation of
electro-magnetic waves in random media. The methagseful in analysing line of
sight optical paths in weak turbulence and incluafediffraction and phase effects [63].
Beam profiles are all typically Gaussian shapediescribed above in section 3.5.3.1
above.

3.5.5 Beam effects
Atmospheric turbulence is encountered to some deghen propagating optical (or for
that matter, any electro-magnetic) energy alongaimospheric transmission path. The
phenomena engendered by turbulence can have sartifconsequences for optical
communications systems and can include:-

* Beam spreading (in addition to diffraction) andteaander

* Intensity fluctuations (scintillation)

* Angle of arrival fluctuations (image “boil” or “damg”)
These effects can combine to produce severe reductireceived power and distortion
in imaging systems. For short range systems théfeet® do not pose significant
problems, however, for systems operating over udcgta of greater than a few hundred
metres, significant beam degradation can occurrameédial measures must be applied
to restore efficient system operation.
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3.5.6 Beam spreading and wander

When propagating an optical beam through the athwygpover significant distances
the beam spot at the receiver tends to exhibit ralaiam walk due to the beam
encountering turbulence induced changes in reflmcindex along its path. These
changes have differing effects depending on thee& eelative to the beam. For small
scaleturbule sizes the beam will experience some broadenindsivtar larger scale
turbulesthe beam centroid will be caused to move abowtaary as the turbules move
across the beam path. In other words the bearmaonaly deflected. The situation is
shown below in Figure 3.27

Figure 3.27. Short term and long term beam radhe Bhort term radius, & due to
beam spreading will randomly wander over an effectong term radius, w (diagram
after [60]).

Experiments have shown that beam wander takes plameime scales of the order of:

_ beamsize

=———— (3.26)
windspeed
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So, a short exposure photograph of the beam atettever would show a broadened
beam ) offset from the beam axis by some random valueshArt time later one
would expect to see the same size beam offsetiing sandom, but different value and
so on. A photograph of the same scene taken witluéh longer exposure would see a
much bigger apparent beamsizgs], with a Gaussian profile with some effective beam
size characteristic of the average variance ob#dan centroid:-

Wiy =wG +(r?) (3.27)

Where<rf> is the variance of the short term beam centrostideed by:-

1
(r7) = 287C2L°w,° (3.28)

Using [64] the effective long term beam radigs,can be written as a beam with an
effective radius:-

Wer =y zpz T 4

2 e (3.29)

, _ 4722  D? (1_ zjz 47*
k?p?
Where: zis the propagation distance
k is the wavevector2¢z))
D is the transmitter aperture diameter
F is the initial radius of curvature of the wavefron

And o is the spatial coherence radius given by:-

3
P = Py = [055?2C2| 5 (3.30)

Wherep lies within the inertial range, i.do<< gp<<L .

An expression for the short term beam radius may be found using equations 3.27
and 3.28 so that:-

47> D?(, z\* 47 P i
Wo=—— o+ —|1-2| +2=_|1-062 £2 (3.31)
st 22 2 .2
k’D?> 4 F) k2P D

A comparison of estimated beam sizes is shown b&omigure 3.28 for diffractive

versus turbulence effects.
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Figure 3.28. A comparison of beam radii due torddfion and turbulence using the
model outlined above and realistic parameters. Tilghce can lead to large increases
in beam diameter at the receiver. The actual resadfree well with those reported by T.
Schmidt-Manderbach et al during the Tenerife-LankRakxperiment [61].

The effects described above are graphically ilaistt below in Figure 3.29. where a
single short term exposure is compared with an aaeerof 40 such exposures.
Practically speaking beam wander will tend to casigeal fading and dropouts on the
timescale of Equation 3.24. Unfortunately, what lgobe signal fading in a normal
communication system, turns into signal loss inghantum channel.

A way of overcoming beam wander for short rangdesys is to slightly defocus the
beam (or rely on diffraction and beam spreadingdntier to contrive to have a beam

diameter similar to the value céfc2> such that some of the beam always overlaps the

receiver aperture.
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Figure 3.29. Short term beam compared with a l@rgitaveraged beam. a. shows the
short term beam structure (including scintillatiaffects) and size. b. Shows the
average of forty such images taken over severabmgi c. Shows the weighted (to
account for the fact the image is in colour) p@fihrough b, illustrating the long term
Gaussian beam profile and d. shows the locationeath beam centroid.(Image

processing by A. J. Turner of QinetiQ, Malvern).

For longer range systems, since the beam wandes tallace over relatively long time
scales the variation can be compensated by actitraljking the transmitter and
receiver. Of course with a QKD system this is difft since the low fluence makes
acquiring the beam extremely difficult using conwemal detectors. Another way of
tracking is to provide beacons at each end of thestnission path, or, if an optical

classical channel is available, this can be usedtescking aid.
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3.5.6.1 Scintillation

Scintillation is the name given to the effects hre tatmosphere which lead to the
phenomenon of star “twinkle”. The effect is causgdrefractive index changes in the
transmission path leading to phase changes adresseam causing both constructive
and destructive interference within the beam. Thisfurn, causes both spatial and
temporal variations in the irradiance of the incoghbeam. An example of scintillation

is shown below for a collimated laser beam trangrsi beam path of 1.2km close to the

ground.

Figure 3.30. Photograph of a white-light laser beafter traversing a 1.2km horizontal
path close to the ground. Examination of the ph@ply reveals the variation in
structure and intensity across the beam. Some qineo chromatic aberration effects
(blue and red fringes) may also be seen in thecsire. Photograph was taken at
1/30th of a second exposure. (Photograph courtésipro D. A. Orchard, QinetiQ,

Malvern).
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In general, atmospheric scintillation effects anaracterised by measuring the variance
of the amplitude or irradiance at a point in tharbe This leads to a quantity derived
from analysis of the fourth order statistics of ffrepagating beam and known as the

scintillation index:-

o’ = <| >—1 (3.32)

The average size of the variations in intensityspeckles” can also be characterised by
a quantity known as the intensity correlation léngt,, which under the weak
turbulence regime is of the order of the first Redzone:

Po=1 (3.33)
Where:L is the path length ardis the wavenumber.
In weak turbulence regimes, the scintillation indexgenerally accepted to vary in
proportion to the Rytov variance [62], which iselfsrepresentative of the scintillation

index for a plane wave in weak homogeneous turloelen

ol = 123C:§k% L%1 (3.34)
Where: C.2 is the refractive index structure parameter
k is the wavenumber andis the path length.
The Rytov variance is also considered to be a measlturbulence strength when
extended to strong turbulence by increases in leatith or refractive index structure
parameter. The scintillation index for a plane wamdhe absence of inner scale effects

can be written:-

o exp—0%40r 05097 |, For0s<ogf<e  (3.35)
126 126
[1+ 12205 j [1+ 06905 j
And for a spherical wave:-
o?—exp — O70r ., 022507 | ; WithOs<ol<o  (3.36)

12\ 12 \e
[1+ 0167015J (1+ 0259015J

These two expressions are plotted below in Figusé.3
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Figure 3.31. Plot showing the scintillation indebofbed against the Rytov variance for
a plane and spherical wave. In both cases the iflaiidin strength increases in

proportion to the Rytov variance {Cor L) until a saturation value is reached and then

a” decreases, eventually to a value of unity.

The value of scintillation index increases in pndgpm with the Rytov variance until it
reaches a value somewhat greater than unity ingenee characterised by random
focussing, so called because the focussing caugethrge scale inhomogeneities
achieve their strongest effects. Further increasésrbulence or path length reduce the
amount of fluctuations until the scintillation appches saturation at a value of one.
Saturation occurs due to the effects of multiplattecing causing a decrease in
coherence as the beam propagates, eventuallyingsuit the beam appearing to be
made up of multiple extended sources each sciimijavith random phases.

In general, the theory of scintillation effects yiilolds for weak turbulence, i.e., when
0°<0.5. This limit can easily be reached over trassion paths of 1km when close the
ground, however, a8,” decreases with altitude, the theory can be uselbfger paths

at altitude.
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3.5.6.2 Other important optical effects

Image Blur and “Dance”
It is well known that turbulence induced phase tfhations in optical wavefronts can

give rise to angle of arrival (AoA) fluctuations fihe received optical beam. The result
of these AoA fluctuations is to cause the incomiveye to be brought to a focus at
randomly varying points in the focal plane of tieeeiver. These points vary over time
leading to the familiar phenomenon of image “damme™oil”.

Additionally the same fluctuations can also givserio variations in the curvature of the
wavefront. This can then cause the incoming wavketdought to a focus at varying
points in front off, and behind the focal plandloé receiver lens.

These situations are shown below in Figure 3.32

Incoming Focal
wavefront ~ Lens plane
Image
“‘dance”

..........
..........
.....
.........
...................
...........
......
........
.............

.............................................................................................. n'ﬂ'f.n()

.......................................................... Image
.......-......-......--......-.......-......--......-:.‘:.'.'.':-'-'.'.'.'.'.'.'-'J‘l.nr--- . -
................. Oq— blur

|‘ Focal length .

Figure 3.32. Image blur and “dance”. As the anglearrival changes over time the
image moves about in the focal plane appearingd@ice” or “boil”. Variations in the

wavefront curvature cause an image to be focusedamly about the focal plane.

The result of these effects is that in a systench(sas a QKD system) using point

detectors, the angle of arrival can be larger th@noptical system can accommodate
and the image of the transmitter may appear outsitlee detector element and result in
a signal loss. In the case of the wavefront radiusurvature the image is defocused,
again leading to signal loss in the case of limdetkector sizes.

From the point of view of QKD system design there ®vo important parameters of

interest, the strength of the fluctuations and tthescale over which they happen. A
knowledge of these parameters allows the constmucti adaptive optics systems which

can mitigate some of the effects.
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For example, angle of arrival fluctuations occurthwia frequency spectrum
characteristic of the transverse wind velocity gltime transmission path. A knowledge
of the frequency spectrum can help in the desigadaptive optics systems, specifically
feedback loop bandwidth and actuator response times

3.5.6.3 Dispersion and pulse spreading

Atmospheric effects can also present problems pute spreading. This phenomenon
can be due to atmospheric dispersion which willtemsmear out the pulse depending
on several factors such as the spectral and pati@mscontent of the pulse. In addition
the turbulent effects can cause the beam to travdierent paths through the
atmosphere to the receiver. The combined effethisfcan be to increase timing jitter
and decrease bandwidth of the channel. It shouldobed that these effects are usually
very small and a QKD system is generally limited difier factors such as detector
response times.

3.5.6.4 Implications for QKD system design

The effect of scintillation at the receiver of aptioal communications system is that
whilst the receiver aperture receives the sameageepower as in the case of no
scintillation, the destructive interference can ues the power below the receiver
threshold whilst the constructive interference arean saturate the receiver. In addition,
the distorted phase fronts can lead to decreasieteety when coupling into single, or
low order, mode receivers. A further effect to ddas with pulsed systems is that for
short pulse systems, the scintillation frequengyalao interfere with pulse detection.
The overall effect of scintillation is signal faded short term signal loss and again as in
the case for beam wander, the fading and loss calselute signal loss in a QKD
system due to the reduced fluence in the beam.

3.5.6.5 Mitigation of scintillation effects

Scintillation is a problem that is not easy or epessible to solve without a lot of work
and investment, however, large improvements inaignnoise ratio can be made with
modest investment in engineering and design. Adeecific methods are listed below:-
Multiple beams and receivers (space division mugxing)

Several systems have been proposed for free-spaoengnications using multiple
input-output (MIMO) methods. This appears to actaakind of aperture averaging
effect. Whilst MIMO appears to be a common techeign free-space optical
communications a MIMO QKD system has yet to betbéilthough at least one has

been proposed [65].
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Aperture averaging

This is a simple method whereby the receiver aperig increased beyond the
irradiance coherence length. For example, if tloeive aperture is a point detector, the
output signal will follow the random nature of teeintillations, but if the aperture is
increased, the scintillations will tend to averagyer the aperture and the scintillation
will be reduced. Furthermore, a larger apertureamdiect more signal (and more noise)
[66].

Adaptive optics

Adaptive optics such as deformable mirrors are comyn used in astronomical
telescopes and recently in FSO systems. QKD impitatiens have also been
proposed and reported. Although there are limiteatito the use of these systems, they

provide a definite advantage.

3.6 Random number generation

Random number generation plays a vital role in @ewvariety of applications;
including numerical simulation, gaming and cryptggry. In the field of cryptography,
keys are formed using a stream of random numbetdalure to supply numbers that
are sufficiently random can seriously compromise $iecurity of the cryptographic
system. Furthermore, the most secure cryptograpbimiques require random numbers
to be supplied at a very high bit rate. For examipl¢he case of a One Time Pad (OTP)
encryption scheme, the number of random bits requs equal to the number of bits of
information to be encrypted.

A perfect random number generator should be ungedale; this means that even with
knowledge of all the bits generated up to sometgaitime, it is not possible to guess
the value of the next bit with better than 50% ®sscrate. Correlation coefficients
provide a measure of the deviation of a real bitegator from this ideal; for example a
1% correlation coefficient implies that knowledgeome bit allows another one to be
predicted with 50.5% success rate.

Random numbers are the basis for the keys whiclslaeed by BB84 protocol based
QKD systems. In general, BB84 QKD requires two searof random number. The
first source resides at Alice and is used to sdleetoutput state of the system. In the
case of free-space systems this tends to be aechbigolarisations states. The second
source of randomness is required at Bob to makeahdom basis selection for the
detection channel. This is often left to chancetliy use of a 50/50 non-polarising

beamsplitter.
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Many different types of random number generator @Nave been developed over the
years to meet the quality (i.e. randomness) andrdié requirements of the above
applications. In particular, quantum phenomena haften been used to provide
inherently random numbers. Devices based on thieaeiive decay of elements [67]
and the randomness associated with the path teavieyl single photons of light passing
through a beam splitter [68] [69] have been dewedopAlthough such devices offer
truly random number generation, the associated atp makes high bit rate, low
cost, devices impractical.

Random number generators based on a variety difrielddechniques have also been
constructed. However, such devices are typicalgdua applications where low levels
of randomness are acceptable. Two typical exangfletectrical RNGs are described
in [70] and [71].

It is often the case that a random number genepataluces a bit stream that appears to
be random but nonetheless contains deviations troihg random behaviour. These
deviations can take the form of, for example, & mathe output towards a particular
value or a statistical correlation between samplthgnnels or between temporally
separated bit strings. Artefacts such as thesseaously compromise the usefulness of
an RNG.

Happily, there exist methods by which these artefaan be removed. In the case of a
bias, one method consists (originally proposed blgnJVon Neumann) of taking
successive output bits and performing an excluSiReon them. This will reduce the
bias but at the cost of loss of output bandwid&%42eing the best efficiency available
with this kind of bias removal).

For statistical correlations a data compressiomrtegie can be applied whereby a
lossless data compression algorithm is applietiéaandom bit stream. This technique
must increase the entropy of the data in ordetHfercompression to take place or else
there would be no compression (of course it is issge to compress completely
random data since there is no redundancy in the steihg). Care should be taken with
the compression approach since some compressioritaigs can produce a predictable
output. In addition a carelessly applied algoritwith have artefacts such as file headers
which may provide information as to the contenstoucture of the file.
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3.7 Single photon detection

3.7.1 Introduction

The ability to detect single photons is desirabl@inumber of applications where low
optical signal levels are encountered, for exanmalegefinders, optical communications
systems and quantum key distribution systems. Téwere variety of devices capable of
detecting energies at the single photon level &edd include Photo-multiplier tubes,

Superconducting transition edge sensors, Superctingunanowire sensors Avalanche
photodiodes and Parametric upconversion deteckams.an excellent review on the

subject of single photon detection see [72]. Iis thiesis the detector of interest is the
avalanche photodiode due to its simplicity and wptead use in quantum information

systems.

3.7.2 Avalanche photodiodes

The avalanche diode is a device which exploits fieenomenon of avalanche
breakdown in semiconductors. Briefly, this processurs when an electron within the
semiconductor gains sufficient energy (due to & lekgctric field across the device) to

produce further (secondary) electrons via the @®oé impact ionisation.
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Figure 3.33. Avalanche breakdown in a semiconductor An incoming photon

generates an electron-hole pair available for coctthn. 2. The electron-hole pair are
accelerated under the influence of a high eledietd and provided they gain energy
greater than Eg produce further electrons and holés impact ionisation. 3. The

electrons and holes generated may themselves pedduther carriers which also are

accelerated and may cause further ionisation evfiysre after [73]).
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The secondary electrons may then also gain enaugigeto cause a further ionisation.
Under the right conditions the resulting cascadmlpces enough electrons to cause a
macroscopic current pulse at the output of theadeVvi device designed to have the
avalanche initiate by photogenerated electron-lpde is known as an avalanche
photodiode device. When these devices are biasedeatvalanche breakdown, they
can be used for the detection of single incidemt@s. Such devices are called single
photon avalanche diodes or SPADs. The processaéamehe breakdown is explained

in Figure 3.33 above and in the following section.

3.7.3 Single photon avalanche detectors (SPADS)

SPADs are avalanche photodiodes which have beemisptl for use as single photon
detectors. The devices are operated in the sodc@léeger mode which means that they
are reverse-biased beyond their avalanche breakdooltage. The avalanche
breakdown point is caused by the feedback of @rcand hole impact ionisation
intiating a self-sustaining avalanche, i.e. a aurtéat will not stop unless there is an
external stimulus (e.g. the removal of the biastagd or an large increase in
temperature). When a photon is absorbed, a sdikisugy avalanche is triggered which
continues until the device is reset or quenchedaliys by the removal of part of the
external bias. Modern SPADs are designed to maeintiee area available for
absorption of the incoming radiation whilst at te@me time possessing a narrow
multiplication region which allows a greater cohtoger the high electric field required
for impact ionisation to occur. A diagram of a tygli SPAD device is shown below in
Figure 3.34 together with a profile of the resudtedectric field.

The incoming photon impinges on the detector anabsorbed in the intrinsic region
(). A photo-electron is generated which then drifiward the high electric field region.
The photoelectron enters the region and is acdebbracross it, possibly gaining
sufficient energy between collisions to cause imhpaaisation. SPAD devices are
usually engineered to produce avalanches from @meec type only since if both
electrons and holes are permitted to avalanchegealbbck process such as that
described in stage 3 of Figure 3.33 can cause jnioisibility and deterioration of the

device response time.
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Figure 3.34. Diagram of a “reach through” SPAD degi showing the layered

structure. The electric field strength throughol tstructure is also shown. (Diagram
after [73]). The device is called a “reach througldfevice since with the application of
sufficient reverse bias the depletion region reactieough the intrinsic material to the

P+ area and maximises the absorption volume.

3.7.3.1 SPAD properties

SPAD devices possess several properties of intémast the QKD design point of
view.

Avalanche voltage

The avalanche process in SPAD devices will occuewtrse bias voltages greater than
the avalanche breakdown voltage, which is hightyderature dependent. For operation
in Geiger mode the voltage is typically set a festsrabove the avalanche breakdown
voltage such that a single incident photon (or darknt) can trigger a self-sustaining
avalanche. Conversely, if the device is reversedueelow the avalanche breakdown
voltage then the device will quench (i.e. stop amahing). A typical avalanche
breakdown current response from an InGaAs deviegating at -68C is shown below

in Figure 3.35
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Figure 3.35. Plot showing a current pulse appearagoss a 5@ sensing resistor
during an avalanche in a Princeton Lightwave PGA-40GaAs SPAD operating at -
65°C with a quenching resistor of 330k The marked trace shows the voltage across

the device during the same time period.

Detector efficiency

This figure allows estimation of the single photietection efficiency and is generally
regarded as the product of two factors, the quariffiziency, or the probability that an
incident photon will generate an electron-hole aaid the avalanche probability which
indicates the probability of a given electron-hpér generating an avalanche.

Dark current

Every detector will possess a leakage current chbgethermally generated carrier
within the detector material. This is known as artdcurrent” and it can cause random
avalanching of the device. A detector typically lmaBgure of merit called dark count
probability which characterises this source of eoibhe thermally generated electrons
can be reduced by cooling the SPAD device, howetles, can lead to increased
afterpulsing effects, particularly in InGaAs dedce

Response time and bandwidth

The avalanche device, like any other diode willgassa finite bandwidth due to various
characteristics such as carrier transit times, gigcacapacitance effects and avalanche
build up times.
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In addition, once the avalanche has taken plasedévice must be quenched and the
bias voltage must recharge to its pre-avalancha.l@his all takes time. Another factor
which must be considered is the effect of afteiipglswhich although negligible in
silicon-based devices, can have a large effedtieridnger wavelength InGaAs devices.
Afterpulsing is an effect whereby during an avaltecsome carriers are trapped in
material defects and released at a later timehdfreverse bias is still applied or has
recharged then these released carriers can caum@lsey avalanches subsequent to the
photo-induced event. Consequently the device carmot retriggered until the
afterpulsing likelihood has dropped to an acceptéblel. All of these effects tend to be
lumped together into a detector “dead time” durinbich the detector cannot be

retriggered.

3.7.4 Quenching and gating

Once an avalanche has been initiated by an incpleston or a dark count, the process
must be terminated before the device can be usetbtect the next photon. This is
achieved by a process known as quenching whiclbeamplemented in several ways.
Passive quenching

Passive quenching can be implemented with a sigiptait such as that shown below
in Figure 3.3@&.

el
ok L

Figure 3.36. a and b. Simplified passive (left) aative (right) quenching circuits for

a.

Geiger mode avalanche photodiodes.

The SPAD device is reversed bias through a largeev@sistorR . As the avalanche is
initiated by the incoming photon, the SPAD beginscbnduct and current flows
throughR_, SPAD andRs, the sensing resistor, to ground.
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The current discharge¥. which momentarily dips below the voltage necesdary
sustain the avalanche and quenching occurs. Theed®wvltage Y.) then recharges
throughR_ to V, ready for the next photon event. Due to the capace of the SPAD
device and the high value of load resistor (>8Q)krecharging takes a finite time
approximately given by= R/Cy4. Here,Cq4 represents the junction capacitance of the
device together with any parasitic capacitancéendircuit.

The output signal appears across the sensingaeBisas a small voltage spike which
is detected by a comparator which switches on & duration of the spike and
produces a pulse at its output. The comparatoftesra@onnected in Schmidt trigger
mode such that it acts as a level discriminatovel as an amplifier. A plot of typical
SPAD output in passively quenched mode is showavb&lith the avalanche current

spikes clearly tracking the voltage across theaevi
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Figure 3.37. Plot of current through and voltager@s a passively quenched
(R=330k®) free-running SPAD device (Princeton Lightwave BG®). Notice how the

avalanche pulses track the device voltage.
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3.7.4.1 Active quenching

Active quenching can be achieved with the use @fauit such as that in Figure 3136
The avalanche process is similar to that with thesjgve quenching circuit but the
output of the discriminator is used to feed a dtrsuch as an inverting amplifier whose
output is then used to lower the bias voltage, This quenches the avalanche quickly
and allows recharging of the circuit through a lowesistance path. Active quenching
tends to be much faster than passive and thergkelds a higher detection bandwidth.
3.7.4.2 Gating

Gating is a useful method for controlling SPADsuch a way that the device is armed
for a short time before detection and then disarmatort time later whether or not a
detection has been made. The technique is mostiluséien an incoming signal is
expected, for instance in a QKD system. Gating iples/ several advantages for SPAD
operation such as simplicity, noise reduction aritigation of effects such as after-
pulsing. In fact, for practical purposes, some SBAM only operate efficiently in
gated mode.

To implement gating it is necessary only to bias device just below the avalanche
voltage and then apply a short rectangular pulssudfficient amplitude to take the
device bias into the Geiger mode avalanche rediarexample of a gated pulse may be
seen below in Figure 3.38.
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Figure 3.38. Capture of a SPAD output pulse wishaissociated gating pulse. Note the

capacitive coupling spikes at the beginning and efnithe SPAD pulse.
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One problem with gating is the method of applyihg gating pulse to the SPAD since
the Cathode of the SPAD is at some relatively higltage (i.e. >100V for Si SPADS
and >50V for InGaAs). A popular method is to appihe gate pulse via a small
capacitor, however, this can cause large capad@puess to form at the start and end of
the gate pulse which can be mistaken for legitin®®AD pulses by a discriminator.
There are known methods for removing these spilkeb as reducing théV/dt of the
gating pulse or using differential detection methodAn excellent review of SPAD

quenching circuitry and related issues is givejy#.

3.7.5 Time correlated single photon counting.

Time correlated single photon counting (TCSPC) isedl known powerful statistical
sampling technique capable of making measurementsxeeptionally low optical
power (picoWatt regime) with very fast signals [756].

The method works as follows:

A short laser pulse is emitted in response toggén, for instance, from a good quality
pulse generator. The trigger pulse is also usethit an extremely accurate clock.

The pulse travels to some distant target and agpooff the pulse is reflected (or in the
case of a fluorescence measurement, absorbed @mlitted) to a detector co-located
with the laser. On detection of the reflected pulee clock is stopped and the elapsed
time is logged with high precision by suitable @esing electronics.

The process is repeated for a suitable time paridd a large number of detections
have been made (~x30

At the end of the measurement the laser is disadoledhe processing electronics create
a histogram of detections with their associatedniys. Provided the system has been
set up properly such that only one photon per enhipiulse is likely to be detected then
the histogram is a faithful reconstruction of theepomenon under investigation such as
the shape of the laser pulse or the lifetime dfiaréscent material.

Since the detection process is an assimilatioroléated counts over time (rather than
the pulse envelope derived from a conventionalaguad detector) the response time of
the system is not limited by the detector. In thet system performance is only limited
by the electronic jitter and the dark count of de¢ector.

The technique is of interest here because the Qs uses a form of TCSPC to log

the arrival times of polarised photons.
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In the case of QKD the detector is at a distanatioa but both emitter and detector
communicate by some classical communications chaall@ving both terminals to
accurately synchronise themselves and create act é¢xaeline for emissions and
detections.

3.7.5.1 Pulse width measurement

A useful application of TCSPC mentioned above & tf pulse width measurement.
This technique is of interest in this thesis simicenables the measurement of fast
pulses. The technique is shown in Figure 3.39. écumte pulse generator is used to
initiate an attenuated laser pulse. The laserupledl via free-space or fibre to a single
photon detector. The pulse generator and the SRApubare connected to the “A” and
“B” signal inputs of an HP53310A modulation domaimalyser (MDA) respectively.

The MDA is operated in fast histogram mode and wsh displays a continuously
updated histogram of the time interval betweenrdueption of the “A” pulse and the
“B” pulse. This histogram is an accurate reconstonc of the laser pulse and is
acquired by the PC via a GPIB interface for lat@cpssing.

All pulse width measurements in this thesis aresueal in this way unless otherwise
stated. Similar measurements could also be made imstruments such as the Sensl
HRM-time module, a Picoquant PicoHarp analyser Gualetech GT65x series timing

card.

Pulse Laser
generator driver

! I

HP53310A
SPAD
M.D.A.

P.C.

Figure 3.39. A schematic of a modified TCSPC syfbdemmeasuring pulse widths.
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3.8 Conclusion

Quantum key distribution is a complex process wluah theoretically be shown to be
unconditionally secure. However, physical realmadi of QKD systems require that
engineering compromises are made. These can jespasystem security unless the
compromises are made with an awareness of thesecmences. In this chapter, the
physical basis for QKD has been discussed alonp aime the principal physical

challenges which arise when attempting to builccfical systems. Various solutions to
these challenges have also been presented. Wathrbivledge one can build a system

and avoid the more obvious pitfalls at the desigges.
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Chapter 4- A description of a practical free-space QKD systa

4.1 Introduction

In this chapter the idea of a typical or “generiide-space QKD (FSQKD) system is
introduced and the functions and sub-systems thdbgether to make such a system
are examined. The idea of a generic system is ugafunderstanding how FSQKD
systems work and also allows comparison with sofitteomore novel techniques that
have been implemented.

In general, a QKD system consists of transmit aogive terminals, termed Alice and
Bob respectively (the names betray a historicahection to the nomenclature used in
information theory). In this chapter, each termirsald its associated controlling
computer are discussed in turn.

In addition, there are ancillary systems required successful operation which are
important enough to warrant separate considerawortillary systems include methods
of timekeeping, generation of random numbers alay i@ptics.

This chapter will review all of these componentdpng with some practical
considerations to be borne in mind when operatingal world scenarios. An example

of a typical free-space QKD system is shown beloWwigure 4.1.

a1

ALICE /\/\

Figure 4.1. The main components of a free-space Q@K&iem. Alice and Bob are
coupled to two telescopes and also interfaced tooatroller, usually a computer
running the protocol software. The terminals ar@mected by two channels, a quantum

channel carrying the “data” and a classical chanriet key reconciliation.
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4.2 The transmitter
The term Alice is used to describe the complete Qkdhsmitter subsystem which
consists of:

e Computer controller and interface

« Optical sources and drive electronics

e Optical system
A diagram of the complete Alice transmitter subsgstshowing the major components
Is shown below in Figure 4.2

XY
Fine Tracking laser
Point u

Quad laser
transmitter

Outgoing beam

! {
fropred vy

LD, 50

p

B Commercial telescope

cen P - s (computer controlled
Camera. N\ \LL—/ pointing to 300 uRad)
} T Interface electronics

Classical
channel

e
Personal computer

Figure 4.2. An example of a complete free-space @Bsmitter system, or Alice for
short.

4.2.1 General overview of transmitter operation

The QKD transmitter described here is designedntplement the four-state, weak
coherent pulse, polarisation encoded version oB#B&4 protocol. However, with some
simple modifications it could also be made to ofeeveith B92, Decoy state and SARG
protocols. Since these modifications involve chanigethe protocol or electronics, the
optical layout is much the same for any of the &bg@rotocols. Key exchange
operations proceed as follows:-

Computer controller and interface

The Alice transmitter is invariably controlled by amputer of some description
running a proprietary operating system such as Wusd(although several research

groups are known to prefer a Linux-based solution).
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Personal Computers are commonly used, but somensgdtave been developed to the
point where processing and control are implementdg FPGA or ASIC chips (for
example see [1] & [2]). The computer is also used a@ata processor for much of the
key reconciliation process.

Whilst individual implementations of the protocaldfer, the controller will typically
initiate an output signal in response to a randoput and a predetermined set of rules
governed by the key exchange protocol in use. Aegdgnexample of QKD system

structure is shown below.

- m m m m m o m om m om o om o om om om o om om om o om o om o om o om o om om o om om o m

: QKD GUI ;
' software E

Interface ,_'_yCIassi cal
channel

Quantum
channel

Hardware

Figure 4.3. A conceptual diagram of a QKD systerawshg how the software and
hardware are interfaced. A graphical user interfg€&Ul) controls the QKD protocol
application which outputs instructions via someerfdce within the controlling
computer. These instructions are interpreted by Atiee driver and result in the
outputs to the Quantum channel. The computer Bterfalso manages classical
communication channel for key reconciliation. Tedom number generator is the

“information” source whilst the clock provides symonisation.

Optical sources and drive electronics

In the generic system, a set of four optical sauare used; with two sources allocated
to each of the output polarisation bases (e.g.ceoL&2 — diagonal basis, source 3&4 —
rectilinear basis). The sources are chosen suc¢lthitbg possess similar properties. For
instance, they must be matched in terms of spatdlspectral distribution of radiation

and must possess the required signal bandwidth.
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Several source devices have been tested for Ui such as light emitting diodes
(LEDs), vertical cavity surface emitting lasers ($ELs) and resonant cavity LEDs
(RCLEDSs), but edge emitting semiconductor laserde#o tend to be favoured,
particularly as they possess a high intrinsic lingaarisation ratio.

Having been output from the computer in a stanftzrd (for example, TTL or ECL bit
stream), the data is required to be converted soitble form for initiating optical
pulses. To this end the data pulses are subjeoteanplification, pulse shaping and
delay stages before being applied to the opticaicas.

Optical system

The Alice optical system is designed to take tgktlemission from the multiple optical
sources and couple them together into one homogeheam suitable for launching
into free-space. An example of a generic transmiittethe four-state BB84 protocol is
shown below in Figure 4.4.

Light pulses from sources 1&2 are coupled togetbpatially by a polarising
beamsplitters (PBS). Some leakage occurs througlutiused beamsplitter port but is
of no concern, provided it is dumped efficientlydadoes not leak out of the transmitter

enclosure. A similar optical layout is provided gmurces 3&4.

ND F iBS [ HWP 'PBS
B - Source 1
45°
PH
% Source 2
135° Diagonal
--------- SourCe 3
OO
% Source 4
0 Rectilinear

Figure 4.4. Diagram showing the optical system 6feneric’ QKD transmitter. Four

sources are coupled together to form a single aéed beam at the output.
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The two resulting beams are then coupled togethéne same way as before, except
that the diagonal basis is rotated by’ 48ing a half wave plate (HWP) before the
coupling beamsplitter (BS). Neglecting the half wagMate would require the entire
diagonal basis arm of the transmitter to be phjlgiceotated. Alternatively, the
individual sources would have to be rotated befarepling together. This would lead
to the emission from the diagonal basis transitivg beamsplitters containing 45
surfaces instead of one and result in polarisagioars for the diagonal basis. Having
been coupled together spatially, the optical beam continues through a narrowband
optical filter (F) and on to a pinhole (PH). Thenlpple has the effect of spatially
filtering the beam such that all four componentpesp to have come from a single
source. The resulting beam is then passed throngattanuator (ND) to reduce the
fluence of the beam to the correct average photomber (1) for a QKD system (see
chapter 3 for a discussion pfvalue). Finally the beam is coupled to free-spaee

some form of telescope (dealt with later in thiater).

4.3 The receiver
The term Bob refers to the complete QKD receivéxsystem, which consists of:
* Optical system and detectors
» Signal processing electronics
« Computing and processing
e Housekeeping (APD biasing and temperature control).
A diagram of the complete Bob receiver showingrttegor components is shown below
in Figure 4.5.

Tracking beacon

ﬁL\ Telescope
/

Incoming beam

Personal computer Bob detector module

CCD tracking camera

Classical ‘
channel \

Interface electronics

Figure 4.5. A complete free-space QKD receiveresysor Bob for short.
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4.3.1 General overview of receiver operation

The BB84 protocol is a four state protocol with theividual signal states encoded into
two sets of two orthogonal polarisations. A suial@ceiver will therefore require the
ability to detect this type of signal encoding. AB84 receivers will tend to be a
version of a generic receiver, that is, whateveirtbonstruction or hardware they must
fulfil identical functions. An example of a genemeceiver is shown below in Figure
4.6.

Filter BS HWP PBS

(D @ —@IDE SPAD-0
% SPAD-1
Diagonal
PBS‘ —@DE SPAD-0
% SPAD-1
Rectilinear

Figure 4.6. A “generic” QKD receiver optics. Incong light is filtered and passed

through a passive optical system for analysis am@dsurement in one of four single

photon detectors.

Measurement and detection takes place as follows:-

Incoming light, having been gathered and focussedotliimated by a telescope (not
shown) is spectrally and spatially filtered to remdoackground and passed to the first
analyser (BS). On arrival at this beamsplitter pheton makes a “decision” on which
detector arm to enter.

Provided the beamsplitter is of good quality anéted properly the result is that
incoming photons are equally and randomly splitMeein the two detector arms. Put
simply, the first beamsplitter acts as a randomaghgenerator between analysers [3].
The photon then continues into one or other ofdibiector arms and, ignoring the half
wave plate for the time being, will encounter acsetbeamsplitter. However, this time
the “choice” of detector arm is made on the bakotarisation state.

Vertically polarised photons will enter the “1” detor whilst horizontally polarised
photons will enter the “0” detector, thus allowitige receiver to discriminate between

horizontal and vertical polarisation states.
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The final act of the incoming photon is to be absdr at the surface of the SPAD
detector and create a “click” in the detector etmuts.

For simplicity, the two analysers are usually madentical and to further reduce
complexity, instead of rotating the analyser arm4By, a half wave plate is inserted
such that any incoming photons of the diagonalsas rotated to a rectilinear base. In
this way, one of the analysers is made sensitiiéodiagonal basis and the receiver
system becomes capable of analysing the four redjstates for BB84. The use of a
passive beamsplitter is an improvement over previgystems which tended to use
polarisation modulators which were bulky, lossy amdjuired high-voltage power
supplies. A passive random choice also enablesdatyoughput to the detectors.
However, like other receivers, 50% of the incompigtons are lost since they will
enter the incorrect analyser.

It should be noted that one could also use leftragitt circularly polarised light for a
basis set and merely substitute the half wave tpraater wave plate.

Computing and processing

The absorption of the photon results in a smals@uit the output terminal of the
detector. This pulse is then amplified and passeddiscriminator circuit (both circuits
are often combined in the form of an ultra-fast panator circuit) which usually form
part of the detector electronics. The discriminatotput is then passed to an interface
where the incoming pulse is recorded with respedtst time of arrival, polarisation
state and detection basis. The controlling compilten initiates communication with
Alice on an open channel and exchanges informgnon bit values) on the time and
basis of each detection. This allows the two partee extract an identical list of bit
values.

Housekeeping

The Bob module generally contains the necessarytretécs for additional
“housekeeping” tasks. For example, the receives wsalanche photodiodes which
require biasing, often at high voltages. In additito minimise thermal noise in the
detector the devices are cooled aggressively @lgito <-20C for Silicon SPADs or
<-50°C for InGaAs SPADs [4]). Therefore the detectoes mounted on thermoelectric
coolers usually connected to some form of tempegatantroller. Fan-cooled heat sinks

provide the final cooling stage.
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4.4 Ancillary systems

Telescopes

The telescope is the front end of the transmitbel r@ceiver systems and should reflect
the application to which the system is put. Foitanse, for short range applications
(<4km), a simple Newtonian telescope with, sayQmi aperture may be sufficient.
However, as transmission distances increase andtthespheric effects become more
dominant the aperture of the telescope may needletancreased, subject to the
limitations discussed in chapter 3 concerning beeamder, diffraction etc. For an
example of differing telescope systems one can eoenfb] & [6]. In the former
experiment, a comparatively short range free-sgx@eriment, both input and output
telescopes consisted of 100mm diameter apertuescigbes. One-way active tracking
was implemented in this experiment by using a ezfee beam incident on a quad
detector. Error signals were amplified and fed twoatroller via a Personal Computer
which controlled a steerable output mirror. Therbesaize was also adjusted such that
beam diameter was large enough to cover the reacaperture despite turbulence
induced beam wander.

In the latter, a very long range experiment, thengmitter telescope consisted of a
single achromatic lens of aperture of 150mm usezbliimate the output from a single
mode fibre. In contrast, the receiver utilised a Ifiameter Ritchey-Chrétien
astronomical telescope with a focal length of 3®uoth of the telescopes in the latter
experiment used active tracking for optimum cougplif the beam.

Another factor in the choice of telescope is wangth of operation, for example, if a
system is operating in the near infrared part @f $pectrum, a commercial amateur
grade astronomical telescope may not have suitaplies for transmission of light
outside of the visible band. This is not a problatrthe transmitter end of the system
where the fluence of the beam can be adjustedrtpensate for the signal loss (subject
to upper limits set by security analyses). Howewarthe receiver, the beam can be
highly attenuated and even small losses can hdaega effect on system efficiency
The transmission spectrum of a Meade Schmidt-Ceaisetglescope of the type used

in [7] is shown below in Figure 4.7.
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Figure 4.7. Transmission spectrum of commercialpnufactured Meade telescopes.
Note that whilst transmission in the visible spewgtiris >70%, this figure falls off at

longer wavelengths (Figure-Meade Instrument Corgiorg.

Random number generation

The random number generator provided with most ederpsystems is actually a
pseudorandom generator (PRNG). A PRNG containsed aad uses a deterministic
algorithm to generate random outputs from the sBedmally the algorithm is public,
so if an attacker knows the seed, all the outpats lze predicted. For cryptographic
applications, the security of a PRNG depends onagsaimption that the attacker has
limited computational power available. For robustigity analysis and in real life this
is not always the case. In these situations a rigtraandom number generator is
required which produces high quality random numbe&hnss can be done in a variety of
ways. A brief discussion of random number genemnatsogiven in section 3.6, whilst
development of a random number generator suitadnleu$e in a QKD system is

described in section 6.3.
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Timekeeping and synchronisation
QKD can be regarded as a form of time-correlatedtqrh counting system in that
photons are transmitted from Alice at a certainetiand detected at Bob a short time
later. The emission and detection times are medsaxtemely accurately and stored so
that later on in the key exchange process the tohdseparture from Alice and the times
of arrival at Bob can be correlated and a raw k&yegated.
There are several ways in which the required lef/elynchronisation can be achieved:
* Bright pulse
In some free space quantum key generation systemsxample [1] & [14]) the
single photon data transmission is preceded byethission of a bright optical
pulse. The detection of this pulse serves the mamwd preparing Bob for the
potential imminent arrival of a photon within adk time window.
e Global positioning system (GPS) clock
To avoid the extra complexity of bright pulse gextien some systems (for
example [15]) have been known to use accurate GdeBscto synchronise local
clocks at each terminal.
* Phase locked loop (PLL)
Another synchronisation method used ([5] & [7]jasnitiate a phased lock loop
such that Alice and Bob are both synchronised. Bdite and Bob terminals
contain extremely accurate oven controlled crystdillator (OXCOs) which
operate at nominally the same frequency.
Bob and Alice are then synchronised using a so@&warplemented phase-
locked loop. Synchronisation has two layers (1)oftvgare implemented PLL
which is used to ensure that the Alice and Bobesgstboth have clocks that are
operating at the same frequency and (2) a remdvatigphase ambiguities by
prefacing data blocks with headers of known datechwim the case of [5]&[7] is
a pseudo-random bit sequence. Synchronisation tterbthan 1ns can be

achieved by this method.

4.5 Conclusion

In this final chapter of section 1 of this the$ie tmain components of a free-space QKD
system have been introduced and discussed, ingudamsmitter, receiver and major
subsystems. The description has utilised the ideageneric system which provides a
basis for understanding some of the more complethads of solving implementation
problems.

127



4.6 Chapter 4 references

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

J. Bienfang, A.J. Gross, A. Mink, B.J. Hershman Nakassis, X. Tang, R. Lu,
D.H. Su, C.W. Clark, C.J. Williams, E.W. Hagley,da®. Wen, “Quantum key
distribution with 1.25 Gbps clock synchronizatio®@ptics Expresd2, 2011
2016, (2004).

D Stucki, N Gisin, O Guinnard, G Ribordy and H Ziem, “Quantum key
distribution over 67 km with a plug&play system”eW Journal of Physic4
41.1-41.8, (2002).

J. G. Rarity & P. R. Tapster, “Cryptographic Reeely U.S. Patent No.
6028935, February 22, (2000).

G. S. Buller and R. J. Coallins, “Single—photon gatien and detection”, Journal
of Measurement Science and Technol&$y,012002, (2010).

J. G. Rarity, P. R. Tapster, and P. M. Gorman, éFRpace key exchange to 1.9
km and beyond”, J. Mod. Opt8, 1887-1901, (2001).

T. Schmitt-Manderbach, H. Weier, M. Furst, R. Ursk Tiefenbacher, T.
Scheidl, J. Perdigues, Z. Sodnik, C. Kurtsiefef; JRarity, A. Zeilinger, and H.
Weinfurter, “Experimental Demonstration of Free-&pdecoy-State Quantum
Key Distribution over 144 km”. Phys. Rev. L&38, 010504, (2007).

C. Kurtsiefer, P. Zarda, M. Halder, H. WeinfurterM. Gorman, P.R. Tapster,
and J.G. Rarity, “Quantum cryptography: A step taisa global key
distribution”, Nature419, 450, (2002).

M. Ishida and H. lkeda, “Random number generatarin. Inst. Statist. Math.
Tokyo.8, P119-126, (1956).

A. Stefanov; N. Gisin; O. Guinnard; L. Guinnard; Zbinden, “Optical quantum
random number generator”, Journal of Modern Op#igs4, 595 — 598 (2000).

J. G. Rarity, P. C. M. Owens and P. R. Tapster, di@um random-number
generation and key sharing”, Journal of Modern @pt#l, 12, 2435-2444,
(1994).

128



[11]

[12]

[13]

[14]

[15]

V. S. Reinhardt; C. Lew, “High Speed Word Generatbinited States patent
no.US5224165, (1990).

A. J. Vincze, “Analog-to-digital Conversion Methodf Random Number
Generation”, United States patent no. US63697 ZQ9)L

P. R. Tapster and P. M. Gorman, “Apparatus and btetfor Generating
Random Numbers”, United Kingdom patent filing, Péteo.0603523.2, (2007).

R. J. Hughes, J. E. Nordholt, D. Derkacs and CP&erson, “Practical free-
space quantum key distribution over 10 km in ddnlignd at night”, New J.
Phys.4, 43, (2002).

R. Ursin, F. Tiefenbacher, T. Schmitt-Manderbach,Wier, T. Scheidl, M.
Lindenthal, B. Blauensteiner, T. Jennewein, J. Beas, P. Trojek, B. Omer, M.
Furst, M. Meyenburg, J. Rarity, Z. Sodnik, C. Barhi H. Weinfurter & A.

Zeilinger, “Entanglement-based quantum communiocatwer 144km”, Nature
Physics3, 481 — 486, (2007).

129



Chapter 5 - Early work — Malvern to Munich, 1998 —2002.

5.1 Introduction

This is the first chapter in section 2 of this ikeend deals with early practical work in
the field of QKD. Much of the work described inghand the following chapters took
place in the context of working within a team ataivis now QinetiQ (Malvern) over
the course of a decade from 1998 to 2008.

Footnotes are used to delineate between work whlahthe sole responsibility of the
author and work done as part of a team. There laceaafew occasions where work
done by colleagues is included because it was @&engal part of the system
development or intimately related to the author@ntdbution. These are also
highlighted by footnotes.

5.2 History

QKD research at QinetiQ can trace its ancestryionesof the initial experiments in the
field. Several teams at Malvern were already ingatihg phenomena of quantum
entanglement, single photon interference, squebgkt photon counting and photon
statistics. The breakthrough came in 1992 howevign, the publication by John Rarity,
Paul Tapster, G Massimo Palma and Artur Ekert effitist laboratory demonstration of
entanglement based QKD [1]. After 1993, althougtaeglement research continued,
QKD research suffered a hiatus until the starhefEuropean Union funded EQCSPOT
collaborative project in late 1998, which is whéme full involvement of the author in

QKD research begins.

5.3 Breadboard short range free space system

Free-space QKD work commenced at Malvern with dggirement to construct a short
range breadboard system as part of Work packageeTdirthe EQCSPOT collaborative
project. The design of the system was intended @sngonstration of free-space QKD

over several kilometres using the BB84 protocol [2]

® During the construction of this system, the auth@s responsible for all optical
hardware, drive electronics and trials organisation
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Additionally the system was designed to be capableithstanding high transmission
losses and yielding final key rates at the levelkibdbits per second. This work is
summarised in the paper by the Malvern group inlfBthese early days, little work on
free-space QKD had been reported and virtually fiehe-shelf components were
available. This situation necessitated some inmewatiesign of both optics and

electronics.

5.4 The breadboard Alice transmitter

The transmitter was constructed on & hptical breadboard and designed to switch the
polarisation of short laser pulses between the fequired polarisation states at a rate of
10MHz. The light source was a pulsed laser diodmfPicoquant (LDH-8-1-135 Laser
Head [4]) capable of producing short (100ps) put#e835nm light at repetition rates
up to 80MHz. The short pulse length was chosenetshorter than the timing jitter
introduced by the detectors (>500ps). The lasgpuduwas split into four beams using
non-polarising beamsplitters and then directed ufjho four acousto-optic switches
followed by fixed half-wave plates set for the fqalarisations of §) 45, 9@, 135. A
diagram of the Alice apparatus is shown below guFe 5.1.

Pinhole

Laser source Output lens
7 -
Beam splitters
e |~
Half-wave plates
Lenses Pin hole
Acousto-optic
modulators /O /O Collimating lens
1 1
Beamsplitters Attenuator

Figure 5.1. Diagram of the breadboard Alice. A degource is split into four identical

beams which are then modulated using acousto-aptitulators.

Optical switching of the beams was accomplishedh thie use of four independently
addressable acousto-optic switches which were ralydgwitched using computer-
interfaced drivers synchronised to the laser puls&s this implementation of the
system, the random numbers used for the switchiegewgenerated from a long
(100Mbits) file of pseudo-random numbers storethaAlice computer.
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The four beams (of different polarisations) werentlmecombined and collimated using
output optics consisting of a focussing lens (xXrogcope objective) and (i
pinhole acting as a spatial filter to ensure atbrabined beams were indistinguishable.
This was followed by a collimating air-spaced datildens of 100mm diameter and
focal length 300mm. The resulting output beam diemeas of order 25mm allowing
collimation to better than 40adians.

The pulses were strongly attenuated within the &gtpa using neutral density filters
until the average photon numbey) (per pulse was less than 0.1. This guaranteed that
very few output pulses contained more than one guhofhis type of classical

approximation of a single-photon source is disctissechapter 3. A photograph of the

physical realisation of the breadboard Alice isvghdelow in Figure 5.2.

%- .‘Rgcc.)mbmlngf}f &
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»
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Figure 5.2. Photograph showing the AIi '

A P : 2 7..' g
breadboardsitu at the Pershore laser

range. The major components are labelled.
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5.5 The breadboard Bob receiver

Like the transmitter, the receiver apparatus wa® aonstructed on a Fnoptical
breadboard. In the experimental receiver (Figufe elow) the incoming beam was
collected in a 100mm doublet lens and recollimated diameter of order Imm with a
long-pass optical filter (F) being used to restrickground visible light. The
collimated beam was then split into two by a notapsing 50/50 beamsplitter (NPBS).
This beamsplitter acts as a passive random switelstohg the photons through either a
half-wave plate (HWP) set to provide®4& polarisation rotation or a delay path of 3ns.
The delay allowed discrimination of the two measgat bases by detection timing
(described in [5]). Within the 4%arm a further quarter wave plate (QWP) was used to
correct for birefringence effects in the transnmitieamsplitters.

Objective lens
Pinhole

NPBS

Collimating
lens

F Turning
mirror

Figure 5.3. The Bob receiver layout. An opticalageline was used to time multiplex
the detectors thus saving on hardware costs. THeaN®ve plate was used to rotate the
polarisation of the incoming light by 25vhilst the quarter wave plate was used to

compensate for birefringence errors in the trangsnioptics.

The twin beams were recombined and analysed inagigiog beamsplitter to determine
the measured bit values. The light exiting the psilag beamsplitter was collected in
two free space-fibre optical couplers and traveited pair of multimode fibres to twin
Silicon photon-counting modules (EG&G SPCM AQR121) f6]. The overall optical
detection efficiency of this receiver was measwe®1% (as compared with a quoted
detector efficiency of 70% at 650nm). A photograplthe Bob breadboard may be seen

below in Figure 5.4.
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FigUre 5.4. The Bob breadboard mounted to an optiahle at the Pershore laser

range in November 1999. The incoming optical patshiown in red.

5.5.1 Interface hardware

Both transmitter and receiver were controlled byl @ptiplex GX1 computers each
containing a single Intel Pentium Il microproces$850MHz CPU clock rate) and
running a standard installation of Windows 98. #thing and control software was
implemented in Labview software.

In the Alice computer a Nudaq PCI7300 digital idputput card [7] provided an
interface to an electronic driver which produceé #ignals required to the optical
hardware. Meanwhile, at the Bob computer, the toharrival of each photodetection
was recorded using a two channel time digitisatiam (Guide Technology GT653).

5.6 Software and Protocol Implementatior?

In parallel with the hardware development, a setsoftware programmes were
developed for implementing QKD. The programmes wagsigned to implement the
BB84 protocol complete with sifting and error catien routines. In addition, some
useful diagnostic software was developed. In tkiien, these aspects of the system

are discussed including the novel synchronisatiethod employed by the system.

® paul Tapster was responsible for software writinghis project. However, design of
both software and hardware was necessarily a twopsacess between engineer and
programmer.
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5.6.1 System synchronisation

The need for extremely accurate synchronisatiosearbecause Alice and Bob will
ultimately compare lists of photons with known pidations sent at known times.

In other free space quantum key generation systermgs[8], [9]) the single photon data
transmission is preceded by the emission of a bogtical pulse. The detection of this
pulse serves the purpose of preparing Bob for thential imminent arrival of a photon
within a fixed time window.

The QinetiQ system does not use this approachlerdlily does away with the need for
an extra optical system that must be aligned andctspnised. The QinetiQ
synchronisation system operates on three levels:

Firstly, the internal computer clocks are referehte a pair of local 10MHz quartz
crystal oscillators with a stability of 1 part i0®1(Guide Technology GT300 frequency
standards).

Secondly, a software implemented phase locked (Bdyh) is used to ensure that the
Alice and Bob systems both have clocks that areatipg at the same frequency
Thirdly, a routine for the removal offi@hase ambiguities by prefacing data blocks with
headers of known data is applied.

The process described here is an ideal one whemgthing progresses smoothly. The
individual stages of the process can be observedlignostic purposes using the
software tools supplied. The software and diagnsstire described in a separate
section.

Acquiring lock
Alice sends a set of pulses lasting for 10ms. Betleats a fraction of these photons and

compares their arrival time relative to the neacdstk pulse edge of the local clock,
using the GT653 timing card.

An estimated arrival time is made in a softwareebdadock which corrects for time-of-
flight delay and intrinsic phase differences betwélee Alice and Bob clocks. The
purpose here is to match the frequency and phagedob system clock with that of
the Alice clock.

The average delay in arrival time is determined @set to correct the parameter values
used in the software clock. This process is repes¢@eral times until Alice and Bob
are synchronised.

Although Bob has four detectors the GT timing carsed for accurate timing

measurement has only two data (and one clock) icipartnels.
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To get circumvent this difficulty detectors arekiaa in pairs with the output from one
of the detectors is delayed by 4ns relative todtieer. A histogram of the resulting
timing distribution of detected events is generdigdneasuring the signal arrival time
in the GT card relative to the synchronized clocksps. The distribution of arrival
times in each channel of the GT card has a doulddgu shape where each peak

represents counts from one of the detectors, asrshoFigure 5.5.

ACounts . Delay line length R
Detector A
Detector B
—> ¢— Detector gate —>- ——
K* P Time
Diagonal Rectilinear

Figure 5.5. A schematic histogram of the distribntof events from 4 detectors into 2
timing channels where one detector in each paidetayed. Dotted lines denote the

position of timing windows and the situation degactepresents a stable PLL.

The second set of peaks in the timing distributiepresents events detected in the
second (delayed) detector of each pair. Theref@olarisation of a detected photon is
inferred according to which peak and in which clenihe event is recorded. This
timing distribution can be viewed using a diagnosgirogram called “PLLtest”
described later. The PLL is set by using two timimgdows, where the separation of
the windows matches the known delay introduced éetwdetectors. The phase of the
software clock is adjusted until the ratio of caumiside the timing window to those
outside exceeds a threshold value (fixed in thenswé). When this ratio has remained
stable for 10 seconds the PLL is considered loekeblAlice and Bob synchronised.
Maintaining Synchronisation

Once the PLL is set Alice and Bob have synchronikedelative phase of their clocks
but there are potential phase ambiguities (the tiffight from Alice to Bob could be
many clock cycles and Alice and Bob must be sueg dre referencing the same clock
pulse). This is particularly a problem due to theywhat data is sent. Data transmission
is controlled by using 4 bits of a digital inputtput card (DIO) where each bit
represents one Alice channel.
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A buffer of data values is generated and the biues sent to the Alice unit
synchronously with the clock. However, loading aalbading of the data buffer takes
time and during this pause (of an inexact periodiro€) the synchronisation can slip
such that Alice and Bob will no longer know exaatiizich pulse they are referring to.
In order to rectify this problem data is organiset blocks, each prefaced by a header
containing a pseudo random bit sequence (PRBSYageakefrom a known algorithm. A
recurring pattern of 511 pulses is sent for 40mihcgh there is considerable
transmission loss of data, Bob can correlate higeatled events with the expected
PRBS. The process is repeated with a 1023 bit PRB&low unambiguous pulse
timing identification. The system is then testethgsa 2047 bit PRBS. This process
takes around 110ms to complete. The amount of talacan then be sent is then
determined by the buffer size used by the DIO @ard typically this lasts for 700ms
before the buffer is refilled. Another batch of Hemand data is then started and the

process continues until all the data has been sent.

5.6.2 Software and diagnostic programs.
A series of software programs were written to exgeakeys and access certain sub-
systems in order to perform diagnostics in theupeéind alignment process of the QKD

system. The following programs being particulagierant:

Program name Function Location

Controls the Bob receiver, ensures
Receivermaster.exe synchronisation between Alice and Bob,

ReceiverSlave.exe | Collects data and communicates with master Bob
computer.
Takes random number data from master
Transmittermaster.exe¢ Controls optical output from Alice unit during .
: o Alice
TransmitterSlave.exe| synchronization and encodes random number
onto optical channels.
Rate Counter.exe Displays the count rate in channels A and B of Bob

the timing card.
PLL test.exe Allows behaviour of the PLL to be observed Bob
and controlled
Allows connection between Alice and Boh
slaves .

Table 5.1. A list of programs for use in exchandirgs and diagnosing problems.

ExeServer.exe

Receiver.exe, ReceiverSlave.exe
Runs automatically on system start up and waitsconmunication from the master

computer before attempting to establish the PLL.

Communication with the master computer is perform&dg the agreed protocol.
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When asked by the master communicates its statesei¥erSlave collects photon
events for one block when requested by the mastktleen subsequently passes a list
of detected events to the master computer wherelikéilation takes place.

Transmitter.exe, TransmitterSlave.exe
This program loads automatically upon system stprbut waits for a signal from the

transmitter master before commencing. This progcamtrols the optical output from
the transmitter head. All the processes for symubation, header and block data
transmission described earlier are carried outlsepall lasers, then pulse individually
in a fashion consistent with the random numberdieplied by the transmitter master.
TransmitterSlave does not communicate directly wRbceiverSlave and therefore
knows nothing about Bob’s state, but relies orcalitrol being governed by the master
computers.

RateCounter.Exe

This program gives both a graphical and numerieptesentation of the detected count
rate in the two channels of the timing card. Tlsigarticularly useful when optically
aligning the transmitter and receiver where maximgishe count rate in channels A and
B is the way of obtaining optimum alignment. Foachels A and B a horizontal bar
progresses across the screen to represent inggeasimt rate. The scale of this bar
adjusts automatically so that changes in the r&ten@st easily observable.

PLLtest.exe

This program displays graphically the behaviouth&f phase locked loop. The locking
process is as described in section 5.6.1. A sche¢ref the program front panel is
shown in Figure 5.6. The program has 2 graphicgldys showing the double-peaked
time histogram for the two channels of the timiagdcand a phase diagram.

In the histogram the total width of the distributidhe resolution and timing window
properties such as width and separation, are gisgland can be controlled using the
parameters on the left of the screen. The histogdamwn in Figure 5.6 shows timing
the timing distribution for channels A and B eadthviwo peaks from the presence of 2
detector outputs with a relative delay. The timivigdows used to gate incoming pulses
are shown as vertical lines on either side of #@re of each peak.

Stable condition:

When first started the display may be featurelsstha system adjusts the virtual clock
to match that of Alice. As the system homes intm dorrect values large peaks in the
data may drift across the display, eventually naaglinto two peaks that are stabilised

about the centre.
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As the PLL stabilises the Lock indicator at thetbot of the panel gradually changes in

colour from red to green to show a firm timing ldeétween transmitter and receiver.

This program requires a total count rate of leas tBOkHz to operate.

& PLLTestPCL.vi

Resolution (ns)|

Gated

Lock delay time =

10.00

Initial frequency -

10000000.0

I Long| [6.54kHz
Span (ns) ﬂ Iﬂgj 12.2kHz
4z00_ | T
6 | | 5.50kHz
Time interval (s)) —————
o
Measured
Threshald i Offset| 735
§|' -0.50 Extra skew -0.05
Edge
Parameters Total gated
Detect gate|2[ 2,008 [ 343kbz |
Detect offset|3|  6.500E-9
Channel skew|5 0.00FE+0 MQMI
Time conskant e 0,50 17.1kkz
Segment time |5 0.010 M
Final lock gate|s[  1.70E-8 [ soz|
Lack threshald|5 0.10
Dropout time| 5 2.00 Querran (s

0.0

FELT!

EXIT

&, 10

Overflow

J Phase rms {de

7275
% Frequency (He

9999999 975

Status
Lock| Runningﬁ 30 25 40 45 50 55 &0
@ L Eihed] Time span (5)/3[ &0.00

Figure 5.6. Front panel of the PLLtest.exe prograin.screenshot of a diagnostic
program “PLLtest.VI”. The top window shows four toigrams (representing photon
detections in the two channels) displayed in twin4.timing gates separated by the
delay line propagation duration. This system iskkxt (i.e. Alice and Bob are

synchronised), as shown by the green marker dbattem right of the frame.

Send Matrix.exe

Automatically launches ReceiveMatrix on the Recailae machine.

ReceiveMatrix

This is another program useful for system diagoest fixed pattern modulation of the
lasers is performed by the transmitter and theridigion of detected events is
examined to allow correlation with the pattern sénmatrix is produced of count rates
in the receiver channels as they are distributedsacthe different bases. The detected
events are sent with known polarisation and théridigion across the detectors is

predictable in an ideal system.
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This can help to diagnose potential problems wht @lignment of polarisation either
within the transmitter or relatively between Alieead Bob units. It will also show the
relative intensities in each of the detectors. Tn@yram requires the total count rate to

be less than 30KHz to operate.

3! RecieverMatrix.vi Front Panel

File Edit Operate Tools Browse Window Help °'9F!°
||_{> 1@‘ _@l 13pt Application Fant | I| " I|7|]:v ”ﬁv I
Performance .
;RB?UThreshold Datalength g?n;sug FEr:ﬁ:::cc 999999;-2? ‘ Sujss
average of
Detector matrix| [ Rates (kHz) BER
[ 043] 058 004 029 1.351 [7.097
HMioms
w7023 092 025 006 1462
0.05 0.13 0.68| 059 1.443 ¥
0.12) 0.05 0.37| 0.64 ‘ 1.18 4 I
Lock —r— —
2 0.83 1.68 1.34| 158~
Current Block
A Lon B Long| A Shortf B Short —
g| g| | | = Target makrix
eyl fome e N O
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Standard encoding is as follows
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4 zl 1 x
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Figure 5.7. A typical matrix generated by SendMaEXE

The four rates on the right hand side of the mathruld have similar values. These
numbers show the total count rates received wheh e&the four Alice channels is
being used with the other three channels off. Aificant lack of balance here results in
reduced security (it may or may not also degradeBER). If this happens it would be
necessary to readjust the Alice channel intensities

The matrix itself contains sixteen numbers but omight of these contribute to the
QBER. These are the leading diagonal (which shbalds large a number as possible)
and the second broken diagonal (the numbers shoidd, 0.06, 0.05, 0.05 in the
screenshot). The broken diagonal numbers shoulktsmall a possible to get a good
QBER. Large numbers could indicate a polarisatioa signal to noise problem. This
would either indicate a low signal level due to patignment, or a high background
level due to excessive ambient light.
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5.7 Experimentation and Trials

5.7.1 Laboratory tests

In preliminary laboratory tests the system was shtavgenerate raw key data at rates
up to 10kilobits per second (kbps) when simulatin$0dB transmission loss over the
short transmission path and using a mean photorbeym, of 0.1 photons per pulse.
This suggests that the overall receiver efficiem@s around 10%, although in the
laboratory it was possible to achieve almost tatelence of background light enabling
the use of simple colour glass filters and multidadibre coupling for the detectors.
The system error rates in the®4hannel were initially found to be high (>10%). §hi
was attributed to birefringence in the various sraitter recombining beamsplitters and
was compensated for by using a single quarter wpéate in the receiving optics 45
channel. The error rate was subsequently measaredah channel at approximately
2%.

Mean photon number
0.01 0.0027 0.0008
(+/-5%)
Simulated loss
10 16 21
(dB)
Raw key rate
. 10000 1445 295
(Bits/s)
Sifted Key Rate
_ 5000 722 137
(Bits/s)
Corrected key rate.
. 4500 432 76
(Bits/s)
Error rate
2 3 6
(%)
Error correction efficiency
90 61 55
(%)
Total key exchanged.
_ - 23800 8320
(Bits)

Table 5.2. Key exchange results from laboratorysteBhe mean photon number here is
the number arriving at Bob after the simulated I@¥8: The results show a non-linear

relationship which is probably due to misalignmeftthe beam due to beam-shift

introduced by multiple, thick neutral density fite
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The initial key sift reduced the bit rate to ~5 khyhilst the inclusion of error correction
(at 2% error rate, roughly 90% efficient) yieldedimal key exchange rate of order
4.5kbps. Using a 10Mbps Ethernet link between W@ ¢omputers sifting and error
correction were performed in real time. The resoltghe brief laboratory tests are

shown in the table above.

5.7.2 1.2km Field test

With the successful completion of Initial systerst$ein a laboratory environment, the
system was moved to a dedicated optical testingjtjatocated at a disused airfield
near Pershore, Worcestershire, U.K. The facilityststs of two compounds, equipped
with optical laboratories (including stable optidables) separated by a distance of
1.2km. The two laboratories were connected by acdeztl low speed (19.6kbps)
microwave link for instrumentation purposes. Anialerview of the test facility is
shown in Figure 5.8.

The receiver system was carefully shielded from laaking light allowing the system
performance in daylight to be tested. Using simgt&le fibres coupling the detectors to
the telescope and 5nm bandwidth interference diltdark count rates in bright, sunny
conditions were measured at approximately 10kcppping to below 1kcps after dark.

/4;/ _, : : # .u...._.(,ooglc

T L, -
Imagery Date: Apr 30, 2007 52°08'2 "N v 35 Eyealt 777m

Figure 5.8. An aerial view of the initial systensttesite at a disused airfield near
Pershore, Worcestershire, U.K. The transmissiom pas 1.2km (marked in red) along
the side of a former runway with the two compouwuaisected by a microwave link.
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The transmitter was also shielded (to prevent ligggkage from the transmitter
laboratory from entering the distant receiver) aligned on the receiver at a high
power setting. Turning mirrors with fine manual noimeter adjustment were used for
the alignment procedure.

During alignment a detector count-rate-meter suggam allowed receiver photon
counting rates to be monitored remotely at the stratier. A screenshot of this
diagnostic tool can be seen in Figure 5.9 below.

20.00 kHz |-

OCE+0  BOE+3  ID0E+3  1BOE+3 20«

24.00 kHz .

A channels diagonally polarized
E direct vertical; B delayed

Figure 5.9. A screenshot of the diagnostic progf&atecounter”. The program allows
real time monitoring of receiver count rate at bo#imote and local terminals. This is
very useful for alignment and testing.

The beam was then attenuated and the collimatidrfina alignment of the transmitter
and receiver optics was optimised. It was cleathat stage that collimation of the
transmitter beam was limited by turbulence indute@m wander. The minimum
collimated beam diameter achievable at the recemas of order one metre. For an
example of the effects of turbulence over the saraesmission path the reader is

referred to chapter 3, figure 3.27.
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Key exchanges were achieved at various optical podewn to 0.1 photons per pulse
with full key sifting and error correction implented over a serial link between
transmitter and receiver computers. Key rates amnsarised below in Table 5.3.

Mean photon number
0.92 0.27 0.163 0.1
(+/-5%)
Raw key rate
_ 2.22 1.08 0.55 0.35
(Kbits/s)
Sifted Key Rate
_ 1.098 532 270 173
(Kbits/s)
Corrected key rate.
_ 367 256 104 18.2
(Bits/s)
Error rate
5 6.4 7.5 11
(%)
Error correction efficiency
33 48 38 10.5
(%)
Total key exchanged.
. 3672 2559 2921 1442
(Bits)

Table 5.3. Summary of results from the 1.2km systemThe test run culminated in a

key exchange with @of 0.1 achieving a 18bps final key rate.

With the classical channel bit rate limited to t#2kbps of the microwave link it was
not possible to sift and error correct in real tiagethe key sift operation requires the
timing data (a 32 bit integer) and measurementsbiasieach photon arrival to be sent
from the receiver. (A transmission rate in excesg0kbps would be required for real
time sifting in this experiment).

Typically, key sifting could be performed at arou2idd bits per second. Cascade error
correction is much less data intensive and cougtaip at more than ten times this rate.
The main limitation to the experiment was foundéothe high turbulence levels on the
low level path and high error rates due to backgdotounts. Higher order atmospheric
effects such as scintillation and wavefront angfeaaoival fluctuations were not
considered to be a major problem over this shageaand were not corrected for.

A second trial was planned over a 1.9km elevateavdi turbulence) path with
improved background rejection in an attempt tovadie these problems.
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5.7.3 1.9km system trials

For the second trial an elevated optical path ftbe laboratory (60m elevation) to a
site on the side of the Malvern hills (260m elesajiwas chosen in an effort to reduce
the effects of turbulence. The optical beam wasxicess of 30m above ground for most
of this downwards slanting path which extended o¥&km. The transmitter was

located at the high end of this path looking dowtha receiver. An aerial view of the

experiment is shown in Figure 5.10.

——1.9km Transmission path

:L._._.(,ooglc

Figure 5.10. An aerial photograph of the 1.9km sanission path. Most of the path was
significantly (>30m) above the ground with the tsamtter at the highest point, located

in a public house (inset: telescopic view fromreeiver location).

By careful focussing the transmitter beam coulddmiced to close to the diffraction
limit (of order 0.12m). However, beam wander duetddbulence and transmitter
pointing stability was still of order 20cm (ld@&dians) and it was found easier to work
with the beam diameter closer to 0.5m to stabiligecounting rates. The background
count rate was minimised by confining work to nigidurs only and blocking local
stray light sources including street lamps. Theseautions allowed the use of coloured
glass filters and multimode fibres for detector miong. Background rates of between 1

and 4kcps per detector were reached.
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Trials operations proceeded in much the same wayoaghe 1.2km trials. The

transmitter and receiver locations were linkedH®y public switched telephone network
through computer modem cards with a typical bite rdtetween computers of
approximately 33 kbps. This arrangement allowed kaysifting at around 500 bits per

second and distillation of error corrected keyrauad 1 kilobit per second.

Mean Raw key Sifted Corrected | Error Error_ Total key

photon correction

Aumber rate Key_ Rate key_ rate. r;ate efficiency exch_anged

(+-5%) (Kbits/s) | (Kbits/s) (Bits/s) (%) (%) (Bits)
0.76 3.8 1.9 954 6.48 51 21465
0.45 3.1 151 850 5.9 56 19045
0.39 2.55 1.27 651 6.2 51 14710
0.19 1.35 0.53 256 10.7 16 2559
0.16 1.11 0.57 304 6.44 54 13635
0.15 1.08 0.54 257 8.2 47 14197
0.39 2.49 1.24 685 5.1 55 15345
0.32 0.985 0.49 299 4.9 55 12992
0.126 0.574 0.28 162 6 57 8540
0.092 0.30 0.148 81 6.5 55 8116
0.081 0.25 0.123 71 5.65 57 6794

Table 5.4. Summary of results from the 1.9km Qkadlstduring November 2000.

Table 5.4 shows a selection of results taken duhiegrial at various values pf From

the results shown the estimated effective transamsi®ss, L, is approximately 20dB
for the range of experiments carried out. The trassion varies from experiment to
experiment as a result of beam wander and varyollgmation due to atmospheric

turbulence.
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5.7.4 The EQCSPOT long range systém

With the intention of fulfilling a deliverable fawvork package three of the EQCSPOT
programme (and as a project finale), a long digam@l of free-space technology
developed in the programme was proposed. The teéavos/ed in the trial were the
DERA Malvern team from the U.K. and the Ludwig-Maxilians Universitat team
from Munich, Germany. The objective was the denratisin of at least a 10km key
exchange using the miniaturised technology develogaring the programme. The
target transmission distance was chosen as it waxdess of the equivalent vertical
path to a low earth orbit satellite thus demonsigathe preliminary feasibility of
ground to satellite QKD.

In order to minimise the effects of turbulence thels location was chosen over an
elevated path between two mountains in Bavariatheon Germany (within reasonable
driving distance of the LMU campus). For the reeeilocation, a cable car station on
the peak of Karwendelspitze was specified, whitg transmitter was located at the
Institute for Extraterrestrial Physics, a small esimental facility on the summit of
Zugspitze, also reached via cable car. The distaaparating these two locations was
measured by GPS as approximately 23.4km, at the, t2001, by far the longest

attempted free-space transmission of QKD report&§ [11].

5.7.5 Long range Alice

The Alice transmitter was built on a 300x600mm cgdtibreadboard incorporating a
novel miniature Munich-built transmitter module anfolded optical path. The source
was expanded and then collimated with a simplestelee (100mm output lens) to a
beam diameter of approximately 50mm. Whilst thepatitvavelength was specified as
850nm a tracking laser was included operating &n68 sufficiently spectrally
separated from the Alice source to avoid crosstaike. The transmitter was equipped
with a Perspex cover for protection with the wheystem mounted on a heavy tripod.
A tracking camera was slung beneath the breadbasrdn alignment aid. The first

iteration of the transmitter may be seen belowigufe 5.11

" This effort was a collaboration between the LMW &/ERA teams. The author was
responsible for the Alice optical system (not tlwéual emitter) and tracking camera,
Alice interface electronics and trials organisationthe U.K. team.
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Miniature
Transmitter Output lens
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mirror

Tracking
laser

Tracking
camera

Figure 5.11. Photograph of the initial long dist@nalice transmitter. During the trials
several improvements, such as pointing accuracyie weade based on practical

experience.

Initial problems with pointing accuracy led to thgstem being remounted on a micro-
radian sensitive pointing stage. In common withvimes EQCSPOT free-space systems
the Alice module was driven at 10MHz to producespalrandomly polarised in 0, 90,

45 or 135 degree polarisation directions.

5.7.6 Long range Bob

The Bob system consisted of a 30cm diameter comate@chmidt-Cassegrain

telescope (Meade LX200) with computer controlleéhpog capability. The telescope

output was coupled to a “flip” mirror allowing twautput ports. The first port was used
to mount an adapted version of the Munich compactgn counting detector module
(similar to the generic Bob discussed in chaptemdhjist the second port was coupled
to a CMOS camera used for tracking purposes. Tlesdepe barrel was adapted to
mount a low power 532nm tracking laser and the wlsjlstem was mounted on a
Meade proprietary tripod. A photograph of the Bgstem is shown below.
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Figure 5.12. The Bob optical system seen in-situthet cable car station on
Karwendelspitze. Essential components requireditagdue to the exceptional cold at

the altitude and time of year.

5.7.7 Trials operations and results

Due to the inclusion of versatile interface elesics and systems, it was possible to use
the controlling computers, complete with softwarel aliagnosis programs, from the
previous U.K. trials.

Coarse alignment was achieved by directing a lowgvalignment laser from each end
in turn and adjusting the tripods iteratively. Fiakgnment was then performed by
switching off the alignment lasers and substituangalignment source designed to emit
through the pinhole of the spatial filter of Alic®nce aligned the system was tweaked
using the data sources

The collimation in the Alice system was such th&2Z4km the beam was 1-2 metres in
diameter. This led to lumped optical losses of aldi@20dB. With a receiver efficiency
of around 15% and using faint pulses containingobdtons per bit the detected bit rate
at Bob was about 1.5-2kbps. Sifting and error aiva were then performed over a
standard mobile telephone link equipped with sofevanodems and G.S.M data
capability.
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Early in the trials an optical free-space link vimplemented via a separate channel and
was used for voice over IP (VOIP) and data exchabgéortunately, alignment issues
over these long haul channels were such that tithout active tracking the system was
untenable.

A selection of successful key exchange results filwartrials are shown below in Table
5.5.

Number of photons per bit
0.37 0.27 0.18 0.096 0.081
(+/-5%)
Raw key rate (bps) 4484 2505 2651 2627 2127
Background (bps) 6268 5504 5578 4516 4474
4.11 5.24 4.54 4.77 5.81
Error rate (%)
(1.96) | (3.08) | (2.94) (2.41) (2.94)
Error correction efficiency
51 56 51 56 49
(%)
Final key rate (bps) 626 396 363 367 246
Total exchanged Bits 9395 4341 5448 5399 3799

Table 5.5. Key exchange results from the trialshat Bavarian Alps in the winter of
2001. Error rates in brackets result from the camttion of the background.

Background count rates were considered high far éxiperiment due to the optical
scatter from the snow covered trials locations t#weduse of coloured glass filters in the
receiver optics (Schott RG780). As a result, adapgrt of the error rate can be
attributed to the elevated background count. Theameing error rate resulted from
errors in the polarisation due to imperfectionghie optical system. As seen above the
error correction efficiency at these error ratesapproximately 50%. Overall the
efficiency of the key reconciliation process is apmately 16% with a factor of 0.5
lost in the initial key sift, close to 0.5 losttine error correction and finally a factor of
~0.33 lost due to the efficiency of the data blowithod of transmission.
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5.7.8 Discussion of trials results

Key exchanges were achieved in all of the trialthwiarying degrees of success
showing that free-space QKD is a viable technol@yen over several tens of
kilometres. All of the experiments produced sifeetl error corrected final keys as part
of the complete system implementation. An informatfigure of merit for QKD
schemes is the quantum bit error rate (QBER). Betbe QBER is plotted against the
the error correction efficiency using the data mead in the full set of trials presented
above. For comparison the data is set against tlaardn limit for error correcting

codes and the Taavski estimate for the Cascade error correctingratgn.

120 T T T T T T T T T T T T T

— Shannon limit
©  Laboratory
B 1.2km
4+ 1.9km
4  23.4km
--------- Tancevski

100

80 \
60 \

w'ty \

Error correction efficiency (%)

20

0 5 10 15 20
Measured QBER (%)
Figure 5.13. Error correction efficiency plotted agst measured Quantum bit error
rate for the experimental data shown in tables @&6ve. Also plotted is the theoretical

maximum efficiency (Shannon limit) and the estithag#ficiency of Cascade (after
Tancevski et al).
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The reason for using error correction efficiencyadgyure of merit is that at the time of
these experiments there were no robust securitlysesavailable for operating QKD
systems, thus a convenient measure of the effigiehcsecure key generation of the
system is to compare it with the theoretical besies (i.e. Shannon and, in the case of
the Cascade algorithm, Taavski et al). In the graph above, the Shannon land the
Tantevski estimate could be regarded as analogoustaéa of “gain” introduced by
Lutkenhaus and developed further by other reseeschigch as Gottesmann, Lo and
Preskill (see chapter 3, section 3.3.3-3.4.3).

Clearly the implemented error correction routin@rapches the T&evski limit when
dealing with errors around 5%. Error correctiorkeys with greater than 10% error is
extremely inefficient. At low error rates the cadeanethod has to reveal and discard a
minimum amount of information (~30%) to check forogs and estimate an error rate.
For this reason longer key strings are advantageadswould tend to exhibit better
correction efficiencies.

Another factor to be considered is the developnoéithe system itself. By the end of
EQCSPOT the complete system was operating overesaag order of magnitude
greater than at the start. Furthermore, systemhsidedecreased by at least a factor of
two with the coupling telescopes being the largestponents. In addition the practical
experience gained was to prove invaluable for ugystem and software design.

5.8 Conclusion

This chapter has documented the author’s involveinethe early development of free-
space QKD systems from 1996 to 2001. The work dexuthe construction of
complete demonstrator system hardware and elecgdar the European EQCSPOT
collaboration. This work took place against theKgaound of very little prior art of
system construction. Several key exchanges wereen@er varying distances,
culminating in a world leading transmission dis@nat the time, of 1.9km (even
reported in the national press at the time [12]).

Elements of the system were used later in a calddlom with Ludwig-Maximillians
Universitat, Munich achieving another record of3a4km transmission distance.

The mountaintop experiment described above effelgtimarks the end of the first
decade of development of free-space QKD systems.pEmniod was characterised by
constant development and miniaturisation of systemponents as well as software
refinement leading to extension of key exchangegea(from 30cm to 23km) and

moving QKD systems out of the laboratory and i@ tteal world.
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Chapter 6 —Research and Development work, 2002-2006

6.1 Introduction

In the previous chapter, the design, build andrtgsdf a primitive free-space QKD
system was described, culminating in a 23.4km ra@D experiment in the
mountains of southern Germany in 2000.

At this time several similar (from the point of wieof maturity) systems were being
tested in almost real world scenarios. Howeveg By new technology application,
the systems were bulky, heavy, power-hungry andabies requiring much attention
from highly skilled operators. The next phase in[esearch was to see concentration
on sub-system design such as single photon courgysiems, random number
generators and miniaturisation of QKD componentsis Tchapter will review this

developmental phase, in terms of research and aawent of free-space QKD at

QinetiQ.

6.2 QKD development at QinetiQ
With the end of EQCSPOT, QKD research at Qineti@tiooed under the auspices of
several collaborative programs, namely QUCOMM (Lahgtance photonic Quantum
communication), ICQKD (Intercontinental QKD) and A®SPACE (Quantum
communications in space). In mid-2004, the teaQiaétiQ also received funding from
the UKMoD basic research programme to developdpaee QKD technologies.
Part of the way into the project, a proposal waired from BBN Technologies of
Boston, Massachusetts, with the intent of acquirangree-space QKD node for
inclusion in the DARPA guantum network, a metrofawli test bed for quantum
cryptography [1].
As a result of these funding sources, the maindafuQKD research at QinetiQ during
this period was:-

* Random number generator suitable for QKD use.

* Development of compact QKD transmitter technology.

» Development of compact QKD receiver technology.

» Software and algorithms.

« Demonstrations and long range trials of components.
Each of these areas will be discussed in turn aitlescription of some of the tests and

trials conducted to validate system designs.
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6.3 Random number generator developmerit
Random numbers are at the heart of a QKD systere. silection of the output
polarisation state of the Alice transmitter mustredom [2] so it is important to be
able to acquire high speed, high quality random lmensiin order to make that selection.
Previous QKD experiments, for the most part, eiteed a pseudo-random file stored
on a computer hard drive [3] or a white noise seui] to generate the random
numbers for switching Alice. The former approackkt the required randomness
whilst the latter tended to be slow. The objecttto§ work was to produce a robust
source of random numbers with several properties:

* Simple construction and low cost.

e Minimum random bit rate of 10Mbit/sec.

* High quality randomness.
The method chosen was that based on the amplificatfi electronic noise in a
transistor amplifier. The reasons for this choi@swhat this type of noise source was

easy to implement and provided a well-known, sdelaiethod of noise generation.

6.4 Prototype RNG

To achieve the design goals, a simple circuit wesighed using LM733 differential
amplifier integrated circuits in a twin channelre@ amplifier cascade configuration.
The design featured amplifiers with a gain of apprately 100 and included an
adjustable attenuator placed between each staggalDweach channel was designed to
produce a voltage gain of approximately’.1Thus noise present in the first IC was
amplified by the subsequent ICs to generate arognalnoise voltage of approximately
500mV RMS amplitude. The spectrum was reasonalaly ifi the frequency range
10kHz to 20MHz with the overall amplifier bandwidtheasured at approximately
50MHz.

This white noise was then added to a DC voltagellend fed to a buffer amplifier
(Texas Instruments BUF634 amplifier). The two cledarof analogue noise were then
connected to two of the input bits of a 32 bit @igl/O card in a PC. The I/O card was
set to perform a thresholding operation, recordind when the analogue voltage

exceeds some threshold and a 0 bit otherwise.

® This work was conducted in collaboration with P&apster. The author was mainly
responsible for the hardware design and fabricatibiist PT was largely responsible
for software and testing.
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The mean DC level delivered by the analogue stage adjusted to ensure that the
probability of the digital levels being 1 and 0 @ close as possible to 50% each. A

schematic of the circuit is shown in Figure 6.1

Power supply

Linear Linear Linear Linear
regulator regulator regulator regulator
TN N N N Personal computer

x100 @ @ I@_, with DIO card

|_—Jadjustable DC level

Figure 6.1. Schematic of the prototype random nungemerator. The noise source
consisted of a twin channel amplifier cascade g output being sampled by a DIO
card resident in a PC. A DC voltage source wastéedach channel allowing the mean

voltage level of each channel to be adjusted.

In the design and construction of the circuit, caes taken to avoid positive feedback
(which could have led to oscillation of the cirguiPower supply decoupling was

achieved with the use of multiple value capaciadrevery component with power being
supplied by several linear regulators. The RNG wiutpas fed to the input ports of the
DIO card using high quality shielded cable. TheitdlglO card was programmed to

sample its inputs at various rates and transfen tttethe PC memory. Once loaded into
the computer memory various operations were peddrmo verify and, if necessary,

increase the randomness of the bit stream.

In the first instance an exclusive-OR function weed (on non-temporally adjacent
bits) which is known to have the effect of decregdhe bias of the random bit stream.
An optional compression stage was also added, ltptine quality of the random bits

to be improved almost arbitrarily at the cost dfrhte.

A suitable compression algorithm was used to cdntrer 20MBit/sec raw data to

10MBit/sec. The deviations from ideal random biereithen barely detectable.
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6.5 Brassboard RNG
Whilst the performance of the prototype RNG wassEattory, further development

was proposed with the goal of improving noise pannce and random bit rate. The

opportunity was also taken to improve the utilifytloe device for QKD purposes. To

this end an improved design was produced incorpgyaeveral improvements to the

original. These are listed below:-

Better amplifier circuit, including gain shapingealding to a wider
bandwidth allowing a greater sampling rate of thse.

Double the amount of amplifier channels allowingnpéng across 4 input
bits of the DIO card thereby doubling the randormbar yield.

Automatic bias adjustment. The random numbers wesatinuously

sampled and tested. Any variation of bias resutiezh error signal fed to an
onboard 4-channel 12-bit DAC allowing continuouguatinent of the DC
offset voltage (and thus the output bias).

Industry standard PCI form factor. This allowed BNG card to be plugged
directly into the PCI bus of the Alice PC and woaltbw the use of multiple
cards in a single PC.

Redesigned power supply. Power was drawn from ahgpater PCI bus and
conditioned by several DC-DC converters, each fepai linear regulator
(one for each amplifier stage). The DC-DC converteere synchronised
such that their switching frequencies were idehti@e “sync switches” in
the photograph were included for testing the eéfedt any, of loss of
converter synchronisation).

Use of HF construction techniques and a metal segeenclosure for the
amplifier circuit to provide protection from eleastmagnetic interference,
both incoming and outgoing.

Professional PCB manufacturing techniques with ke of ground and

power planes and effective power supply decoupling.

The final realisation of the card can be seen gufa 6.2.
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Figure 6.2. The brassboard PCI random number geioenaith EMI enclosure opened

to show the four amplifier channels.

6.6 RNG testing

A measure of all deviations can be summarised bByShannon Entropy, which is a
measure of the information content of the randots [B]. The measured Shannon
Entropy of this system was 98% of the ideal valbewever, measurement of the
entropy of the device is not generally considereffigent to guarantee high quality
randomness.

In light of this the RNG described above was sukpdo the tests detailed in both the
FIPS 140 standard [6] and the Diehard suite [7].

6.7 General RNG performance
The set of graphs below depict the frequency spectind autocorrelation functions of
the output of the RNG. The random bit generatom&tbextremely small deviations

from perfection.
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the normalised power spectrum and the autocorretatf the sampled bits. Three sets
of results are plotted for the raw data: top witAngpling at 80Mbit/s, middle with
compression to 40Mbit/s, and bottom with compresg®0Mbit/s.

Figure 6.3 above (top right) shows the autocorniaplot from the raw output of one
of the RNG cards delivering 80 Mbit/s. The regydattern of spikes is due to unwanted
coupling from the electronic power supply into tteeddom output channels. Careful
design of the power supply reduced this effecess Ithan 0.25% but did not eliminate
it. The graph at the top left of the figure shole same information in the frequency
domain, where a set of harmonics of the 140 kHzisps signal are easily seen. By
using software compression of the raw card outpase artefacts can be reduced or
effectively eliminated. The two diagrams in the diedrow of Figure 6.3 show the
effect of compression by a factor of two, reduding output rate to 40 Mbit/s. There is
more than two orders of magnitude reduction in $nee of the effects, and the
autocorrelation is now less than 0.001%.
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The compact QKD system currently requires 20Mbftem the random number
generator for real time operation, and so a fagtdour was used to compress the data.
With this compression it was no longer possibldita any deviations from perfect
performance with the samples of'1bits used for these data. The lower two plots show
the quality of the random number generator in thecempressed mode. The regular
peaks indicating deviations from perfect perforneahave now disappeared, and the
horizontal noisy line appearing in both plots mershows the statistical fluctuations
inevitable whenever a finite sample of random tsitanalysed.

The actual deviations, as measured by the comektimust be accepted as arbitrary in
the absence of angobust published standards. Probably the most used malis
standards in the community are FIPS 140 and thbdbiesuite, of which the Diehard
tests are the most constraining. It was found timatoutput of the RNG could pass the
FIPS 140-1 tests without using any post procesgsugh as the XOR method),
however, this was when the device was fully warmpdand operating at an ambient
temperature close to that at which it was last stdpi To demonstrate a more robust
behaviour, the FIPS 140-1 tests were also run ensthftware compensated RNG
output.

It was found the RNG passed the tests from coldosed a wide range of temperatures.
To simulate the degradation in performance expeestseh operating the system over a
wide temperature range, the bias adjustments welibedately offset to make the
probability of 1's in the raw output 55%. Then &ghe Gigabit random number file was
created by running the system for 20 minutes wWithdoftware compensation algorithm
in use. Since the tests specified in FIPS 140 requnly 20,000 bits, all the tests were
repeated 400,000 times thus using all the bitheénfite. The result of this was that one
of the tests (the runs test) failed on one occasind all the other tests were passed.
This outcome is expected, since in the natureatissical tests an ideal random number
generator is expected to fail on rare occasionss Ehbecause even a true random
number generator will sometimes generate sequemicie appearto be non-random.
The randomness of the RNG described above is thtfegh as far as these tests are
concerned.

The data with x2 compression passed the Diehatsl bes it was obvious that artefacts
still remained when using our own correlation t@$terefore the RNG system was used

with x4 compression in the absence of any guidémoe published standards.
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6.7.1 RNG speed

Using a PC running a 400MHz Pentium Il procesduw,rate at which raw random bits
could be generated and saved to a data file wasliftube 2.64x10bits per second.
Although the DIO card was sampling 4 bits at a @ftdl0’ samples per second, the
overheads associated with formatting the datastearing it to the PC memory and
then writing it to the hard disk reduced the data to 65% of the theoretical maximum.
Later tests conducted using a 1.7GHz PC allowed mte of 3.73x10bits per second
to be achieved. As noted above, if the XOR basa&tpemsation scheme is used the bit
rate of the RNG is roughly halved. It was foundt tte Pentium Il was able to produce
essentially perfect random bits at a rate of 1.44%its per second, whilst the 1.7GHz
PC provided a bit generation rate of 2.00%bils per second (i.e. 20Mb/s). A patent
application is pending for the implementation of tandom number generator and its
development [8].

As far as the author is aware these bit rates caarfpaiourably with all hardware based
random number generators reported to date. For @easee [9], [10] & [11].

6.8 Development of a compact QKD transmitte?

Previously, a prototype Alice system was descrivbith featured a commercial pulsed
laser source combined with acousto-optic beam bwigcto generate the optical pulses.
In addition, the electronic drive circuitry was Wbufrom a mixture of discrete
components and 7400 series TTL integrated cireuisinted on standard Vero-board.
Power was supplied from standard laboratory typeveposupplies. Whilst this
arrangement was satisfactory for a demonstratog, sistem was cumbersome,
inefficient and fundamentally limited in switchingpeeds by the response of the
acousto-optic modulators (<25MHz) and the bandwadtthe electronics (~50MHz for
TTL logic).

A new approach was proposed whereby the Alice tn#@tex would be redesigned to
operate with four, individually pulsed, laser diairces coupled to a miniature optical
system and housed inside a compact module. Themsysias to incorporate several
improvements identified in the light of the tri@sperience gained by the team.

The approach effectively called for a completelywndesign of a compact QKD

transmitter in which the following elements werasidered:

*This work was conducted within a team environm@hie author was responsible for
design and fabrication of all Alice electronicspltag, termination design aniaitial
design of the optical system. Of course, all fosant members had their own
responsibilities but also at least some input totler parts of the programme.
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* Fast pulse generator — creation of a simple, fesst effective pulse
generator suitable for pulsing laser diodes.

* Alice driver PCB — Design of a single circuit boacdntaining all the
necessary components to operate an Alice trangsmitte

* Miniature optical bench design — complete with athble mountings for

laser diodes and optics.

6.8.1 Fast pulse generator

In a well designed optical system the main soufagtse is background radiation, that
is, stray radiation entering the detectors andticrg&rroneous data counts.

A useful method of achieving a reduction in backupeb noise is to electronically “gate”
the photon detectors. To do this, an electronie gatopened when incoming light
pulses are expected, and closed again as soonsamlpothereafter. Thus, only light
(signal and background) arriving over the duratibthe gate is admitted to the photon
counting system.

Clearly then, the shorter the gate, the smalleatheunt of noise admitted to the system
(up to a point, since once the gate becomes tomwasignal loss begins to occur),
provided that the transmitter can emit pulses widah fit inside the gate and both
transmitter and receiver can be synchronised witficgent precision. For this reason, a
simple circuit was designed with the intention ehgrating short laser pulses (~1ns) at
medium to high frequencies (10-100MHz). There ag®eml methods known to
produce pulses suitable for pulsing semiconductsers. Initially, the method of pulse
generation investigated was that of creating awllarbreakdown in suitable transistors
(for instance the 2N2222 NPN transistor). This iswall-known method and
experimental circuits produced perfectly adequatisgs (see, for instance, [12]). The
main disadvantages of this technique were the higtages required to initiate the
avalanche process (<200V) and the breakdown pratsdg which tended to induce
crosstalk amongst the four channels when implendeimtdest circuits. An alternative
method was then investigated in which a pulse regeged by propagating a suitable
transient through a delay line differentiator saslthat described in [13].

6.8.1.1 Delay line pulse generator

The delay line based pulse generator is not a roem,i however, with modern
components and fabrication techniques, the capiabilbf these circuits are tremendous.

For instance, pulse widths as short as a few hdngieseconds have been reported
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[14] by using the latest step recovery diodes (4&¢ for an excellent discussion of

SRDs and their applications) and circuit design.

The pulse generator uses a step recovery diode)(8&Ipled to a shorted delay line to

generate a fast pulse. The generator functionpkaaed below:

Shorted

I_\_l_’ rdelayline “x
- B
@ él‘\ h -,

| | Vout

Diode

“snap off” e

Figure 6.4. Diagram showing operation of the stepavery diode — delay line pulse

generator.

With reference to Figure 6.4 above the operatiothefgenerator proceeds as follows:-

1.
2.

A square wave drive signal is applied to the ingithe pulse generator.

Whilst forward biased during the positive half @ydf the drive signal the SRD
conducts as normal. However, as the drive sign@rernts negative half cycle,
the diode continues to conduct as the stored changgnoved from the junction
region of the device. This process occurs slowlponmal diodes, but in SRDs
the junction region is engineered to remove therge abruptly, thus creating an
abrupt conductance change. This abrupt changensnomly called “snap-off”
and is shown in Figure 6.5 below.

An abrupt change in current in the SRD producesalampt change in voltage
across the load. This abrupt change travels tshiogted length of delay. This
transition is then split between the transmissioa &nd the shorted delay line.
Part of the step function propagates along theydala and reaches the short
circuit, whereupon the polarity of the pulse iseeed and it is reflected back
along the delay line returning after tirdg, wheretq is the line delay time.

When the reflected signal appears back at theifipat, the diode is reverse
biased such that only the load is across the lamgj, assuming perfect

impedance matching, no further reflections takeela
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6. The reflected portion of the step function meets dhiginal, unreflected part
with an effective phase difference proportionakthe length of the delay line.
The two step functions sum such that, except fehart duration pulse once
every input drive cycle, the effective output isaeThe waveform is then
passed through an ordinary diode to remove noidesparious transient arising
as a result of imperfect matching and phase diffes. The result is a clean
pulse train of the same frequency as the drivingeficam.
An important point to note is that the driving wéoen must have a fast enough
transition time to effectively reverse bias the SRfdore the stored charge is removed,
otherwise the abrupt change in voltage will notucdn other words, the drive
frequency of the device has a minimum value beldvickv the reverse bias will not
occur before the end of the charge storage phagbisl application, the problem can be
avoided by the use of a Schmitt trigger circuit ttansform the sinusoidal clock
waveform into a square wave featuring a much fasgrsition edge. Moreover, this
limitation also suggests that the generator worksenefficiently at higher frequencies.
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Figure 6.5. An example of an SRD (Metellics MMDQ&#ven by a squarewave. The
charge storage and “snap-off’ regions can be clgasten.
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Another feature of this circuit is that the outpuise duration bears no relation to the
input waveform. It is governed by the length of theday line and will have a much
shorter rise and fall times than the input pulsel, @epending on the length of the delay
line and the reverse recovery time (“snap-off” fjroéthe diode, pulse widths down to
~100ps can be obtained. The width of the pulsebeaspproximated by:-

Ly
ty =2—% (6.1)
d Vp

Wherelq is the length of the delay line akfdis the phase velocity along the delay line.
Clearly if the delay line is shorter than the tiias time of the SRD the pulse will not
evolve to its full amplitude and will be dominateg the SRD transition time rather
than the delay line length.

6.8.1.2 Pulse generator construction

A prototype pulse generator was constructed onall gnece of FR4 Copper clad glass
fibre/resin laminate board. The tracks were cuthwat scalpel and the components
soldered directly to the board in an attempt to imise parasitic effects. For
preliminary experiments, several axial lead pacBadéetellics MMDO0840 Step
Recovery Diodes were procured. The shorted delay Was made from a piece of
RG174 coaxial cable with an adjustable short cirptovided by a steel map pin. Input
and output connections were provided by means of $bhnectors. A photograph of

this simple circuit is shown below:

SMA connector FR4 substrate

Axial package

Shorti
orting pln\ \ S s

RG174 Delay line

Figure 6.6. A prototype SRD pulse generator tasiudi.
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The prototype circuit was then connected to a blétpulse generator and a 4v peak to
peak square wave signal was applied. The outpuhefdevice was connected to a
Tektronix CSA803 communications signal analysere Tésulting output pulse can be
seen in the figure below: The prototype generaiaiput exhibits excellent quality
symmetrical pulses of approximately 300ps durattow level of ringing also shows
good impedance matching characteristics (and comestky, a low chance of laser
afterpulsing and efficient power transfer to thadp

Tek

~— .o
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date: 22-APR-02 tima: 18:35:53

Figure 6.7. An output pulse from the prototype p@snerator showing a clean pulse of

approximately 300ps width.

The resulting pulses were excellent given the crmdéod of construction and the low
component count and were deemed suitable for udawespulses for laser diodes. The
output pulse height was dependent, to some extenthe voltage of the drive signal,

showing promise for future implementation of cohtreer the pulse amplitude.
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6.8.2 Alice driver PCB development
The object of this work was to design a compaabdfgssional quality printed circuit
board for use inside Alice modules. The design wasontain all of the necessary
circuitry to drive a free-space QKD transmitterc{uding the new pulse circuit).
Over the course of the three years of developmiethi®system, three design iterations
were made, each building on the successes of @wopis circuit:-
* Prototype stage: Designed with four channels fstirig the basic circuitry.
» Alice driver mark I: Designed to implement the abaircuit with improved
circuitry and professional software-based PCB desagd manufacture.
Several additional features included.
* The third design stage was implemented later in gtegramme and is
described in a subsequent chapter.
6.8.2.1 The prototype Alice drive circuit
This circuit was designed as a proof of princimleshow how the fast pulse generator
and its associated circuitry would operate in & sgatem. The circuit was designed to
pulse four laser diodes at a frequency of 10MHzviged by the GT300 frequency
standards used previously. An overview of the dirnsushown below with a description

of operation:

10MHz Alice
clock 9 Delay ’computer

Four channel, 8 Pulse ——p Laser

random : & Delay generator__’, sources

data level input )
h

® 6 6 0 6

Figure 6.8. Diagram showing the prototype circuéistgned to pulse four laser diodes
at 10MHz.

1. A stable oven controlled crystal oscillator provsde2V peak to peak sinusoid at
a frequency of 10MHz.

2. The sinusoidal clock signal is squared using a dosput impedance broadband
op-amp in Schmitt trigger mode. The squared ouigpthen split with one part
being fed to an integrated circuit active delay Isthihe other part is fed to a
guad NAND gate (7400 FAST technology).
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. The delay allows the computer DIO card to be symuised to the rest of the
system such that the voltage levels from the DIf@ earive at the NAND gate
synchronously with the clock pulse. This facilitg@ allows connecting cables
of varying length to be used.

. The clock signal arriving at the NAND gate is condal with the voltage levels
supplied randomly by the DIO card data output cle#&inrhis arrangement acts
as a clock recovery circuit for the data chann@storing each signal to zero at
the end of a clock pulse.

. The four TTL data channels are then each passedghra manually set active
delay line to allow inter-channel jitter de-skewing

. The four signal channels are each applied to alvaidg amplifier with a high
output current capability acting as a driver fag telay line pulse generator.

. The device chosen for the driver was a Texas Imsnis OPA699 voltage
limiting amplifier. This amplifier has the facilitthat one can limit the output
voltage excursion to a preset level by applyingoatml voltage to a pair of
dedicated pins. This facility allows some adjustim@nthe amount of current
delivered to the pulse generator, and thus the atmoluenergy delivered as a
pulse to the laser diode. In short, this can aerastensity control for the laser
diodes.

. The amplifier was connected as an adjustable Sthngger allowing the
device to be triggered anywhere on the edge ointt@ming signal pulses, thus
providing a trim function for the pulse timing. Bharrangement also converted
the TTL compatible signals to the bipolar waveforeguired for the pulse
generators. The outputs of the four amplifiers gedet of four SRD pulse
generator circuits of the type described aboveeictisn 6.8.1. Short random
pulses were delivered to the laser diodes resuitimgndomly polarised pulses
of light at the output at a rate of 10MHz.

Although the pulse repetition rate of the systens wdesigned to be 10MHz, the

generation of pulses of the order of 1ns width iegplthe presence of frequency

components up to several gigahertz (GHz). Conselyu#ere was a requirement to use

high frequency construction techniques such asgdanes and robust power supply

decoupling during circuit fabrication.

The circuit was constructed on FR4 copper clad d@erd connected to a prototype

Alice optical system (shown below) the combinatioras used in several key

exchanges.
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Figure 6.9. A photograph of the prototype Alice ptete with drive electronics, four
laser sources and coupling optics. The device wbeldnated to a suitable telescope
when used. This system was an order of magnitu@desnthan the demonstration

system described previously being approximatelyx180<80mm.

6.8.2.2 The Alice “mark I” PCB requirement

With the successful demonstration of the proof wfigple circuit, design work for a
complete drive circuit for a practical QKD transtaitto be committed to a PCB
commenced. The target specification is shown below:

* Provision of four pulsed data channels, each capalbl running from
500kHz to 10MHz, with an optical output pulse widih1lns and a delay
resolution<500ps (this means that the four channels mustnail pulses
within 500ps of each other under diverse operatorglitions).

* Onboard generation of an extremely stable and ategtock signal running
at 10MHz with a stability ok+3 x10"° per day or<+5x10° per year (i.e.
better than the GT300 frequency standard).

* Provision of a “recovered clock” signal with varialelay for transmission
to the controlling computer for synchronisationgmses.

* Provision of four continuous wave data channelallimy continuous bright

emission for alignment purposes.
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« Provision of a switched output for a bright alignthsource.
* Provision of on-board stabilised power supplies tfe circuit and add-on
items such as an optical beacon and tracking camera
e Provision of the above on a small circuit board2Brhmx80mm), with a
current requirement of ~1 ampere.

The first two requirements have already been dssisibove and placing the circuitry
on a purpose-built PCB would normally lead to a gstdncrease in performance due to
reduced parasitic inductance and capacitance @rifiom the improved circuit
construction.
The final five requirements were specified as altesf experience gained during the
previous trials work and are described below. Téggh philosophy for this circuit was
to keep the system cheap and simple using offiled-somponents where possible.
6.8.2.3 Stable clock design
The breadboard and prototype QKD systems utilisash gtabilised 10MHz frequency
standards to provide synchronisation between tloediata terminals. Although accurate
enough, these oscillators were bulky and requined bwn additional power supply. It
was decided to include the clock generation cirtuthe Alice electronics interface and
eliminate the extra cabling and power supplies@ased with clock distribution.
The device chosen for the system clock was a C-MH&20-4 high stability oven
controlled crystal oscillator (OXCO). This devicaitputs a 10MHz sine wave at
2Vpeak to peak amplitude into 8@J16]. The OXCO stability is specified ast7x10"
per year or<+1.2x10° per day which was considered excellent given the sf the
package (40x30x20mm).
A test was conducted to assess the comparativeaagcaf a pair of clocks over a wide
temperature range of the sort that might be enevedtduring operation of a QKD
system in various environments. The test involvaeh@ing the output of both clocks
and comparing their relative frequency. Resultghig test are shown in Figure 6.10
below. The graph shows the difference in frequdratyveen the two OXCOs procured
for this design. It can be seen that d@3elative environmental temperature change
produces an almost immediate reaction in the x&atlock frequencies. Only a 5mHz

change in frequency between the two clocks occugs this range.
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Figure 6.10. Relative change in clock frequencywken the two compact clocks

subjected to 33Celsius temperature change.

The overall upward drift of the clock frequencypi®bably due to initial ageing of the
clocks and can be neglected for our purposes dincecurs over a long period.
Furthermore, the OXCOs posses a trim function forintg out small errors. The
indication is that these miniature devices areablgt for synchronising the QKD

terminals.
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Figure 6.11. Comparison of compact clock and odjinequency standard.
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By way of comparison, the graph above shows thegu&acy variation between the new
and the old clocks, over 23 hours, with referemcerte of the new clocks.

It is clear that the original frequency standardkesasignificant deviations over a matter
of a few hours (notwithstanding, this clock islstiktremely accurate and still suitable
for QKD systems). However, examination of the tréarethe new OXCO clock shows
a smooth, stable trace with a frequency variatibless than 10mHz. This shows that
the two new clocks are extremely well matched aledlifor use in the system.

6.8.2.4 Alignment aids

The remaining additions to the design count asaignt aids. As stated elsewhere in
this thesis (chapter 5, section 4), optical aligntmef the two terminals of a QKD
system can be exceptionally arduous and time comgur/ith this in mind a layered
approach to alignment was adopted. Firstly, a bfighing LED beacon was proposed
as a general sighting cue.

Secondly, a bright alignment laser was added toofiteeal system and arranged such
that its divergence was greater than that of the ftata channels, thus providing a
much wider, brighter cone of light to capture. Togivalues of divergence used were
25Qurad for the data beam and 1mrad for the alignmeanb Finally, the four data
sources were provided with the ability to emit combusly. Thus, once the coarse
alignment had been achieved, the bright alignmeuatce was switched off and the data
channels switched to CW mode allowing fine alignm@mce aligned the sources were
switched back to QKD data mode. All alignment amsre provided with electronic

switches such that they could be operated froncdimérolling computer.

Divergent
alignment
beam

Low divergence
CW alignment
beam

O Alice
- module
Bright flashing /

LED beacon

Figure 6.12. Alignment methods for Alice. A flaghbeacon provides a visual cue for

location whilst switchable beams of varying diverge provide an alignment aid.
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6.8.2.5 Power supplies, circuit board and miscellaneous

The new PCB was supplied with +5V and +12V, via uicdd cable, from the power
supply of the controlling PC. The 12V was fed dile¢o the OXCO whilst the 5V
supply was conditioned by a DC-DC converter delivgr+/-5V to the PCB with a
current capability of +/-500mA.

23

Figure 6.13. Image of the completed Mk | Alice P@Bte the 18 adjustment pots. Five
miniature DIP switches for setting the delay onteabannel are also visible. Delay
lines for the pulse generators may be seen asdweil@ite co-axial cables The board
mounts securely to the rear side of the opticakben

The umbilical cable was made from good quality Isleié signal cable (Brand Rex
BE57509, 9 pair, shielded cable). Multiple condustevere commoned for power
transmission while each signal was carried vialsitgisted pair. Connections at both
Alice and the computer were made via a high qualidyway circular connectors
(Binder 723 series).

PCB fabrication was outsourced to a commercial rzurer (Beta-Layout Ltd) and
resulted in a professional quality, cost effecthedution. The board was manufactured
in a 4-layer process using standard FR4 substratefinished, populated board may be

seen in Figure 6.13 above.
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6.8.2.6 Alice optical bench and system housing

With the new electronic design came the requirerfeara compact optical system with

the capability of coupling four pulsed laser diode® a single mode beam. The
configuration chosen was similar to the generigoapiayout discussed in chapter 4 of
this thesis. The new optical system was specifiadisigned to minimise the effort and
complexity of aligning the Alice optical system.

The high divergence of the laser sources was depldiy moving the sources closer to
the beamsplitters and pinholes and allowing therbadiverge freely. In this way the

need for laser collimation and angular adjustmeas vemoved. All optical components
were mounted on an optical chassis approximatefx2@mm. The four laser diodes
were grouped into two pairs with each pair beingunted in a carriage which allows

individual vertical adjustment of each laser. Tighatl from each laser in a pair was then
coupled together using a beamsplitter. The beaom ®ach pair were then coupled
together using a third beamsplitter with the outpaam from all 4 lasers directed
towards a 100m pinhole. Horizontal adjustments were made by tirgda the

beamspilitters to overlap the emission from eacérlas

- PH |

[H ] "Generic” | “New”
_8s AL PH LI
- 0 |

4. LD . |LD LD1&2

L S ,

!
T T
1 ! !

Figure 6.14. Comparison of the Generic and New ogptlayouts showing how the
“new” system saves on adjustment and allows cogpbh an alignment source. The

effects of source misalignment can also be seeinda@r(light green).
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By way of comparison, with reference to Figure Gabéve, one can sum the degrees of
freedom (DoF) of adjustment required for alignifg t‘generic” and “new” optical
systems. With the old system, 35 individual optedjustments were required. The new
chassis reduced this to 17.

Ultimately the direction of the light transmittegbin Alice is determined by passing the
light through a second 1Qfh pinhole separated from the first by 25mm. Thisuees
that the light from all 4 lasers is axially alignadd that an eavesdropper cannot infer
which laser is firing by observing subtle differescin the direction of travel of the
photons. A novel feature of this system was therparation of an additional laser
source to aid with alignment of Alice and Bob ouarge distances. The 650nm
wavelength laser was positioned between the 2 p@shand co-aligned with the 4
single photon sources using a further beamsplifiee beam was arranged to have a
higher divergence than the data lasers but wasnaisxh brighter making it easy for a
tracking camera to acquire. This facility also offehe possibility of using the
alignment laser as a continuous tracking beacamefisas a communications source for
a classical channel. The new optical bench was faatwred using CNC machining
techniques with standardised components such asdpdéitter turntables and laser

diode holders. A CAD drawing of the optical systeam be seen in Figure 6.15:

Commercial
pinhole mounts

Laser
carraiges

Alignment
laser

Maounting

Beamsplitters .
P holes

Figure 6.15. 3-D CAD drawing of the final Alice @st design (Design drawing
courtesy of Dr. D. M. Benton, QinetiQ, Malvern).
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In the final system, use was also made of commlaspizcal mounts for the pinholes.
As mentioned above, connectors, termination antingats often neglected in so-called
“Beta” systems. In this case, with a production minthree systems, wiring and
termination was standardised with good quality emtors and cabling specified in an
effort to bring the system closer to a more produmsed form. The complete system,
including drive electronics and stabilised clockswaounted in a black anodised
aluminium frame with a close-fitting sheet Alumimucover also anodised black and
measured approximately 200x150x100mm. A photogcdphice showing the optical
system is shown below in Figure 6.16.
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Figure 6.16. Photograph showing detail of the Alie®dule mounted on the fine
adjustment stage. The optical system is clearlyiew whilst on the front panel one can
see the bright LED beacon.

176



6.8.3 The compact Bob receiver

The design of a new Bob receiver module, complatl aptics and programmable
electronics was proposed as part of the developuwiethie QinetiQ system. Whilst the
design progressed, difficulties with the developtmeh the novel shallow junction
photon counting detectors led to long delays aediftision was made to use the LMU
Munich designed Bob receiver which had proven tamextremely reliable and useful
device.

6.8.3.1 Munich Bob

Work package 1 of EQCSPOT dealt with the design fafmtication of miniature
modules for QKD. One of these pieces of hardwarg aveeceiver module. This was a
device which co-located all of the optics, detestand electronics required for a QKD
receiver into one small package. The group resptndor this work (including
Christian Kurtsiefer, Mattheus Halder and Patrickrda, working under Professor
Harald Weinfurter) at Ludwig-Maximillians Univerétt Munich, produced some
extremely innovative hardware which, although oradly designed for use with fibre
optic systems, was, with some redesign, suitablédée-space systems.

6.8.3.2 Receiver optical design

The operation of the receiver is typical in thahti is gathered and focussed by an
external telescope (common mountings on the Bollosaie such as a “C” mount

ensured compatibility with a wide range of telese@fings).

F1 F2 BS HWP PBS

= £ %135

N ~

—+90

N
PBS QN

+0 x45

Figure 6.17. Optical layout of the “Munich” Bob mol&. Practical innovations include
four detectors mounted on a pair of cooling blogktgh individual Peltier (thermo-

electric) coolers.

The light is strongly filtered to reject any backgnd and then randomly switched at the
beamsplitter (BS).
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Half the photons are passed through a polarisiagisgplitter (PBS) and analysed in the
+0/+90 detectors (i.e. the rectilinear basis) whhe other half of the incoming light is
first passed through a half-wave plate (HWP) t@tetthe polarisation state through
45°. The rotated light is then analysed in the x45B5<H@tectors (i.e. the diagonal
basis). Detectors are housed in cooling blocks lwlaie thermally bonded to Peltier
coolers (P). The optical layout of the LMU Bob mtalis shown above in Figure 6.17.
6.8.3.3 Electronics

The single photon detectors were a set of fourcheat, Perkin-Elmer C30902 Silicon
avalanche photodiodes operating in passively queh&eiger mode. Each of the four
detectors is biased by an adjustable high voltaGeDI@ converter at a bias voltage of
around 15V over the avalanche voltage. The SPAPuytulses are discriminated by
an ECL line receiver with a preset variable trigigsel and then fed through a “D”-type

flip-flop to a high frequency output amplifier. Ehiresults in a NIM (nuclear

instrumentation module) compatible output pulsewaver a photon is detected.

Figure 6.18. The “Munich” Bob module showing opfiatetectors and electronics

compartment.

The complete electronics package is housed in argepcompartment, attached to the
Bob module. The module is shown in Figure 6.18 abov
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6.8.3.4 Innovations

The SPADs are mounted in two cooling blocks, eachimed on a Peltier cooler with
the “hot side” thermally bonded to a heatsink. Hieatsink is cooled using an electric
fan. The module includes a wired electrical delag I(Note the bottom four outputs)
and an ECL OR gate. This function allows the foetedtors to be multiplexed onto two
output channels (a similar function to the optidalay line in the breadboard Bob
described in chapter 5). This avoids the problemasfdwidth limitation due to detector
dead time (by a factor of two). Furthermore, whiltst receiver possesses four detectors,
this method also allows the use of a single tinagaging card in the associated
computer system, thus costs can be minimised (achaonel GT 653 time interval
analyser card can cost >$5000).

6.8.3.5 Drawbacks

After long and repeated use, it is not unknown tfa cooling blocks or the Peltier
coolers to become separated from the heatsink. G&ises the detectors to cease
functioning in the correct mode. If this happengbtems can also arise with detector
alignment. A complete optical overhaul is requiracthis unlikely event. A case of

incorrect alignment resulting from this situaticandoe seen below in Figure 6.19.

Figure 6.19. Munich Bob detectors as viewed froma thodule output aperture.
Detectors 1&2 (left) appear to suffer from a grassalignment. Conversely, detectors

3& 4 are fairly well aligned.

Ideally detectors would overlay each other and Ipaiis would also overlay each other.
Figure 6.20 shows the same detectors but withoalt fievices superimposed. Dotted
squares denote the outline of the detector chipstithe solid circle denotes the active

area of the detectors.
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Figure 6.20. All four Munich Bob detectors as vidvieom the module output aperture.

Clearly this module requires re-alignment.

The Munich Bob used by QinetiQ also experience@duction in detector efficiency

over some years but this is probably due to detemfjing and the extreme uses to
which the module has been subjected rather thadesign of the device itself.

6.8.3.6 Conclusion

The Munich Bob is an excellent piece of engineemmgl comes in a highly usable
form. The module is robust, compact, lightweightl @xtremely reliable. The Munich

Bob used by QinetiQ in QKD experiments has seenicerover several years in

extensive trials and QKD systems with only slighbdifications from the original

design.

6.8.4 QKD Software and algorithm'§

The operating software for the compact system washnthe same as that used in the
breadboard system (described in detail in chapteeé&ion 5.3.3), which operated with

a software suite capable of performing real-timg &echange, sifting, error correction

from its initial design in 1998. However, in thght of experience of several trials and
tests, new functions were added and new diagnpsbigrammes written to aid set-up

and operation of the system. Several modificatamesworth mentioning here:

9 The vast majority of software for the QinetiQ &ystwas written by Paul Tapster.
However, it must equally be said that many of theas encoded in the software are a
result of teamwork over a period of several yeasmany trials and tests.
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Demonstrator software

A “front end” was designed whereby the key exchawcgeld be configured and

initiated from a simple graphical user interfac&J(}> This GUI was also equipped with
the facility for demonstrating the use of the kbyscapturing the Alice user’s image via
webcam, encrypting the image with a QKD-seeded RE@rithm, transmitting the

encrypted image to Bob, decrypting and displayirgimage.

Photons sent by Alice 700,000,000
Photons detected by Bob 1,434,103
After sifting matched bases 724178
After error correction 449 869

Final key (after privacy amp) 259,971

Calibrate/Lock 19.8:
1.48m

— i 9.0s
Finished Eror corection 670

Privacy amplify 1.025
Tatal 2.08m

QinetiQ

Figure 6.21. A screenshot of the system GUI shovatajus, progress bar and

important exchange parameters.

Mounting hardware

The system required some means of secure mourkorgthe compact version, two
ordinary photographic tripods were procured anaia gf identical fine pointing stages
were designed and manufactured. The main reasahddoespoke manufacture of the
stages was the requirement for an extremely lowlle/crosstalk between adjustment
degrees of freedom. In addition, a simple peg aitd mounting system was devised to
allow quick and repeatable mounting and demountfrige system components.

Output telescope

This requirement is discussed in depth in chapt&irce this version of the system was
designed for relatively short ranges, small telpssowere specified for use. For Alice,
the telescope chosen was a x20 Galilean beam espapbcured from Edmund
Optics, with an output aperture of 30mm. For Bdie situation was a little more

complex in that the Munich Bob is fitted with a fiseunt” and requires some extra
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optics such as a spatial and spectral filter tonbkided in the optical system. Therefore
a simple bespoke telescope of similar optical powerthat used at Alice was

constructed from laboratory optical componentsfétet to the Bob module.
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Figure 6.22. Diagram of the commercial beam expandsed for the coupling

telescopes in the compact QKD system (image: Edmseiadtific corporation).

Diagnostics

A program was written giving direct control oveetbptical output of the transmitter
head. Used in conjunction with “RateCounter.exee t program called
“AliceAlignment.exe” proved invaluable for obtaimjroptical alignment of the system.
The optical output can be switched using the frmantel buttons and allows complete

control of all optical sources in the transmitter.

216.9kHz

Channel A

Time constant
i1s

232.9kHz .

Channel B

Overflow
7 | Running OK

Figure 6.23. Screenshots of the front panels okRatinter (left) and AliceAlignment

(right) programs used for optical alignment of gystem.
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6.9 Tests, trials and demonstrations

6.9.1 Pulse performance

The pulse performance is critical to the secureraim: of the system. Pulses are
required to be uniform in amplitude and width witlw channel timing skew, that is,
each pulse must be produced at exactly the expéotedoecause any discrepancies in
pulse emission could potentially be exploited byeanesdropper. The pulse output of
the Alice Mark 1 PCB is shown below:

Signal amplitude (V)

Time (ns)

Figure 6.24. Pulse output from the Alice PCB. Fqulses of approximately 4V
amplitude are shown. Inter-channel timing skew lsarseen at approximately 200ps.

Figure 6.24 above shows the pulse outputs fronmizwk 1 PCB running at 10MHz into
a 52 load. The pulses appear clean and symmetricalavitight overshoot at the end
of the pulse. Pulse widths are all approximatel@®&5FWHM.

Three of the channels appear to be aligned extsemell temporally whilst channel 3
exhibits a -200ps skew. For large skew, this candseected manually by adjusting the
channel digital delay. For low levels of skew (<p6Pthe pulse can be adjusted by

changing the trigger level of the driving amplifier
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The pulse amplitudes are all approximately 4V andimate from a low impedance
source.

This means that the circuit will drive most typédaser diode directly without the need
for pre-biasing the laser diode (which can leadgontaneous emission from the laser
diodes) or pulse amplification. An optical pulsenfr one of the output channels is

shown below in Figure 6.25:

1 H H
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Figure 6.25. Optical Laser pulse delivered by thearkl 1 Alice PCB. Clean,

symmetrical shape and low afterpulsing. Pulse wisli@ipproximately 900ps.

The pulse shown above is measured from the outpw laser diode used in the
compact QKD system. The pulse looks clean with panganeous emission occurring
before the pulse proper.

The pulse has a full width half maximum width opapximately 840ps which includes
jitter from the driver circuitry and detection apaius. A small afterpulse may be seen
to the right of the trace. It is likely that thsdue to a pulse reflection resulting from an
impedance mismatch in the driver circuit. The ampk of the after-pulse is small and
would be further attenuated in a real system shelt its contribution to errors or
background count is negligible. Furthermore, angtphs from the after pulse would
arrive at the detector at least 2ns after the rpaise and would therefore arrive outside

of the nominal 1.4ns timing gate in use by the detesystem.
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6.9.2 Laboratory tests

The compact QKD system was thoroughly tested in ldi®oratory. Apart from
functional testing of each component and sub-systsweral key exchanges were
performed under varying simulated conditions. Fwtance, atmospheric losses were
simulated by placing neutral density filters in thgtical path. Geometric losses were

simulated by defocusing the Alice beam. The taklew summarises the system tests:

Final
Average Distilled Calculated
Pulses | Pulses key | QBER o
photon _ key transmission| Range
sent | received _ rate (%)
number (bits) _ loss
(bits/s
0.1 7x10 | 692536 | 162140| 937.23 5.74 16.35 Lab
0.1 7x10 19106 5376 168 4.37 31.15 40m
0.1 70x10 | 930917 | 127840/ 998.75 7.78 27.38 80m
0.1 70x10 | 1434103| 259971] 201583 6.76 24.3 80m
0.1 7x10 | 109671 14663 | 12219 7.7% 26.79 80m
0.1 70x10 | 1039613| 117600, 890.91 8.32 27.75 80m
0.1 70x16 | 130605 13370 | 297.11 8.4% 28.74 1.2km
0.1 60x10 | 396840 66550 | 496.64 7.06 29.55 1.2km
0.1 10x16 | 68277 9329 233283 7.6 30.3 1.2km
0.63 | 300x1B| 139332 31804 | 365.56 11.¢ 38.99 1.2km
1.2 500x10 | 480000 66550 | 554.58 7.1 38.58 1.2km

Table 6.1. Summary of the main parameters of thegpaat QKD system tests. Results

are plotted and compared with the theoretical sedimits in Figure 6.26

6.9.3 System tests and short range trials

The compact system was tested over several rahgesl. tests were conducted over a
few metres in the laboratory with simulated atteimmaloss provided by a combination

of neutral density filters whilst beam defocusingypded geometric loss. Subsequent
tests were conducted in building corridors in swdatidaylight conditions over 40 and

80 metres. The final tests were conducted at tlghBee laser range facility described
previously in chapter 5. The figure below shows samh the results from these tests
with respect to a theoretical limit modelled untex GLLP assumptions modified with

the compact system parameters.
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Figure 6.26. Graph showing key exchange resultspeoed to the (then) state of the art
security analysis (GLLP).

At first glance, these results seem fairly pookcsiall of the results are to the right of
the red “GLLP” curve. This means that system losgsedoo0 high for the key exchanges
to have rendered a secure key.

However, at this time the generally accepted wisdeas the use of average photon
numbers of 0.1 photons per pulse would renderylem secure. The tests above were
performed under this rather naive assumption. Eurtbre, the high losses can be
attributed to a number of technical issues:

The system used small aperture optics which wemeddo possess a high degree of
aberration. Consequently, the optics were founddofar from diffraction limited,
leading to difficulty in focussing which, in turled to large geometric losses, especially
over longer ranges.

For the longer range trials at 1.2km, the opticahsmission path runs very close to
ground level which results in high levels of atmuespc turbulence. This can cause
additional losses in terms of both geometric (bespmeading) loss and signal fading.
This last factor can have serious effects in a d¢Btem since as the signal fades the
key exchange rate can be reduced to zero. Thistdféezomes further factor in the high

apparent losses due to the way in which the losal@lated.
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This incarnation of the system exchanges keys“siack” mode. This means that key
is exchanged in batches with each batch being geecby a header which consists of
timing information. If this header is not received corrupted due to atmospheric
effects, the whole block, including data, is disieat. Consequently the system loss
appears to be much higher than the actual phylsisal A way around this would be to
calculate the loss on the basis of “possible rex®ibits against actual received bits,
thereby eliminating discarded blocks from the cltton. This method was used in

calculating later results by recording the numbesuzcessful blocks transmitted.

6.9.4 BBN Technologies

BBN Technologies Inc of Cambridge, Massachusettsaged the development of a
Quantum Network under a DARPA project called Qui¥hie network took the form of
a fibre ring network in metropolitan Boston withdes at Boston University, Harvard
University and the BBN campus in Cambridge [1]. He¢work was designed to enable
the distribution of quantum keys and the subsegeeatyption of data transmitted over
the network using those keys. It features standaalrity IPSEC protocols (internet
protocol security) and AES encryption algorithms.

6.9.4.1 System modifications

The system designed for BBN was a duplicate oktieet range system which has been
described above. However, a few modifications weeazle to increase compatibility
with the already extant Quantum network infrasuiuet

The QKD system computers were repackaged in ingdusimndard 1U 19" rack
mounted casings which fitted directly into the BBNuipment racks. System cabling
was rerouted to the computer front panels for eAsennection.

The BBN requirements necessitated some of the acétinodifications such that the
system could operate in a master-slave mode. Tassdone primarily for compatibility
with  the BBN network management system. Two new gms,
“Transmitterslave.exe” and “Receiverslave.exe” parfed all the usual key exchange
functions within the QKD system whilst control wasaintained by two programs
running on the BBN network management system (“Simattermaster.exe” and
“Receivermaster.exe”).

6.9.4.2 System operation

A short range free space QKD system was delivese®BN at the end of March 2005
[17], [1] with the system unpacked, aligned andalisd into the quantum network

within an hour.
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Later tests over 80m showed the system to be wgrkatisfactorily with no re-
alignment or adjustment due to transit required.
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Figure 6.27. First results from the BBN system.sEheesults, kindly supplied by BBN

technology, show the initial results from a keyhexge experiment between buildings

on the BBN campus in Cambridge Massachusetts, U.S.A

The figure above, kindly supplied by BBN, shows somesults from an initial
experiment conducted between two buildings. Thésmbow the first hour and fifteen
minutes of operation using test data. For mosthi time the system was operating
through two closed windows in steady rain. Sevefdahe artefacts are due to room
lights being turned on (error rate spikes) and wwmsl being opened by the operators
(detect rate increases). The results are encogragid the system appears to be stable.
The rather high error rate was attributed by BBXhim effects of a flood light reflecting
from the window in front of the Alice terminal ammhusing increased background

counts in the Bob receiver. The system was subsdégueperated continuously as part
of the DARPA quantum network.
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6.9.5 Long-range trials at the Canary Islands

This section describes the participation of thee@® team in the long distance free-
space QKD experiments conducted between the islainids Palma and Tenerife in the
Canary Islands during June 2006. The work was fdrme ESA under contract No.
18805/04/NL/HE, QIPS: Quantum Information and Quamt Physics in Space:
Experimental Evaluation.

6.9.5.1 Background

The idea of performing QKD to satellites has beamtioned in nearly every published
free-space QKD paper since 1995 (for example, 58f-[[21]). In 2002, the European
Space Agency (ESA) commissioned a short study caiSPACE (contract no.
16441/02/NL/SFe) under its General Studies Progranirhe aim of this project was to
“investigate and review the emerging field of QuaemtCommunications with particular
reference to Space Applications”. By the summe2@d3, two final reports had been
delivered (for various reasons the study was bplitveen two separate groups). Whilst
both studies agreed on several likely scenarioguiure research in this area, one of
these reports [22], detailed a feasibility expenibetween astronomical telescopes

located at observatories on the Canary Islands. .

Figure 6.28. The proposed trials range in the Cankslands. Alice is located at the
Observatorio del Roque de Los Muchachos, whilst Bdbcated at the Observatorio

del Teide on Tenerife.
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The proposed experiment was to perform a demoiwstraif QKD between the
locations shown below, which constitutes a rang&4dkm
A successful key exchange over this distance wprdge the feasibility of operation to
high altitude aircraft and balloon platforms, loarth orbit, and, perhaps, to satellites in
the geostationary ring. Moreover it would exten@rapional distances of cryptographic
key distribution systems to really practical ranges example, between major cities.
The trials location was chosen for the followingsens:
« ESA have used this location as a trial site for tBEEX optical
communications demonstrator prior to space valdatixperiments from the
Artemis satellite.
* There exists a clear horizontal line of sight of4kdh, above the first
inversion layer (cloud line), with prevailing gootkar weather.
* The presence of infrastructure (power, accommodatommunications) at
both ends of the range.
6.9.5.2 Experimental set up
It should be made clear, here, that the experirh@mtastructure was put in place by
the Munich (Tobias Schmitt-Manderbach and colleapaed Vienna (Rupert Ursin and
colleagues) teams. The QinetiQ equipment was eiglited to the trials location
allowing ample time for any repairs, setting up aesting. Trials personnel followed
one week later, with two specialists being deplotgedach location.
Alice (operated by David Benton and the author) Vemsited in a Portakabin at the
Nordic Optical Telescope which is situated at thies€vatorio del Roque de Los
Muchachos on La Palma. The telescope is the higitetste observatory and is some
200 feet below the summit of the mountain. It soathe only telescope with a view of
the island of Tenerife.
The various Alice modules were fibre coupled infouapose built, steerable, refracting
telescope, with an objective lens some 5 inchebameter. The telescope was situated
externally and consisted of two channels, one éarctata and tracking. A photograph

of the telescope is shown below in Figure 6.29.

190



Fibre coupling
input

Figure 6.29. Alice output telescope (showing stepmetors and the two output
lenses).The telescope was situated externallytoetkte Nordic Optical Telescope and

coupled by single mode fibre to the Alice modules.

Bob (Paul Tapster and David Taylor) was locateddanshe telescope building of the
Optical Ground Station owned by the European Spaescy.

The telescope is a 1m Ritchey-Chrétien/Coudé tefessupported by an English mount
inside a dome 12.5m in diameter. The OGS forms gfattie telescope facilities of the
Observatorio del Teide on the island of TenerifethBobservatories form part of the
European Northern Observatory and are administeyetie Instituto de Astrofisica de
Canarias (IAC).

The Bob receiver was constructed on an optical lhé@mgide the Coudé room (the room
below the telescope dome where the so-called Ctalés is situated). The idea of a
Coudé focus is that the observing instruments mayképt stationary whilst the
telescope is moved to any position. This is ideal the Quantum Cryptographic
receiver used in these trials; moreover, this telps has already been proven in optical

communication experiments to space-based platforms.
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A photograph of the Bob module is shown below iguFé 6.30. The Bob used in these
experiments was built by the team of John RarithatUniversity of Bristol and, whilst
typical of the “generic” type Bob, was significantarger than the usual sized modules
used in the QinetiQ system. The main reason far Was that the Coudé focus of the
optical ground station has a large F number (~F#B@)maintain optimum efficiency

and to gain maximum advantage from the large diamatthe collecting telescope it

was necessary to construct an optically compaBble system.

Figure 6.30. Photograph of the Bob receiver usedlenerife (BS-beam splitter, PBS-

polarising beam splitter, APD-avalanche photodiadi2-half-wave plate).

6.9.5.3 Enabling modifications to the QinetiQ Alice and dofare.

The QinetiQ system required some modification ideorto be able to work with the
existing trials infrastructure.

Movement of the operating wavelength to 850nm.

By agreement the wavelength of operation for adl tbtams at the trial was 850nm.
Advantages to be gained are that atmospheric tiaegm is slightly better than the
customary QinetiQ 630-670nm wavelength, whilst $keasitivity of the single photon
detectors is marginally better. The use of this elewgth required extensive
modifications to the Alice head including new laskodes and specific wavelength

based optics.
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Installation of a fibre coupling mechanism to Alice

This was an essential modification because theubugdescope at the ALICE station
was designed to be fibre coupled. This allowedefagse of connection to the telescope
and made changing from one system to another vasy.eHowever, propagation
through fibre can seriously perturb the well defirgolarisation directions, leading to
the output from the telescope being ellipticallygused.

A system of polarisation rotating elements werdailhesd in the Alice module to allow
pre-compensation of the polarisation before thewubf the system. This allowed the
operators to “tune” the polarisation accuratelyctompensate for the 10m of optical
fibre between module and output telescope. Usimgyriethod the operators were able
to “tune” the polarisation to within 3% of optimum.

Installation of an additional time tagging card @ob.

This had the effect of doubling the throughputhe system and increasing the signal to
noise ratio by 3dB. Incorporation of this card need significant work to amend
software based on a single time tagging card. féurcalibration stage was required to
ensure that both cards, whilst operating indepethgdewere referenced to the same
starting point. This allowed events registered iffetent cards to be compared and

integrated into a single data set.
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Figure 6.31. Screenshot of the diagnostic progranitieLtestquad.vi” showing

histograms of the four detection channels locketl4ms detection gates.

193



Pulsed alignment laser.

When the ALICE system sends data to the Bob tedmih&ransmits that data in the
form of a “block”. Each “block” of data is preceddny a header which contains
information that enables the system to remain atelyr synchronised.

If this header information is lost, for exampleedo extreme transmission losses, then
the whole packet of data is lost. If, however, ltleader information can be sent using a
brighter source, there is a higher likelihood oé theader data reaching Bob. This
increases the chances of maintaining synchronisatiaghe system and even if most of
the data (at normal brightness) is lost, the ddtihvdoes reach Bob is still valid for the
purposes of a key exchange. Thus the system camtle more robust and efficient by
making the headers brighter.

This idea was implemented by providing an additidast pulsing circuit for the bright
alignment laser (described above), thus when tlaeldre were sent the software was
programmed to pulse the four data lasers and tigmnaént laser simultaneously.
During the data part of the block, however, thgrafient source was inactivated thus
preserving the low average photon number for the segment of the blocks.

In this way the system was made much more robustitsmission losses. A further
related development was to make the header segoheéhe data packets variable in
length in order to again increase the probabilitythee header arriving intact at the
receiver.

6.9.5.4 Experimental operations

The experimental schedule required that severakgstems be installed and working
before QKD experiments could take place.

Random numbers:

All random numbers used at the Canary Islands wgererated in-situ by the RNG
described in section 6.3 of this chapter. For taekpt mode experiments, the random
numbers were generated locally and stored on tiee Alontroller PC hard-drives as
binary files. For continuous QKD, the RNG was im&gd into the QKD software and
was capable of providing real time random numbeenaadequate rate for operation at
10MHz.

Pointing and tracking:

The first subsystem to be set up and tested wapdimiing and tracking system. This
subsystem is critical to the efficient working offrae-space optical system operating
beyond a few kilometres. The reason for this i$ both terminals appear to move with

respect to each other.
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This movement is caused by atmospheric turbulernoe i directly related to
propagation distance, temperature gradients anm@rements in the transmission path
(see chapter 3 for a discussion of atmosphericmngsion). The system consisted of
laser beacons and associated CCD cameras boresitghthe data channels. This
arrangement provided an error signal to controbtao§ motorised micrometers in the
case of Alice, and the OGS pointing system in teheecof Bob. The system was
controlled by a pair of personal computers runréaogtom written LabVIEW software
designed to keep the two telescopes pointing dt edter. This arrangement allowed
compensation of atmospheric induced beam wandas tmntrolled in real time.

The pointing and tracking was considered a vitat p& the experimental set-up as,
during earlier tests, vertical deviations of up 1®0m were recorded during
experimental operations. A previous inactive aligninsystem was only capable of
operating stably for around 30 minutes at a timbeneas the latest active system
enabled the maintenance of alignment for severarshoFigure 6.32 below shows
typical behaviour of the tracking system.
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Figure 6.32. Tracking and pointing behaviour ov@rr8inutes (the blue and green lines
show the apparent deviation of the tracking lagetson the CCD image element, the
red line shows the changes in optical transmissagna result of these deviations
(Image: LMU/Uni’ Vienna).

One can see that as a result of atmospheric turbellehe channel losses can vary
between 25 and 45dB. The problem here is twofdljlia(20dB dynamic range on the
optical signal is difficult to deal with during $igl processing and (2) at >32dB of

channel loss, the system is essentially crippled.

195



Optical transmission measurement

The second phase of the trials was designed tavdtlag term measurements to be
made of the optical transmission of the range whilsder full tracking control.
Facilities were also included to allow spot (inséa@ous) measurements to be made
throughout the trials duration.

In addition, the QinetiQ system provided enougH teae information to be able to

calculate the system transmission losses for eaglekchange.
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Figure 6.33. Modelled losses for different transsiaa scenarios. The trace in red is a

simulation of the 144km experiment in the Canaii@€surtesy of Dr. David Taylor).

Modelled theory (using MODTRAN) gives a figure oppmoximately 12dB loss at
850nm for a 150km horizontal path. A plot of moddllchannel attenuation loss is
shown above in Figure 6.33. This figure does noluighe contributions from turbulence
effects or optical losses within each system. Akown in the figure are models of
three other scenarios including a transmit patsptce from a ground station located at
500m above sea level. The transmission losses &erecomparable with a 2km
horizontal transmission path at 100m altitude. Buftthese scenarios offer significantly
lower loss than either the 24 or 144km predictifmmsatmospheric attenuation.

In addition to absorption and scattering, one migyipect substantial geometric losses
due to beam spreading and beam wander arisingesuli of atmospheric turbulence,

scatter and diffraction.
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The amount of each effect depends on the physiedé ®f the turbulent cells along the
transmission path with large scale turbulent cgliang rise to beam wander whilst
smaller scale cells give rise to beam spreadind'largthing”.
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Figure 6.34. Short term spreading and long termrbegander estimation for a 2100mm

(initial) diameter optical beam at 850nm wavelengtter a range of 144km.

One can estimate the geometric losses by modetiegeffects of turbulence. Figure
6.34 above uses the theory of Andrews and Philj§ fo predict the turbulence
induced beam wander under a weak turbulence appatixin using the experimental
parameters given in [24] (i.e. 100mm transmit disanmediffraction limited, 850nm
beam).

The theory predicts short term beam radii rangnognfapproximately 1 to 4.8 metres
whilst long term beam sizes range from 2 to appnately 10m, depending on the
strength of the turbulence along the transmissith ghere, values of £estimated at
the time of 1.198x1® and 3.4936x1% are used as best and worse cases). With a
receiver telescope aperture of 1m, the geometsgel® due to short term spreading then
range from approximately 7 to 20dB. A further 108Bs is estimated by Schmitt-
Manderbach et al to take account of the transmidR), receive (-3dB) optics and
receiver SPAD efficiency (-6dB). Table 6.2. (beloshlows an estimate of losses from

various sources:
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Component Estimated loss Comments
Attenuation and scattering -12dB MODTRAN modelling
Geometric -7 to -20dB Depends off (26]
Alice optics -1dB Estimated at 850nm
Bob optics -3dB Estimated at 850nm
SPAD efficiency -6dB 25% efficiency estimate
Total -29 to -42dB -34 to -44dB measured

Table 6.2. Estimation of free-space channel logsethe Canary Island experiments.

It appears that predicted losses agree closely méhsured values. Clearly the largest
contribution to the loss is from atmospheric eedhis loss also varies over several
timescales and depends on the prevailing weathedittans at the time. Long term

beam wander is not a cause of loss as such butewmil to cause signal loss when the
beam wanders away from the receiver aperture. darnse compensated with an active

pointing system with sufficient bandwidth.

The final phase of the trial containing the quantaryptography experiments then
commenced. LMU/Vienna conducted experiments fgse([24] and [25] for full details
of these experiments) with QinetiQ being allottedet on the last four nights of the
trial. However, due to unseasonably bad weathéraresmission path was unavailable
during the last two nights and only partially aghike on the second night. A screenshot
of the observatory weather station data outpulhésve below in Figure 6.35. Attention
is drawn to the readings for Dew point, Humiditydafiemperature. At this time the
NOT telescope dome had closed and was inside d.clou
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Figure 6.35. Weather station data, NOT 01.20am @/2@06. Note the humidity and
dew point readings indicating the presence of cloud
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6.9.5.5 Results and discussion

A list of experimental goals is shown below in T&abl3.

Goal Accomplished

1 Single photon transmission YES

2 Remote control B to A YES

3 Remote control A to B YES

4 Demonstration of 144km key exchange YES

5 QKD in packet mode YES

6 QKD in continuous mode NO

7 Real time random numbers NO

Table 6.3. Experimental goals for the QinetiQ team.

Despite the bad weather, the trials team were ableaccomplish most of the

experimental goals:

Goal 1 (Single photon transmission) was accomplished iwieconds of connecting
the Alice to the output telescope on the first nhigh operation, mainly due to the
excellent alignment system provided by the Viennesatingent. Due to a local
computer malfunction, the adjustment of Alice pulsening and polarisation

compensation was achieved over the internet limkguthe Tenerife receiver rather than
with local equipment.

Goal 2 and 3(Remote control A to B and B to A) were accompmdhduring the
succeeding key exchanges. The communication systédised throughout the trials
was an ordinary internet connection running at minal 10Mbits/s. The team was able
to run a voice over IP (VOIP) connection for commneations as well as the TCP/IP (a
normal internet communications protocol) connectimguired for the classical
communication channel required by the experimeaméte control was achieved from
both terminals using the freeware program VNC. Mahier software or hardware was
required for this goal.

Goal 3(Demonstration of 144km key exchange) was achievethe second night once
transmission was demonstrated at the single pheta. This was achieved at 12.05
am on the morning of the 13/06/2006.

Goal 4 and 5(QKD in packet mode) was achieved over a set okeypexchanges. A

table of key exchange results is shown below:
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Average . . . Measured

_ Received | Final Key | Bit rate QBER o

Serial | photon _ ) _ transmission
(Bits) (Bits) (Bits/s) (%)

number loss (dB)
1 4 12367 2187 43.4 5 34.85
2 4 29660 6237 101 54 36.83
3 4 64989 14574 157 5.4 36.44
4 2 8303 680 6.94 8.7 41.11
5 2 30115 4384 46.8 7.1 39.27
6 1.3 9717 232 2.1 9.99 41.88
7 1.3 21584 800 8.5 9.78 41.43
8 1.3 13947 1888 17.3 7.79 42.07
9 1.3 6499 194 1.82 9.6 43.17
10 1.3 6000 1534 10.4 10.19 43.99

Table 6.4. Summary of results from key exchangerexents on the night of the 13-
14th June 2006.

Varying degrees of success were achieved as theraathrough several software and
hardware configurations in an effort to determine dptimum combination of settings.
With reference to the channel loss, here calculatednalysing the number of possible
detections (i.e. those detections arising fromdvaliocks of data. See 1.6.5.4 above)
against the number of actual detections, it isrcteat as the experiment progressed,
increasing levels of channel attenuation were ag&peed which reduced the likelihood
of successful transmission. The table below shtwsystem parameters for the Canary
Islands experiment. The parameters are identicalthtise reported by Schmitt-
Manderbach et al except that the QinetiQ system a@e to use a significantly
narrower timing gate at the Bob receiver. This ltesuin a reduced background count
without impacting the signal to noise ratio unduly.

Alice . Detector Background Detector | Time
. Bob optical o -
optical loss efficiency | probability per error gate
loss (dB) _
(dB) (%) time slot (%) (ns)
0.25 0.4x10° per
1 3 3 14
(-6dB) detector

Table 6.5. Experimental parameters for the Canalgnd experiments.

A comparison of results with the relevant theowdtsecurity limits is shown below in
Figure 6.36:
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Figure 6.36. Key exchange rates against channed fos experimental results at the
Canary islands with respect to theoretical limiisen by GLLPG=7) [27] and Decoy
state=0.3) [28] analysis of the system parameters given # [@1d shown irError!

Reference source not found.

The figure above shows the set of ten key exchahsgfesl in Table 6.4. plotted with
respect to two theoretical curves which have beerdetted according to the
experimental settings shown in Table 6.5. The aurepresent the limits for secure key
exchanges under two regimes. The dotted curve septe the upper limit for key
generation using the so-called GLLP analysis of Qd€urity with the average photon
number , set equal to the transmission efficiengy,

The solid curve shows the limit under the same ttimmd when using a Decoy state
regime as analysed by Lo et al in [28].

The graph in the figure is plotted to show onlyuatichannel loss, i.e. any optics losses
in the system are counted as system losses andednfrom the plot (4dB in this case).
This accounts for the rather low initial key geriera rates and somewhat reduced
maximum total losses.

The reason for plotting the limits in this way &t it allows easier comparison with
other types of system, for instance the fibre baystems analysed in [28].

The experimental results (plotted as circles) dearty beyond the limits of secure key

distribution, both in terms of channel losses avefage photon number, particularly as
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these results are generated using a standard Bi®8dcpl. From this point of view the
experiment was disappointing. However, in termbaftiware development, the system
performed superbly with key exchange taking pladdia an hour of setting up the
experiment. The fact that any exchange at all wdseaed with total system losses
approaching 44dB is an achievement in itself.

System set up and operation was made simple byusiee of several diagnostic
programs.

It is most unfortunate that uncharacteristicallglément weather prevented further
experimentation and the intended implementationaoDecoy state protocol and
continuous key exchange.

Some might argue that in a free-space transmisstaation, one always has a line of
sight between the QKD terminals and thus can philgispot potential eavesdroppers,
however, this experiment was merely a feasibilikperiment. In real systems, such as
ground to space and space to space a clear lisightfmay not always exist to monitor
for the physical presence of eavesdroppers, andanyhis is a specious argument

since the whole point of the experiment was todaé the theory.

6.10 Summary and conclusion

This chapter has described the initial developmahta lightweight compact and

portable free-space QKD system, against the badkgraf general improvement in

QKD technologies around the world. The main proldeaddressed during this phase
were reliability and size of components and funwidy of the electronics and

software.

Additionally, several trials and demonstrations éndeen described with reference to
the (then) current security proofs for QKD systerfibe chapter culminates in the
participation in a truly ambitious proof of print#pexperiment conducted at high
altitude between the Islands of La Palma and Tenarithe Canary Islands, the results
of which imply that QKD to low earth orbit (LEO) dnperhaps, to geostationary orbit
GEO is both feasible and practical.
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Figure 6.37.The night view from the QKD transmittelescope at the Nordic Optical
Telescope on La Palma looking toward Tenerife. gteen tracking beam is aimed
toward the Optical ground station (OGS). One caspalee the return beam as a blob of

light with mount Teide to the right. (Photographudesy of David Benton).
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Chapter 7 - Further research- Daylight operation, 206 - 2008

7.1 Introduction

In the previous chapter, the development of a can@&D system was described from
initial design through to working system. Like magystems operating at the time,
many of the fundamental problems of design and tooctson had been solved, or at
least, understood. What remained, however, wasdhealled “valley of death” or in
other words the gulf between the working prototgped the productionised version of a
final product. Whilst there were commercial systesmailable they were fibre-based
point to point systems usually operating over ddnte (i.e. fibre which carries no other
signals). For free-space QKD there was still muchd done despite the demonstration
of 144km decoy state and entanglement based k#ibdison discussed in the previous
chapter. Specifically, many free-space systems weable to operate in true daylight
conditions. Furthermore, many systems still requadg¢eam of operators, usually highly
qualified, to coax them into operation. In additignwas becoming clear that systems
yielding a few bits per second of final key weré practical. In light of this most of the
active QKD teams were in a process of continuowgldpment of their systems as was
revealed (and still is) by the published literatuF®r QinetiQ the main themes for

system development over the next few years of $peese QKD were to be:
e Electronics enhancement
« Daylight operation

» General development work

This chapter will discuss some of these issuesshod/ how some of the problems were

solved, given that by this time the compact sysies approaching five years old.
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7.2 Electronics enhancemerit
In the previous chapter a so-called Mark 1 Aliceeirwas developed which co-located
all of the components and functions required fograpion of a QKD transmitter on one
professional quality printed circuit board (PCB)itN\the benefit of trials experience it
was decided to improve the functionality of theigesvith a second iteration focussing
on the following areas:

* Automated adjustment of laser parameters (intemsitytiming).

* Increase system pulse rate to a maximum of 320MHz

* Provision on-board average photon number sensing

* Provision of a pulsed mode for alignment and dasars

« Design of a self-contained clock PCB

A schematic of the driver arrangement is shownwelo

Remote clock
(40MHz)

32x10MHz 4x80MHz
A 4 :
»| Interface card ; .
PCI » (Channel deskew/ : : Data
Digital 3 Synchronisation/ > -
> Serial to parallel > i
Input/output | converZion) ” [I);(Iggr
card > Pulse out
Sync » Clock Data
32 bit
» Mode SPI

Figure 7.1. Diagram of the “Mark 1I” driver. A PCktard feeds 32 data lines to an
interface PCB which performs a serial to paralleiheersion before feeding the driver

PCB located in the Alice optical head.

The Mark Il driver was designed in two parts suwdt tommon functions were located
on an interface board, whilst particular functiomere placed on a driver board. The
reason for this was that the quantity of requiredudtry was too bulky for the Alice

module and also required significantly more povireraddition the interface board was
also designed to drive a novel Alice transmitterclthalthough beyond the scope of

this thesis, will be briefly described in the fallmg chapter.

1 Whilst the author was responsible for all of thectonic design, build and testing for
the work described here, acknowledgment is madéthelp of my colleague, James

Cooper, for digitising the designs and pointing iyt mistakes.
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7.2.1 Interface PCB

As a compromise (to a complete redesign) it wapgsed to use the spare bandwidth
available on the Digital Input/Output (DIO) cardnél NudaQ PCI 7300 DIO card (as
described in the previous chapter) possesses 3@/ angput lines which are available
for data transfer. These lines can send or reatave at speeds up to 20MHz although
the card is most stable at a transfer speed of ZJMHe combination yields a 32 bit
word running at 10 MHz. By using a synchronous t8skrial to parallel conversion, a
32 bit, 10MHz word could be converted to a fourvledrd running at 80MHz giving a
significant gain in transmission speed. In additiorbit rate increases the opportunity
was taken to improve general system performancehiscend, a switch in technology
was made to Positive emitter-coupled logic (PECQajf TTL based logic. This allowed
the use of ECL integrated circuits with much fadi@nsmission rates, better jitter

performance and higher noise immunity. A schemattithe interface board is shown

below.
From
remote
clock
Clock Clock
return Dist’ l l l
4x8 f »> 8:1 :] 4x1
data Serial Channel Clock to
bus to timing recover > driver
»| parallel deskew » ) PCB
[
> | Deskew
> "| decode
,|Program To Alice
e ,| decode »programmed
Uatasprogram functions

mode

Photodiode«

Figure 7.2. Schematic of the interface board. Toartd converts a 32 bit parallel data
to 4x8 bit serial data. The board also providesesscto two modes, programming and
data.
In order to obtain the highest bandwidth possibledata transmission, two modes of
operation were introduced:

* Mode 1, programming

* Mode 2, data transmission

These modes are explained in more detail below:
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7.2.1.1 Programming mode

This mode of the board was created to allow thingetip of various system parameters
prior to, and at regular intervals during, openati®®rogramming mode allows the
following functions to be programmed:

1. Each data channel is equipped with a PECL (PH®isitive Emitter coupled logic)
digital delay circuit providing a programmable delariation with a resolution of 20ps.
The delays are synchronised to each other and eandovidually programmed via a
16-bit interface (half of the data transmission mbdndwidth).

2. The remaining 16 bits were given over to prograng the Alice driver board via a
combination of an industry standard three-wireadgrrogramming interface (SPI) and
individual command lines. These functions are deatlh in more detail in the Alice

driver section below.

N
-
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-
»
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saseddeasssa 2@
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Flgure 7.3. The Interface PCB showmg A. PISO etd@ Programmable delay,
Clock recovery, D. Clock input, E. Output, F. Maglgitches and G. Delay for DIO

clock return.

7.2.1.2 Data mode

With the system set up, a synchronous data modemyasmented whereby the 32 data
lines were split into four buses of 8 lines eachede were each terminated at a PECL
serial to parallel converter (SIPO) which synchnaslg converts each 8-bit parallel

input word to a single 8-bit serial output word.
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The resulting four serial data channels were theghthrough a programmable delay
(described above) to a clock recovery circuit (CEENAND gate combining a clock
pulse with a voltage level to give a pulse traife serial data was then transmitted
over miniature co-axial cable to the Alice driverald.

Synchronisation for all modes was provided fromribevly designed remote clock PCB
described below. The clock was fed through a PEEk buffer IC providing eight
clock outputs for distribution around the board &adk to the DIO card (via a further
delay). The circuitry was realised on a good quaiCB with dimensions consistent
with an IDE 3.5” hard disk drive (HDD) footprint. photograph of the finished board is

shown in Figure 7.3 above.

7.2.2 Alice driver PCB

The Alice driver PCB was designed to implement #ignals delivered from the

interface board described above. Signals arrivingnf the interface card were

appropriately terminated and then, depending owtiom, passed to the next stage. A
schematic of the PCB is shown below.

.| Amplitude
"l control
v
f- > >
Iaz?ﬁ/eer > Driver Puise > To laser
signals< , amplifiers generators s }sources
\ > >)
Three-wire ) cw/
. > .| Amplitude
Injterfallce' for > SPI > control modu_lated
chip seiect mux drive
cw/modulate lasers 4
Alignment laser > Alilgarjsrgsnt >
LED beacon »| Flash >
L.E.D _
Photodiode monitor < Zg%t%dfg‘é <

Figure 7.4. Schematic of the Alice driver PCB.

The PCB was powered by a DC-DC converter supplyiRfV at +/-500mA and fed
from several commoned conductor wires at 5V. A pbaph of the Alice driver PCB

can be seen below in Figure 7.5.
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Figure 7.5. Photograph of the Alice driver PCB shmyv A. Driver amps B.
Multiplexer, C. C.W. analogue switches, D. Photddi&\DC, E. Delay lines and output
& F. DC-DC converter.

7.2.2.1 Programming
Programming signals were delivered in two wayssthjir a three wire programming
interface with a multiplexer was implemented t@wallup to 16 ICs to be individually
programmed. The following programmable functionseygrovided by ICs containing a
non-volatile memory:
e Data laser intensity control (x8)
« Average photon number sensor:
o DAC (reverse bias voltage for photodiode)
o ADC (output digitisation)
o Photodiode gain control
* Alignment laser intensity
The second mode of programming was by direct conifds method was used for the
following functions allowing them to be switchedlimidually from the DIO card in the
controlling PC.
* Alignment laser On/Off/pulsed
* C.W. channels On/Off/Pulsed
* LED beacon On/Off
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7.2.2.2 Operation

Operation of the QKD system was much the same edMiirk | system. The main
difference was the inclusion of the intensity cohtf the data lasers. The laser output
intensity was monitored by a PIN photodiode plagedhe Alice optical head. The
photodiode was connected in photovoltaic mode wigitogrammable DAC controlling
the reverse bias voltage (and thus the sensitauity bandwidth). The output of the
diode was then amplified by a transimpedance aieplifx1?) and then a further
programmable gain stage. Finally the amplified pdmde output was sampled with an
ADC with the output being fed back to the DIO cardl used to set the intensity of the
lasers.

The lasers were driven by high speed data signeliseded by co-axial cable. The
signals were transmitted using PECL voltage leaald terminated with a combination
of suitable resistors giving a termination impedantapproximately 90 at an average
voltage, of approximately 3.3V (PECL standard). Tiféerential signals were then fed
directly to the input of the laser drive amplifiel$e amplifier used was, as in the Mark
| system, the proven OPA699 voltage limiting ametiby Texas Instruments.

Intensity adjustment was achieved by using prograbienpotential divider circuits to
place a limiting potential on the OPAG699 pins 5 &mMich are provided for that
purpose. The driver amplifier output was then ledito a preset positive and negative
voltage which had the effect of limiting the amowitcharge placed into the pulse
forming network (PFN). This had the further effeftlimiting the amount of charge
dumped into the load (Laser diode) after cut-offtted step recovery diode contained
within the PFN. A set of typical output pulses bé tsystem is shown below in Figure
7.6 below. As before the pulses are clean and syrwaleand have a small afterpulse.
Like before, this is probably caused by an impedamismatch between the driver
circuit and laser diode or possibly even the measent apparatus.

For the slower signals, a TTL voltage level wasdusich, after transmission via co-
axial cable, was terminated with a Ib0@esistor and regenerated using an appropriate
logic gate.

Finally, as an experiment, analogue switches wddea@ to the alignment laser and c.w.
data laser circuitry. This was included in the @ir¢o test the viability of implementing
an optical classical channel using existing devie@dedded in the optical head (such

as the alignment laser).
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Figure 7.6. Mark Il PCB optical output pulses frahe four channels at B0MHz. Pulses
are uniform with a full width half maximum of apgmnmately 950ps.

7.2.3 Remote clock
The idea behind a remote clock board was to proaigersatile and accurate clock for
use in any of the QKD systems without tying expeasirystal oscillators to any one
system. To this end a PCB was designed to holdsaitlator and all the electronics
necessary to supply:

« 10MHz sine wave, 1V peak-peak (raw OXCO output)

* 10MHz squarewave, delayed, inverted and bufferepudsi

* Programmable 20/40/80/160MHz multipliers

 ECL/LVDS/CMOS/TTL outputs as required
The circuitry was realised on a commercial qual@B with dimensions consistent
with an IDE 3.5” hard disk drive (HDD) footprintoRer was supplied by a Molex-type
HDD power connector. A photograph of the finish&BHs shown below.
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Figure 7.7. The remote clock PCB. Fitting into arstard 3.5 HDD bay the card
provided multiple frequencies in multiple formatxluding ECL and low voltage
differential signalling (LVDS).

The clock was based on the previous clock circudescribed in chapter 6. The
inclusion of the multiplier stages, both incorporgt internal phase-locked loops
contributed very little in the way of jitter. Thee of high quality I.Cs and construction
techniques allowed the clocks to retain their decglperformance.
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7.3 Daylight operation®?

In order to be efficient and cost effective freexsp optical links are required to operate
continuously. For systems operating at high lagsudsuch as North America or
Northern Europe) during the summer months or ah kfjitudes (including space),
where a system may spend close to 100% of its wgrkime in daylight this means a
system must possess the ability to operate inglatylin conventional free-space optical
systems this is not a problem as increased noisdalsolar background can be offset
by increasing the signal power. By contrast, QKBtems, operating at extremely low
signal to noise ratios, do not have this luxuryeTdecurity of the system depends
strongly on the average photon numbgyr,which is tightly bounded by theoretical
security proofs with the result that even for De&igite systems the power per pulse of
the transmitted beam is still of the order of aggrphoton. This restriction can lead to
high signal losses due to atmospheric effects @abave seen in previous chapters).
Also related to the low signal to noise ratio oQ&D system is the high background
count associated with daylight. The background taona single photon detector
contributes directly to the error rate of a QKDtsys. If the error rate is too high the
system is unable to efficiently distil a usablewsedkey. In addition, if the background
is excessive, the detector can saturate, ceasadtidn correctly or even be destroyed.
For these reasons, the daylight operation stud@&snenced with gaining an
understanding of the background radiation expeedrzy a QKD system and ways of
reducing it. Work then continued with modellingtbe atmospheric environment with
respect to solar background and absorption spdetssible wavelengths of operation
and suitable sources for use at this wavelengtle Wem evaluated.

Finally, several methods of reducing backgroundiatah were investigated
experimentally with the resulting design appliedite compact QKD. An extended trial

was then conducted to assess the efficiency adeksggn.

2 During this piece of teamwork the author was resfie for background
measurement and all of the work pertaining to takecdion of suitable sources for
QKD. The MODTRAN modelling used throughout this pteax was provided by my
colleague, Dr. David Taylor.
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7.3.1 Background measurement
Measurement of the system background was recorded several days using the
apparatus shown in Figure 7.8.

Open window Diffuse
target

Camera

2 Oome’rres

Figure 7.8. Equipment set-up for background measerd. Bob “looks” at a South

facing diffuse reflector and the average count iateecorded over several days.

A Bob receiver was positioned at a suitable windawsing approximately North and
fitted with “standard” optics consisting of a le(ffs125mm, d=50mm) and a filter
centred at wavelength 670nm with full width half>amaum bandwidth of 20nm. The
field of view of the detector was made to be innidepon a polystyrene covered
plywood board approximately Frat a range of 200m. A software programme was then
written to record the background count level orging from the polystyrene target
every minute over several days thus allowing theatians in weather conditions and
their effect on background counts to be monitoRalystyrene material was used as it
displays excellent diffuse scattering charactesséind can be regarded as a near-perfect
Lambertian reflector. Neutral density filters (0.B2) were placed in front of the
receiver telescope to maintain the linear respafighe detector and avoid saturation.
The rationale behind this arrangement was thaerdtian placing Bob facing South, a
more representative scenario was to have Bob vigwedictable, efficient diffuse
reflector which itself was facing South and thudlecting the integrated solar
background at Bob. In addition, to gain a qualk&atidea of the variation of the
background a camera was set up to view the samme scethe Bob detector and record
an image every 15 minutes. The result of the baxkgt measurement is shown below

in Figure 7.9.
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Figure 7.9. Average background as seen by Bob vecdacing a diffuse reflecting
panel facing south.

Examination of the plot gives an idea of the soaflethe problem. At night Bob
experiences an average background count of appabeiyn 1kCounts/second per
detector (which is approximately the same as th& daunt of the detector). From
previous experiments it is well known that the QKgstem can function at this
background level so this provides a convenient berack. As the plot moves through
the night to the first day, it can be seen thatliaekground rapidly increase to nearly
32kCounts/second. The second and third days appdave a much lower count rate
as a result of the sky being rather overcast. Tired fwo days are again bright with a
return to a large background rate of approximad@gCounts/s. However, when taking
into account the Neutral density filters (O.D. =8)the Bob receiver, the actual count
rates are calculated to be in excess of 3Mcountsquond.

This suggests that in order to function efficierdlying bright daylight the background
must be selectively reduced by three orders of maadm or 30dB.

By way of further illustration of the problem, thghoto below shows the contrast

between bright and sunny day and late at night fifuerpoint of view of the receiver.
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Figure 7.10. The view from the Bob receiver. The cacles mark the White diffuse
reflecting target. Bobs field of view falls withine 1nf target area. The difference in

background is approximately 30dB.

7.3.2 Background modelling

Most of the daytime background radiation which entéhe Bob optical system
originates from the Sun. The use of atmospheric etiod software such as
MODTRAN allows estimation of the spectral distrilout of the solar background.
Coupled to the ability to model atmospheric trarssioin properties, this allows the
expected background levels at Bob to be estimdtieel plot below shows the modelled

solar irradiance estimated over the visible spettru
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Figure 7.11. Solar irradiance estimated using MOIANR software for the visible
radiation band, 400-800nm.
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This data allows an estimation of the amount olisdlackground entering the Bob
receiver to be made:

Power entering the Bob aperture:
P =LA)F(1)r(r ) % R (7.1)
r

Where:
L(A) is the solar irradiance as a function of wavelbrig
F(@.) is the filter transmission function,
r is the range to target,
@is the field of view,
d is the collecting lens diameter
andR is the scene reflectivity.
The irradiance level must be corrected for latitadd atmospheric air mass attenuation.
Bob optics are as given above.
To calculate the expected count ratg Re must include other loss factors such as

reflections at glass-air interfaces, filter losaad detector efficiency:

_MhtttE (7.2)

s
ndet

Where:

Ny =% is the number of photons per second of energy E,

t; is the transmission loss at each glass surface n
t; is the transmission through the RG650 filter,
¢ Is the detector responsivity

andnge is the number of detectors over which the lighttiggributed (x4).

This calculation gives an estimated background taate of 4.2x1® counts per
second(cps). Compare this with the measured val@5610 cps and one sees good
agreement given that the background depends on faators which change on several
different timescales.

7.3.2.1 Background reduction

Having considered the problem above, clearly, ideorto operate the system during
daylight a significant reduction in background dfetorder of 30dB must be
accomplished. Furthermore, the reduction must bexthee as it would be a pointless

task to reduce the transmission of the whole spectry 30dB.
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In an optical system of this type there are thregréeles of freedom which can be used to
reduce the background — spectral, spatial and teahpo

In the Spectral domain, the incoming radiation damn filtered effectively using
combinations of different types of filter in ord&y isolate the signal wavelength. In
addition, a part of the spectrum with low backgmbuwan be chosen for operation.
Spatially, the field of view can be controlled sutiat the receiver is gathering light
from the smallest area possible. In addition, leafttan be placed so as to trap any off-
axis radiation entering the receiver. In the termapdiomain, a timing window can be
used to restrict the operation of the detectotsmies when signal photons are expected
and ignore all other detections.

7.3.2.2 Selection of wavelength of operation

Selection of an operating wavelength can be comj@d: It is not necessarily enough
just to consider the background. There are additifactors which can have an effect
on system performance such as detector responsatityospheric transmission and
source availability. It is also worth noting thatlaav level of background light at a
particular wavelength may be due to absorptiontbnyoapheric constituents which will
also efficiently absorb the signal. To help make iaformed selection, accurately
modelled atmospheric properties can be combinedh wgectral response data of

detectors to give an overall idea of how a systaghtbehave.
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Figure 7.12. Atmospheric transmission combined wekector response for a Perkin-
Elmer Silicon avalanche detector. Coloured shapgsasent wavelengths of operation

for three free-space QKD systems.
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As an example, the figure above shows a combinatfcatmospheric transmission as
modelled by MODTRAN combined with the response oferkin-Elmer C30902
avalanche photodiode. As can be seen from the gthphefficiency of the detector
greatly modifies the atmospheric transmission dtarsstic with efficiency falling off
rapidly at wavelengths greater than 900nm. The {eagth of operation for three free-
space systems are shown with QinetiQ [1] (635nm)lure (circle), Los Alamos
national laboratories [2], U.S. (772nm) in greemug@e) and LMU, Munich [3]
(850nm) in purple (triangle). It is clear that tbesavelengths have been chosen to
coincide with a combination of good detector reggorand efficient atmospheric
transmission.

Whilst it is not always sensible to operate at aelength where background radiation
is at a minimum, there are some occasions whenstlaigpropriate. If one compares the
atmospheric transmission spectrum with the sotadiance, certain wavelengths can be
found which combine high transmission with low bgidund levels. These
wavelengths are termed Fraunhofer lines and they tbeir existence to absorption of
solar radiation in the atmosphere of the sun. Aigiothere are several hundred known
Fraunhofer lines, most of them have an extremelyoma width. A few, however,
possess sufficient bandwidth to be useful andri&dl the part of the spectrum usable by
short wavelength QKD systems [4]. These wavelengtbshown below in Table 7.1:

Wavelength (nm) Width (nm) Width (GHz) Species
434.0475 0.2855 454.6 H
486.1342 0.3680 467.2 H
517.2698 0.1259 141.2 Mg |
518.3619 0.1584 176.9 Mg |
656.2808 0.4020 280.0 H
849.8062 0.1470 61.1 Call
854.2144 0.3670 150.9 Call
866.2170 0.2600 104.0 Call

Table 7.1. Wavelengths of the useful Fraunhofeslim the visible solar spectrum [5].
Of these lines, it would appear most appropriatattempt to use the so-calleaxHine
(although, actually several overlapping fine stmuetlines [6]) situated at 656.28nm.
This is because it has a relatively wide bandwatld is already situated close to the
wavelength of the existing system and thus woudpiire only a change of sources and
filters. A plot of the Hx Fraunhofer line is shown below in Figure 7.13. iax@ation of
the plot shows a reduction in background of appnately 7dB over a FWHM of
0.2nm.
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Figure 7.13. The Fraunhofer ddline at 656.28nm. The line is approximately 0.2nm

wide and at its peak gives a reduction in backgboh~7dB (after L. Delbouille, G.
Roland & L. Neven (1981): Photometric atlas of sladar spectrum froml = 300nm to
A =1000nm, 1981, Data sourced via BASS2000, L'Qlamre de Paris).

Use of this wavelength could provide a significantvantage for a free-space QKD
system, provided the transmitter and receiver catié&y locked to this wavelength.
Conveniently, this wavelength is very popular vatilar astronomers and a wide variety

of off-the-shelf filtration optics are available.
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7.3.3 Comparison of optical sources for QKD

Light emitted from laser devices typically ariseeedo a well-defined atomic transition.
In the case of semiconductor lasers, the waveleisgtlefined by the so-called energy
bandgap of the semiconductor material used to dateithe laser. An additional
constraint on the wavelength of the output radmai® set by the dimensions of the
device itself. In the case of the semiconductoerlathe device is typically several tens
of microns long and this length gives rise to a skt‘cavity modes” which can
propagate within the laser gain bandwidth. This noimenon can be seen in the

spectrum of an edge emitting laser diode belowiguire 7.14.
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Figure 7.14. Low and high resolution spectrum oflager diode showing gain

bandwidth and cavity modes.

The smooth curve, measured with a low resolutionnasbromator grating
(150lines/mm) shows the effective gain spectrurthefmaterial itself.

Meanwhile, use of a high resolution grating (120€4/mm) reveals a periodic structure
superimposed on the gain curve of the material lwlsiacharacteristic of a set of cavity
modes.

Another property of laser diodes is that of tempem dependence of the spectral
emission characteristic. All semiconductors exhisbme form of temperature
dependence in spectral output, the magnitude oflwtiepends on the type of material

used in the fabrication process.
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The majority of semiconductor lasers available caruially and used in the QinetiQ
QKD system are GaAs edge emitting devices and le#ihiis wavelength, in this case,
by as much as 0.17nff. The effect can be seen below in Figure 7.15.
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Figure 7.15. Plot of spectral output of a laserdioheated to 5C then cooled in %€
stages to @C. Laser spectral bandwidth narrows whilst the vehepectrum moves to

longer wavelengths as the temperature increases.

Here a laser diode has been heated € %d then cooled in stages fi€0At each 5
stage the spectrum was measured and then ploteding the graph shown. The
heating mechanism used in this case was a comtnatiohmic heating and ambient
temperature change.

Examination of the graph shows that the laser badttivat OC is approximately 4.8nm
dropping to approximately 2.5nm at°&) which is fairly typical behaviour for this
technology. However, if one now looks at the greasation in output wavelengtidj,

it can be seen that this is approximately 8.4nner dwice the bandwidth of the laser
(and nearly three times that at°6). Furthermore, it may be seen that at the highest
temperatures, the laser intensity is much redud@éds can be due to a number of
intrinsic material effects within the device (iless of carriers at high temperatures)
leading to a larger operating current requiredetach threshold (and any given optical

output power).
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In both cases shown above, tight spectral filteoh¢he laser output will lead to large

variations in intensity of radiation passing thrbuthe optical filter at both the

transmitter and the receiver particularly as therfierence filters are only subject to

ambient temperature changes and the filters tresssom typically shows a weak

dependence on temperature (of the order of ~0.0G)m/Couple this with the

requirement for a very narrow band optical filteBab and the situation becomes even

worse.

The problem can be seen more clearly below in Eigud6. The graph shows the

normalised spectra of a single laser diode at teatpes ranging from°C to 3CC.

Superimposed over these is the transfer functioa typical narrow band filter with a

fairly wide passband of ~2nm.
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Figure 7.16. Laser diode spectra with respect tongerature (showing typical

narrowband filter function).

One can see that a temperature change ©€8Bius moves the spectrum of the source

outside the transmission of the filter which worggult in complete signal loss.

Furthermore, to maintain a steady output intengityn to within 10% variation, would

require control of the wavelength to within 0.2nnd&herefore temperature control to

approximately 1 Celsius at both Alice and Bob.
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Given that temperature control is costly in terniscomponents, space, power and
engineering, an alternative method of maintainingt@ady, monochromatic output
would be greatly beneficial.

One method proposed was to use broadband emitteisplace them behind a
narrowband filter. The output wavelength would thendefined by the filter transfer
function rather than the materials from which tbarse device is manufactured. It was
therefore decided to explore other types of souwxtth the intent of identifying
characteristics suitable for using in this way. Tdevices considered with known
broadband emission were light emitting diodes (LERed resonant cavity LEDs
(RCLEDS). Several devices of each type were practoetesting and comparison with
each other to assess their suitability for use kB Qources.

LED devices are made from the same sort of masedal laser diodes but have no
resonant cavity. Moreover, the radiation emitted bygDs shows none of the
characteristics of laser radiation (coherence, mbromaticity, directionality etc.) so,
whilst the spectral dependence on temperaturedllipigsent it is mitigated by the very

broadband emission from these devices.
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Figure 7.17. Output spectra of various LEDs. Bardiing range from 15nm to 50nm
FWHM.

A set of LED output spectra are shown above. Thieseces were randomly selected
from in-house legacy components and serve to shewmvavelength bandwidth and

diversity of these devices. The narrowest emisbamdwidth seen here is 15nm at full
width half maximum (FWHM).
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Generally speaking, LEDs are not intrinsically fdstices, attainable modulation rates
are limited due to their structure (specificallge tjunction capacitance) of the device.
Typical modulation rates lie in the region of a feams of Megahertz with pulse widths
of microseconds or, at best, a few tens of nanogEcA comparison of edge emitting

Laser diode (LD) and LED pulses are shown belowigure 7.18.
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Figure 7.18. Comparison of LD and LED pulses, bdtlven from a 1ns electrical

pulse. LED pulsewidth is approximately 15ns versarss for the laser.

Whilst the LD gives a very fast clean pulse, theDLas a fast risetime but a long tall
lasting many tens of nanoseconds. The pulse clesistats of LEDs are therefore
generally unsuitable for QKD.

A compromise to these drawbacks may lie in the afsa Resonant Cavity LED or
RCLED. These devices are fabricated from the saatenmals as laser diodes and LEDs
but the active area is contained within a FabryPeptical cavity. The resultant
structure yields a device with a broader outputspen than a laser diode but brighter
and more directional output than an LED (an exienseview of RCLEDs is given in
[7] and [8].

The output spectrum of a legacy RCLED device fraevipus research is shown below
in Figure 7.19 and appears to contain no cavityesdthe short cavity allows only one

mode to propagate within the gain bandwidth ofrtiaerial).
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Figure 7.19. Plot of spectral shift of an RCLED fotemperature variation of 8G in
increments of 1. The peak wavelength shifts but stays insideotiggnal spectral

feature.

As the temperature increases the peak output appesshift to longer wavelengths
whilst reducing in intensity.

This is due to the material emission spectrum nwuion longer wavelengths and
becoming detuned from the resonant mode supposteebcavity within the devices.
This behaviour has implications for use of thesaads with QKD systems.

As a result of the novel structure employed indbiestruction of RCLEDSs it is possible
to obtain pulse widths down to a nanosecond wheremwith appropriate electronic
circuitry. Figure 7.20 below shows the temporalpotitfrom the same legacy RCLED
device when driven from a nanosecond electricakgulThe pulse is clean and
symmetrical, with no afterpulsing. The pulse width900ps is eminently suitable for

QKD applications.
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Figure 7.20. Optical output pulse from a RCLED dnvby a nanosecond electrical

pulse.

In summary, all three source types have at leasidesirable property from the point of

view of simple, compact QKD but also show some diisatages. The table below

37

summarises the main requirements and characterddtibe tested sources.

' Pulse Temperature Beam . Suitability

Device type . N . Bandwidth
width stability quality for QKD

Laser diode <ins Mediocre Good Narrow High

LED 1ns><lus Mediocre Bad Wide Medium

Resonant ) . )

_ <lns Good Medium Medium High

cavity LED

Table 7.2. Summary of properties for QKD sources.

Edge emitting laser diodes (LDs) make good soufoesise in QKD systems. They
show a sharply defined output spectrum and canusediltra-short pulses (~100ps).

However, they suffer from some significant drawtsaekhen the system operation is

extended to daylight operation:-
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e Laser diodes exhibit cavity modes due to theircitme. This leads to a
periodic gain (and therefore intensity) fluctuatismperimposed on the
material gain bandwidth.

» Laser diodes can exhibit a strong spectral depaeden temperature. This
manifests itself as a spectral drift as the tentpesaof the device and its
surroundings change.

Both of these features would lead to significantpati intensity fluctuations from an

Alice transmitter unless some temperature contrglhardware was installed into the
transmitter module.

Light emitting diodes (LEDs) are candidates for useQKD systems. They are

available commercially in a wide range of outputvelangths and show broadband
emission without the cavity modes imposed by ancaptavity. They do, however,

suffer from two major drawbacks:-

* LEDs emit into a much larger cone than LDs (an L&y emit over several
steradians). This makes it difficult to collect tihadiation and focus it
through the system optics.

e« LEDs do not, as a rule, respond quickly to an dledtinput. This can be
due to a number of factors related to their cowsivn.

It may be possible to drive these devices corremtlio obtain LEDs that can be driven

with ultra-fast pulses but these devices do noeapfo be available commercially at the
time of writing.

Resonant cavity LEDs appear to show significantathges over the use of either laser
diodes or LEDs in a quantum cryptography systeneirTtharacteristics show several

advantages over the use of either LDs or LEDs.

e RCLED emission spectra show less temperature depeedthan laser
diodes whilst their spectral bandwidth is broader.

» RCLEDs possess no cavity modes, or rather the agsaravity is so short
that only one mode is resonant within the gain ladth of the material.

* Due to the inclusion of the optical cavity, thesw¥ides can emit directional
radiation, making it easy to collect and focusrdaiation into a bright spot.

These advantages would appear to make the RCLEasomable choice for use in a
QKD system. In addition the first telecom window tastic optical fibre (POF)
coincides with the solar radiation minimum situatédthe Hx absorption wavelength
meaning that these devices are also available cocratlg at the wavelength of choice

for daylight operation of QKD.
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7.3.3.1 RCLED assessment

With the above results in mind a set of 20 RCLEDicEs were procured for use in
converting the compact QKD system to daylight opena The devices took the form
of a plastic packaged fibre-optic transmitter usititable for use in short-haul
communication systems with plastic optical fiboreOfP cable [8]. The typical output
wavelength of the devices was given as 650nm witaradwidth 20nm full width half
maximum (FWHM). Transmission rates were given a@\a3ps with optical rise and
fall times of 2ns each.

The RCLEDS were tested by connecting them to aepuddectrical source designed to
mimic the output pulses of the Alice transmitteneToptical output was then fed via a
light guide to a spectrometer with a cooled sersaay, allowing the acquisition of
complete spectra. The spectra from the 20 RCLEPslaown below:-
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Figure 7.21. Spectra of 20 RCLEDs. There is a widgation in output and peak

wavelength. All have one thing in common — sigafiovavelength deviation from the

desired wavelength.

The graph above shows the measured spectra 20 aif the sources procured for the
investigation. Whilst the graph may look somewhatded, the point to note is that all

20 spectra are peaked around 644nm on the x-aeigo@ blue dotted line).
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This shows that the RCLED devices are well matakigll each other, and also that the
peak wavelength for the devices tested is somewhatter than the “typical peak
wavelength” figure quoted on the datasheet.

For comparison, a red line has been drawn wherdrmsmission of an ¢ narrow
band filter is at its maximum. As can be seen, éhir a significant wavelength
difference (~12nm) between the two.

The RCLEDs were designed to operate in short k&0rq) plastic optical fibre (POF)
communications applications. The device datash@fegliotes a typical data rate of
250Mbps with a rise and fall time of 2ns each. Tilgare implies that the devices may
not have a bandwidth wide enough to operate inGbmpact QKD system as the
system operates at a data rate of 20Mbps with paiséns width (FWHM). A pulse of
this width requires an electrical bandwidth of animum of 1GHz in order to function
correctly. The RCLED optical output was collected analysed using a Perkin-Elmer
single photon detector connected to a Hewlett-Fack8310A Modulation Domain

Analyser. The result may be seen below:-
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Figure 7.22. Graph showing the optical pulse outipoin RCLED nol.

The trace shows how the RCLED responds opticallthéoexciting pulse. An optical
pulse of roughly Gaussian shape and 833ps dur@&@@HM) is produced. A small
afterpulse may be seen to the right of the tracks. likely that this is due an electrical

pulse reflection arising from an impedance mismatdhe driver circuit.
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The amplitude of the after-pulse is small and wolbdd further attenuated in a real
system such that its contribution to errors or lgacknd count is negligible.
Furthermore, any photons from the after-pulse wautd/e at the detector at least 2ns
after the main pulse and would therefore arrivesioet of the nominal 1.4ns timing gate
in use by the detector system. Such a pulse respsimaws the RCLED device has
sufficient bandwidth and is ideal for use in the &Gtem.
7.3.3.2 Narrowband filtering and RCLEDs.
The discussion above yields two main points:-
» Firstly, the RCLED devices emitted a peak intenaitya wavelength nearly
12nm from the optimum required for maximum transiois through a
narrowband filter situated at the 656.28nm Frauahbhe. This is in spite
of the design wavelength being quoted as 650+/-10nm
* Secondly the RCLEDs are capable of producing vest pulses. It is
possible that the pulse width of 833ps shown irufégr.22 is not limited by
the RCLED device but by the drive pulse. Therefore not unreasonable to
suppose that even shorter pulses may be possitii¢his technology.
The wavelength shift may simply have been due toufecturing tolerances, and, when
guestioned, the manufacturer stated that the emnigsim the RCLED devices could be
engineered to coincide with the Fraunhofer line.
Normally it would be possible to temperature tume $ources to coincide with the filter
transmission curve, but in the case of RCLEDs titpwt wavelength is constrained by,
a resonant cavity. This has the effect, when teatper tuning the devices, of reducing
the output intensity. The effect occurs becausegtie-bandwidth of the material (the
broadband emission one would expect from the natdriit was used, say, in an
ordinary LED) is shifted with temperature beyone tlange of emission wavelengths
that are allowed by the resonant cavity, whichhisrsenough to allow only one cavity
mode to propagate (compare this with lasers whHegecavity is much longer and can
support several modes). Figure 7.23 below showspketral behaviour of a production
RCLED undergoing spectral analysis whilst beingté@aThere are three traces taken
at three arbitrary temperatures. The temperatunetigiven, but the important thing to
notice is that unlike laser diodes and LEDs, thectpl envelope does not shift
appreciatively and the intensity drops as the gaimdwidth of the material moves away

from the resonant frequency of the cavity.
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Figure 7.23. Emission spectra from RCLED no09. whesated from ambient

temperature. Ambient to hot is approximatelyGélsius. The 656nm Fraunhofer line is
shown in black.

The result is that at the desired wavelength, thensity is even less than if the RCLED
device was left unheated. If, however, the devscanheated then narrowband filtering
will result in a significant loss of intensity die spectral mismatch of the source and
the filter. The situation is shown graphically ilgire 7.24. On the left one can see a

plot of the normalised output from the RCLED agaaglot of the filter transmission.
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Figure 7.24. Graph showing normalised output spgotof a RCLED and narrow band
filter. The resultant transmission is barely visibFor clarity, the resultant is shown
enlarged in the graph on the right showing a peaksmission of 0.025%.
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It is possible to make a good estimate of the dutpuhe device when filtered by the
narrowband filter by multiplying the normalised & and the filter transmission
function. Although barely visible in the graph dretleft, the resultant transmission has
been enlarged in the graph on the right. Peak ressson is approximately 0.025%
which is a loss of approximately 36dB. This is atr@mely inefficient source.

In spite of this, four of the brightest (at 656nRELED sources were selected and
installed in the system. With the other optical pements installed it was found to be
only just possible to align the system. Unfortuhateo few counts were received (200
counts above background) to perform any key exatgmng

The results were considered encouraging providiag RCLED sources at the correct

wavelength can be procured.

7.3.4 Spectral filtering

Narrow band interference filters are a common toobptical systems for selecting a
narrow spectral band of light with the aim of ingseng signal to noise ratios. A large
number of filters are available with a typical spakcbandwidth of 10nm, and indeed
filters with a central wavelength of 670nm and arhObandwidth have been used as
standard in the QinetiQ compact QKD system. CdsiceVe filters with a bandwidth
less than 10nm are more specialised and diffioulttain at custom wavelengths.
However, the chosen wavelength for daylight operats the H line at 656.3nm for
which narrow bandwidth filters are readily availbIhese have a nominal bandwidth
of 1nm with a tolerance of 2nm. Using a very nardoand filter at this wavelength
places a demanding requirement upon the emittingrceoto stay within the
transmission band (see discussions of sources ghimutealso there are implications for
the design of the collection optics.

The Bob receiver optical system discussed prewossthown schematically in Figure
7.25 below. The system consists of a long focajtleril25mm) lens (50mm diameter)
which focuses light through a & diameter pinhole (acting as a spatial filter)toon
another lens which images the incoming light oh® Bob detectors. The spectral filter
is placed before the pinhole in a region wheretligtbeing focussed. It is well known
that the spectral transmission characteristicsaohterference filter are designed for use

with collimated light, incident normal to the fittsurface.
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Objective Filter Pinhole Imaging
lens

Detector

100pum f=12mm

f=125mm
Figure 7.25. The existing Compact QKD optical syster Bob at 670nm

When light passes through the filter at an angke dbntral transmission wavelength
shifts to shorter wavelengths [10]. This effecsi®wn in Figure 7.26. A 650nm filter
transmission function is shown for normal and® idff-normal incidence. The

transmission maximum for off-normal radiation moves shorter wavelength by
approximately 5nm and results in a transmissionctdn of nearly 15% at the 650nm

peak compared to collimated light.
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Figure 7.26. Spectral transmission profiles of ateirference filter on axis (red) and
10° off-axis (blue dashed). Peak transmittance shujtsapproximately 5nm to shorter

wavelength.
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With a narrower bandpass filter the transmissi@s lvould be significantly increased.
Furthermore this loss affects only the signal wength as the background radiation
possesses a broad spectrum and therefore alwaygsdoasponent with transmittance in
the pass band of the filter. The effect of off-axesnsmission is therefore to reduce the
signal to noise ratio. A method of alleviating thpsoblem would be to mount the

narrow-band filter at a point where the incomirghtiis collimated.

7.3.5 Field of view (FOV) considerations

The field of view (FOV) of a system is the angleepwhich the optics of the system is
able to accept light. The amount of light collecbgda system is thus determined by the
FOV and any stops in the system. For clarity, gpgnoptical system is shown below

Objective Aperture Field
lens stop stop

Detector

—
— -
—— -
—
—
— -
1
1

Figure 7.27. Simple optical system showing apertamd field stops and the field of

Focal length

view.

Clearly, the FOV of the optical system can be algd by a number of methods such
as entrance aperture, focal length, aperture ahd $top sizes. Significant background
reduction could be made by restricting the fieldsigfv of the receiver to a small angle
and thus accepting light from as small an areaoasiple around the Alice output lens.
7.3.5.1 Use of afield stop

The QinetiQ compact QKD system employs arfidiameter pinhole situated at the
focus of the collecting lens as a field stop (segife 7.25. above).

Whilst this arrangement blocks a proportion of 8wene image from reaching the
detector, it is not necessarily the correct praparsince the pinhole is positioned at the

focus of the objective (i.e. the Fourier plane).
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The pinhole thus acts as a spatial filter and digiyt of lower spatial frequencies is
passed. This light could still contain elementsnfrthe wider scene around Alice.
Moreover, since the light being gathered by thdesgshas inevitably passed through
the atmosphere and become distorted in various ,whaysay well contain desirable
higher spatial frequency elements which are beigrdéd. A better way of filtering
would be to employ a field stop at a location ctosethe objective thus enabling a
reduction of the image field.

7.3.5.2 Focal length increase

It is clear from Figure 7.27 that the backgrouneelecan be reduced through the use of
a longer focal length collection. The amount othtigollected varies as the inverse
square of the focal length, so doubling the foeabgth reduces the light collection by a
factor of 4.

However the focal length of the lens system carsioiply be extended arbitrarily
because the physical size and weight of the tepesoptics would make the system
impractical. A sensible approach would be to usmatadioptric folded optical system
such as a Schmidt-Cassegrain reflecting telescbpis. type of system is physically
small but has a long focal length and would allevigossible problems with centre of
gravity and bulk etc. Such a system has a smalgentage in that the telescope has a
central obscuration, however, this can be offsedlightly increasing the aperture size.

7.3.6 Revised optical system

With the above in mind, a new optical system fax Bob receiver was designed. A
commercial of-the-shelf Schmidt-Cassegrain telescoegh a focal length of 500mm
was procured and coupled to suitable mountings. éve optical system for the Bob
receiver is shown schematically in Figure 7.28.

Schmidt-Cassegrain
/telescope (f=500mm)

Narrowband
filter

Pinhole/

field stop Detector

Relay lenses

Figure 7.28. A schematic diagram of the new opteatem for Bob, incorporating a

Cassegrain reflecting collector.
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The redesigned collecting system possessed an Beruai 8 and a focal length of
500mm with approximately twice the collection acéahe previous system. This made
the system more efficient at collecting both baokagd and signal and thus did not
affect the signal to noise ratio. However, the @ased collection efficiency makes more
light available to the filtering elements later he system. A feature of the new
collection lens (and of Schmidt Cassegrain systengeneral) is the central obscuration
of the collection aperture. This was found to @egaitoblems at short ranges where a
mismatch between beam sizes meant that the whal® meas obscured necessitating
the use of a skewed optical path. This was not @rpeto cause problems at longer
ranges and the resulting larger beam diameters.

A smaller pinhole (7fm) was installed as a field stop. Although sigmifily smaller
than the original 1g@m pinhole, this is still much larger than the expédcfocal spot
created by the objective lens. However, for thesoea stated above the pinhole should
act as a field stop and not necessarily as sp@ted and therefore is required to be
somewhat removed axially from the focal plane @& tbjective and larger than the
focal spot. Another reason for a conservative ahaft pinhole is that the smaller the
pinhole, the more sensitive to alignment the sysbetomes. This is compounded by
increasing the focal length of the system. Obviptisére is a trade-off to be made with
implications for the design of the mounting andnpioig systems. Finally an additional
relay lens was installed thus creating a regiorcafimated light for the optimum
installation of a narrowband filter.

Due to the difficulties in directly comparing the&l@and new systems it was decided to

make progressive change to demonstrate that tlgestegl changes would be effective.

7.3.7 Jitter, gating, and noise

The Alice transmitter emits pulses at a fixed natth a fixed time interval between

pulses. The QKD system is synchronised such thgpgmation delays are removed
from the photo-detections made at the receiverthacefore Bob can unambiguously
predict the arrival times of specific pulses. lagiice, the time of arrival of the emitted
pulses exhibits a statistical spread which origisatrom various sources such as
atmospheric effects and electronics noise. Thisaprs called jitter and it places a limit
on the system performance. Figure 7.29 below shawsgpical histogram of signal

detections at the receiver.
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Figure 7.29. A typical detection histogram from &@receiver (blue dotted), with a
Gaussian fit (red solid). The moveable gates datexrhow much of the signal pulse

(and background) enter the detection system.

The histogram above depicts a normalised set diopthetections lying squarely within
a detector gate (a Gaussian approximation is dlews for convenience). Detections
lying outside the gate are regarded as noise amated. However, because such noise
events occur randomly, there is a finite probapthiat they will fall within the gate and
result in an erroneous count. This probability iggortional to the gate width and so it
Is important to use a gate width as narrow as plessi

Obviously, if the gate is reduced too far a lossighal will result. If now the gates are
now bought incrementally together, clearly lesgha signal will lie within the gate.

This situation is show below in Figure 7.30.
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Figure 7.30. Graph showing the fraction of signeed continuous) and noise (blue

dotted) contributing to the raw key as a functidniming gate width.

Clearly, with reference to the plot above, therétie to be gained from reducing the
width of the time gate below approximately 2ns sinbis would reduce signal at a
greater rate than the background noise contribufibe full width half maximum of the

pulse in this example is approximately 900ps, tioeesfor maximum signal one would

open the gate for approximately twice this value.

7.3.8 Background reduction results.

To demonstrate the effect of the modifications ubsed above on the receiver system
background rejection performance, several testge werformed.

In the case of the spatial filter/field stop, &efied Bob receiver without a collecting lens
was placed facing a white, evenly illuminated d#u reflecting surface. The
background count level was then measured. The teffewarious pinhole sizes on

background may be seen below in Table 7.3.

Pinhole Filter Count rate Reduction Expected
Diameter (um) (nm) (kHz) factor reduction
100 10 126 1.0 1.0
75 10 76 1.67 1.7
30 10 12 11.1 11.1

Table 7.3. Count rate reductions from reduced digmginholes.
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The reduction in background delivered by the piehslze adjustment is clearly
consistent with the expected result (that is a sglaav relationship).

Comparison of filter efficiency was then made bglaeing the 10 nm bandwidth filter
with one possessing a transmission band of appeirisn1lnm. Three filters, nominally
the same, were installed in turn and backgrounditc@ies again measured. The results

are shown below in Table 7.4.

Filter Pinhole Count rate Reduction Expected
(nm) (um) (kHz) Factor reduction
10 100 350 1.0 1.0
1 (filter 1) 100 57 6.25 10
1 (filter 2) 100 45 7.8 10
1 (filter 3) 100 54 6.7 10
1 (filter 1) 30 4 91 111

Table 7.4. Count rate measurements for reduced wihld filters and selected
pinholes.

The pinhole size reduction (30mm) shows an impram@nm background collection by
an order of magnitude whilst the new filters shoveeceduction in transmitted count
rate of approximately a factor of 6. The final lesu Table 7.4. shows the system with
a 3Qum pinhole combined with a 1nm filter giving an ocakreduction in background

by a factor of 91, somewhat less than the antiegpaeduction. However, the above
measurements show that the suggested improvenmergducing both pinhole size and

filter band-pass width behave in a manner condistéh the expectations.

7.3.9 Extended daylight operation trial

Due to the difficulties experienced with attempasirnplement a broadband RCLED
source combined with a narrowband filter, the systevas constructed using
semiconductor laser diodes emitting at approxinga@&bnm. The other improvements
discussed above were included in the new desigmessudted in an overall reduction in
background of approximately 25dB. Although not tleguired 30dB reduction this
figure is encouraging and sufficiently low to ereakey exchanges to take place.

The system was located in a well-lit (both natawad electric) laboratory with the Alice
transmitter located in front of a large window subhat the Bob receiver was looking
into a bright daylight scene. The system was theints run continuously in an
autonomous batch mode with each batch consistidg@blocks of data.

Here, a block of data consists of a header comparanaining a pseudo random bit
sequence (PRBS), used to synchronise the two talsnifollowed by random data
component containing 20x1Pulses. A complete batch transmission was accstrgdl
approximately every 200 seconds.
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If, for any reason, a block synchronisation failg system waits until the next block
and tries again. At the end of each batch, keynatation occurs with Alice and Bob
performing a complete reconciliation of the exchethggey. During this phase the key
material is stored, along with information aboug #tatistics of the process, such as the
number of valid blocks received and the bit eredeifor the batch as a whole. With the
batch reconciliation complete the process is reguefr the next batch.

7.3.9.1 Results

The system was left to run continuously for 7 daithout any intervention and several
system parameters were recorded. The resultingkédyerror rates are shown below in

Figure 7.31. This work is also reported in [11].
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Figure 7.31. Graph showing final key rates andesitor rate over 7 days of operation

of the daylight enabled system, using modified &descrror correction and privacy

amplification algorithms as described in sectioB.70.3 below.

Firstly, it is easy to see the matching diurnaliatgsns in both key and bit error rates.
Also, around the 50 hours mark, the system apptarsuffer from a significant
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reduction in efficiency with a corresponding in@ean error rate, during both day and
night hours. This is probably due to a misalignmarthe system due to a temperature
fluctuation in the laboratory.

The spikes of higher QBER arise from occasions wthensynchronisation has failed
for a large number of blocks within the batch. kngral the spikes last for a single
batch after which the system recovers. Shared &eyenerated from each individual
block, so even where the average batch QBER mayidbe there may be some good
blocks with low QBER that can yield key. It is aldhat synchronisation failure occurs
most often during the daylight hours.

At the end of each batch the value gfthe average photon number per pulse was
measured using an amplified photodiode locatedhat unused output port of the
combining beamsplitter in the Alice transmitter.nArrow bandwidth spectral filter of
the type used in Bob was placed in front of thetptiode. The photodiode output is

shown below.
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Figure 7.32. Graph showing output intensity of Alduring the experiment.

Due to the photodiode location, the output intgngitlue was not influenced by system
alignment due to thermal fluctuations, or to théluence of varying degrees of

background radiation.

Therefore, the most likely source of the variatians figures 7.31 and 7.32 is

fluctuations in the overall transmittance of thediabeams due to thermally induced
changes in the emission wavelength of the semiatndlasers causing a mismatch

between the laser output wavelength and the pldésisband.
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With a QBER rate of 3-6% and final key generatiates of 1-3 Kbits per second the
system performed well although this experiment paigormed over a few metres in a
laboratory. However, atmospheric loss was simulétedsing neutral density filters at
the transmitter in an attempt to yield losses @@bior systems in use over several

kilometres.

7.3.10 General development wotk
In addition to the modifications described abowwesal areas were identified as having
a significant effect on system performance.

* Pointing and alignment

» Continuous operation

* Algorithm improvement.
A brief description of development work in eachaaiegiven below.
7.3.10.1 Continuous operation
Previous versions of the compact QKD system so@iwagre designed to process data
in a packet mode characterised by sending blockarafom key material prefaced by a
pseudo-random header. Sifting, error correction pridacy amplification were then
applied to each batch in turn before a final sekest was produced. The process was
then repeated on a batch by batch basis and wasssdy discontinuous in nature. A
new version of the software was written that alldwesy generation to take place
continuously. The software was developed to condbet separate phases of key
generation, including key reconciliation, in paghland to generate random key until
stopped by the user. The continuous QKD systemtivas operated for 24 hour in a
laboratory test. The results are shown in the glksgdbw in Figure 7.33.
The graph shows the received quantum key rate latal@er the processes of detection,
sifting and error correction. After what appearsb a settling period of a couple of
hours, a stable key generation rate of approxima&kBits per second is established.
Also shown is a graph of the bit error rate of tfla@msmitted data.
It is clear that the early lower QBER coincideshitite higher key rates with the system
settling after some hours. In order to serviceitiseeased demand for random numbers,
the random number generator software was modibecbhtinuously deliver real time

random numbers to the system.

13 This work was conducted as part of a four man teatim contributions from every
member. It should be seen as general work impraosysgem reliability.
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Figure 7.33. Key generation rate and bit error rdta the continuous QKD system

using modified Cascade error correction and Privaaynplification algorithms
described below.

7.3.10.2 Pointing and alignment.
It has long been recognised by the QKD communitt thccurate pointing and

alignment are extremely important, particularly foze-space systems operating over
more than a few hundred metres.
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With this in mind, it was decided to install a piimig and tracking system into the
compact QKD system. A pair of miniature video caasewere installed in the system
and connected via USB cable to the controlling cot@p The cameras were coupled

into the optical beam using suitable beamsplitish that fields of view of the

Fiure 7.34. Alice and Bob modules showig outﬁpltée with miniature USB video

cameras attached.

This arrangement allowed the operators to see lgxabiere each optical system was
pointing at any given time. With the system aligniedlicial marks were overlaid on the
video display such that subsequent re-alignment mwasely a matter of aligning the

marks. Both transmitter and receiver systems wise@ovided with a set of motorised
micrometers for fine pan and tilt adjustment. A gientracking routine was then written

in LabVIEW to enable the system to compensaterfalisdrifts in alignment.

7.3.10.3 Algorithm improvement?

In addition to the improvements detailed above, mtime was spent improving the

efficiency of the Cascade error correction algonitHn order to make best use of the
classical link hardware, the key was divided um iatlarge number of blocks, and a
parallel Cascade process was implemented.

This means that the cascade algorithm is implerdesgparately and simultaneously on
each of the blocks. During this process the erroadits are publicly revealed, together
which a few extra bits used in the isolation praces

At the end of the cascade algorithm the correctegy is shortened, so that the

eavesdropper has no information on what remains.

4 This unpublished work was exclusively and exhaestiundertaken by Paul Tapster.
I include it here as it was part of the final systdt is also a significant result in its own
right.
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This can always be done with perfect efficiencye.(the number of bits removed is

equal to the number of bits revealed during eroorection).
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Figure 7.35. Comparison of error correction efficeées showing the Shannon limit
(best case), Tatvski’'s estimation of Bennett and Brassard’s Cascandd Tapster’s

version of Cascade with parallel processing.

The diagram in Figure 7.35 shows the efficiencytha version of the algorithm that
was used in the compact QKD system (middle-dashester together with the

maximum theoretical efficiency (upper-solid curvEpr comparison the estimation by
Tarcevski of the efficiency of the original Cascadesiswn for comparison (lower-

dashed). Clearly, Tapsters algorithm is not onlyraprovement in terms of efficiency
but also robustness against higher errors, reactungithin a few percent of the

Shannon limit.

7.4 Daylight operation conclusions

Attempts to reduce the background count rate ofctimapact QKD system by several
means have been described in some detail. When atorgpthe modified optical
system (500mm focal length, 1nm filter and gu®0pinhole), against the original
system (125mm focal length, 10nm filter and a {@f0pinhole) a reduction in

background of approximately two orders of magnitu@es noted.
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An anticipated improvement of 3 orders of magnitedald not be achieved by these
means alone and the reason for this discrepanaycigear.

Increased narrowing of the timing gate was nonapted for the reasons given above in
section 7.4.3. However, future reduction in traritenipulsewidth and system jitter
would allow the time gate to be reduced thus redudhe background probability
accordingly.

Attempts were made to align Alice and Bob incorpom the new background
reduction features but the increased alignmentitbatys due to a greater level of
magnification, coupled with the restriction presehtoy the reduced pinhole made
alignment difficult and unreliable.

A detailed discussion of sources for daylight QKpe@ting in the 656nm Fraunhofer
line showed some promise for RCLED devices in ar@utsystem although the test
devices were unsuitable due to wavelength.

The system was demonstrated over several daysdaylegght scenario and also in a
continuous mode generating secure key materiates wup to 3kbits per second.
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Chapter 8- Conclusions and future work

8.1 Conclusions

This thesis has presented the author's work ondpaee QKD systems performed at
QinetiQ (Malvern) and its predecessors over theodesf a decade from 1998.

Chapters one to four have introduced the field wdrqum key distribution and some
related areas and given a historical review oftéianology. In addition, the theoretical
basis has been presented along with the necedsamyetical tools for understanding
some of the practical problems associated with@mgentation of the technology
Chapters five to eight have presented practicakviorfree space QKD performed by
the author and co-workers starting from a breadbpawof of principle system through
to a compact, reliable and portable system, elesneintvhich have been demonstrated
over distances up to 144km and in daylight.

The key results of the research is that free-sg@E® is a versatile and robust
technique for exchanging highly secure encryptiegskin certain scenarios such as
short haul metropolitan and long haul (low earthitpdinks.

8.1.1 Lessons learned

It is easy, in a small team, to become so focussetithe current research topic that one
misses important developments in the field. Thisab@e apparent when comparing our
system results against the current security prddfsst of the QinetiQ results fail to
stand up against a rigorous security analysis usiadatest theory. However, this can
often be attributed to the fact that theoreticall#evelopment appears to have lagged
that of practical systems for much of its life. Aegter awareness of current security
proofs by the team would have resulted, for ingtanta much earlier development of a
Decoy State protocol for the compact system.

Of course, this is not to say that the QinetiQ exysis not as vulnerable as any other
system to an as yet unknown side channel attatlack. The group at Trondheim (V.
Makarov and colleagues) appear to be the only gemuusly attempting the task of

subverting QKD systems.

252



8.2 Future work plans at QinetiQ

Subsequent to the end of the UKMoD program whichdad much of the work
described in this thesis, the QinetiQ team wasnadd for a further three years to study
and develop components for QKD systems. The neyegiribcussed on developing the
fundamental technical building blocks using robasid reliable GaAs solid state
technology for the next generation of QKD addregsecurity at higher data speeds
and with wider application areas. This project aim® develop two device
technologies:

A high-speed optical polarisation modulator The first technology builds upon
technology arising from an earlier programme for @&velopment [1]. A waveguide-
based device capable of rapidly modulating the rigElion of its output light is of
enormous potential value to so called weak pulse €&tems. It is capable of
generating all the polarisation states requiredtiier implementation of QC protocols
using a single laser, as opposed to current systeimsh use multiple sources. In
addition it can also be used to compensate forrigalton scrambling effects such as
those found within optical fibres. The use of lowltages and high speed shows
potential for wider usage in telecommunicationgeys. The newly funded work seeks
to refine the device design described in [1] anterot the modulation rate from 100
Mbit/s to 10 Gbit/s. This will greatly enhance QE€yldistribution rates as well as being
of benefit to conventional optical telecommunicaipenabling the future demands of
secure data transmission volumes to be met.

An entangled photon pair source involves the development of a novel non-linear
waveguide structure to produce entangled photoms paith high efficiency in a
compact and easily controllable form.

This technology [2] requires the design of a sowfcguantum mechanically entangled
photons intended for use in a quantum cryptogragisfem or quantum information
systems. In quantum information in general (whietiudes QKD), entangled photons
can be considered a resource. They can replace ‘mdae’ sources to create a type of
single photon source, or they can be sent fromrd garty (which need not be trusted)
to secure a key between two separated users. mame they have the potential to
increase data rates for the same level of secasitweak pulsed systems. In addition,
entanglement is a key technology in quantum repeate proposed method of
increasing the range of fibre optic based QC) amaptical quantum computation.

Most existing techniques for the generation of eglied photon pairs rely on relatively
large designs with bulk optical components andrlagstems.

253



This work aims to demonstrate novel phase-matchsohgemes for non-linear
wavelength generation in structured semiconductoreguides, with a view to enabling
efficient generation of entangled photon pairs@. Novel gallium arsenide (GaAs)
waveguide designs generate the non-linearity onexx#éended interaction length (yet in
a compact space), permitting the required optio&knsities to be achieved with
relatively low pump laser power.

Additional research at QinetiQ is also focusseddemelopment of a QKD network
solution using a polarisation-based broadcast ndetheer passive optical networks
(PONSs).

8.3 Future trends

Global reach QKD:To date, the author is unaware of any QKD systea ltlas been
placed aboard a space vehicle or, for that mattaced on any high altitude platform.
This thesis has detailed some of the feasibilisgaech during the past two decades but
no practical realisations have been reported. &éwpoups are working toward this
goal including the Hughes group at LANL in the Uad the Spacequest collaboration
[4] based at the University of Vienna.

Networked QKD:Network QKD is still in its infancy despite enornsowfforts to
develop various implementations. The most promisifigvhich appears to be the
broadcast P.O.N solution which does not requir@irgenodes in the network. Recent
networked applications of QKD included a system useg some of the
communications at the FIFA world cup in South Adr{@010)

QKD to the homeWith the advent of all optical networks and fibeethe user (FTTU)
technologies it has become possible to perform QK@r passive optical networks
right into the home or business. Compact technefguch as waveguide modulators

would allow the development of a cost effectiveusioh for online security [6].

8.4 Outlook

The appearance of working QKD has attracted mutdrast. However, it appears that
there is some reluctance to embrace the advantdg@&D commercially, but this is
generally the case with new technologies. Typicalfgr-Eastern countries such as
Japan, China and Singapore appear to be inves#ayilip in QKD technology.
Although there are still many problems to be so)\ted potential gains may well make
QKD a successful technology particularly in liglittiee threat to security posed by the

increasing likelihood of a viable quantum computer.
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