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Single-file diffusion is a ubiquitous physical process exploited by living and synthetic systems to exchange
molecules with their environment. It is paramount to quantify the escape time needed for single files of
particles to exit from constraining synthetic channels and biological pores. This quantity depends on complex
cooperative effects, whose predominance can only be established through a strict comparison between theory
and experiments. By using colloidal particles, optical manipulation, microfluidics, digital microscopy, and
theoretical analysis we uncover the self-similar character of the escape process and provide closed-formula
evaluations of the escape time. We find that the escape time scales inversely with the diffusion coefficient of
the last particle to leave the channel. Importantly, we find that at the investigated microscale, bias forces as
tiny as 10−15 N determine the magnitude of the escape time by drastically reducing interparticle collisions.
Our findings provide crucial guidelines to optimize the design of micro- and nanodevices for a variety of
applications including drug delivery, particle filtering, and transport in geometrical constrictions.
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Living and synthetic systems exploit a variety of pores or
channels at the micro- and nanoscale, to transport particles
and molecules [1,2]. When the pore or channel cross
section is close to that of the particles, these are no longer
able to pass each other, a phenomenon known as single-file
diffusion (SFD). SFD plays a role in numerous processes
such as the diffusion of ions or water molecules in trans-
membrane proteins [3–8], the diffusion of adsorbate
molecules in zeolites [9–11], water diffusion in nanotubes
[12], colloidal particle diffusion in one-dimensional (1D)
channels [13–15], drug delivery through nanofluidic devi-
ces [16], protein sliding along DNA [17], and charge carrier
migration in polymer and superionic conductors [18,19].
SFD is a fascinating process, since it does not obey Fick’s
laws. As the sequence of particles remains unaffected
over time, anomalous behavior in fact characterizes SFD
systems. Specifically, it has been shown that single-file
interactions imply that the mean square displacement
(MSD) of a tagged particle scales as t1=2 [20].
Recently, a wealth of theoretical approaches to analyze

SFD has been developed [18,21–35] and the dependence of
the MSD on time has been experimentally investigated for
many SFD systems: (i) At the nanoscale with measurements
on zeolites [9,10] and single-walled carbon nanotubes [12]
via nuclear magnetic resonance; (ii) at the microscale, on
colloidal suspensions confined in circular trenches [14], in
1D circular channels created by means of scanning optical

tweezers [13] in narrow straight grooves [15,36] and in
narrowmicrofluidic channels [37]; and (iii) at the millimeter
scale, on macroscopic charged metallic balls electrostati-
cally interacting and confined in a circular channel [38]. So
far, both experimental and theoretical approaches have been
focused on the temporal dependence of the MSD of the
particles inside the channels. On the contrary, little is known
about the escape process of single-file particles out of a
narrow channel, a key issue in the analysis of diffusive
transport in compartmentalized systems [39].
In this Letter we address this problem with a combined

experimental and theoretical investigation that allows us to
dissect the single contributions of the different cooperative
effects involved in the escape process. The experiments
are based on colloidal particles in microfluidics [40–43],
holographic optical tweezers (HOTs) [44–47], and digital
video microscopy [48]. This setup allows us to monitor the
position of colloidal particles in single file within arrays of
microfluidic channels with different lengths [49–52]. We
measure the survival probability for the last particle to leave
each channel and the mean escape time needed for all the
particles to leave the channel. We compare these measure-
ments with analytical predictions developed on the basis of
the reflection principle method [21,35]. This allows us to
successfully validate closed formulas for the estimation of
the mean escape time, which can be used for quantitative
assessment in widespread single-file conditions, on both
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living and synthetic model systems [2,5]. We find that
(i) the escape process of N particles can be entirely
described in terms of the survival probability of the last
particle to leave the channel, (ii) the escape time scales
inversely with the diffusion coefficient of a single particle
in the channel, and (iii) bias forces as tiny as 10−15 N
determine the magnitude of the escape time by drastically
reducing interparticle collisions and switching off
excluded-volume effects.
Microfluidic devices consisting of two 3D baths with

a depth of 16 μm separated by a polydimethylsiloxane
barrier and connected by an array of microfluidic channels
were fabricated as previously reported [53,54]. The chan-
nels have cross-section dimensions close to 1 μm, and
length Lc of 4.7 [Fig. 1(a)], 5, 6, 7, 9.6, or 12 μm. For
full details about the channel geometries, see Table S1 in
Supplemental Material [55]. The baths are filled with
polystyrene spherical particles with radius R¼ð252.5�4Þ
or ð310� 5Þ nm dispersed in a 5 mM KCl salt solution.

The Debye length associated with the particles is around
6 nm, much smaller than the particle radii, thus justifying
the assumption of hard-sphere interactions in the theoretical
model below. We use a custom-made HOTs setup [49] to
generate multiple optical traps in the 3D baths, where
particles freely diffuse [Fig. 1(a) and video S1]. Upon
trapping, particles are independently dragged and posi-
tioned in the microfluidic channels with an accuracy down
to 100 nm [Fig. 1(b)], generating an array of single-file
particles with different initial numbers N ¼ 3, 4, and 5 in
each channel [Fig. 1(b)]. Once the array is completed, all
particles are released at the same time by switching off the
trapping laser. The escape processes from the different
channels are followed at all times. Figure 1(c) reports an
exemplary snapshot of the escape processes 18 seconds
after the release instant. Each escape process is repeated at
least 50 times. Overall, we investigate escape processes
from 13 different channels involving the trapping and
escape of more than four thousand particles (Table S1).
We track the position of each particle in each channel at all
times by using a custom-written interactive data language
routine based on a standard particle tracking approach [48].
In each experiment we measure Jr−l [see Table S1 and
Figs. S1(a) and S1(b)], the average difference in the number
of particles exiting from each channel to the right and left
baths [54,59]. This allows us to identify the intensity of any
external bias force Fe down to the scale of 10−15 N and its
contribution to the escape process via the adimensional
ratio ðFeLcÞ=ðkBTÞ (see Supplemental Material [55]).
We measure the escape time τ, i.e., the time required

for all the particles to exit from the channel to the baths.
Detailed information about the escape process can be
obtained in terms of the survival probability, experimen-
tally defined as

S1ðtÞ≡Mt

M
¼ Probfτ > tg; ð1Þ

where M is the number of repeats of the same escape
process andMt is the subset of repeats for which τ is larger
than t. The corresponding errors are evaluated as

ffiffiffiffiffiffi
Mt

p
=M.

From S1ðtÞ one can estimate the mean escape time
T1 ¼

Rþ∞
0 dtS1ðtÞ. Note that both S1ðtÞ and T1 depend

on several experimental parameters, namely, the length of
the channel Lc, the number of initial particles N, and the
width L0 ≤ Lc of the distribution of the initial positions of
the particles when these are released by switching off the
trapping laser (Fig. S2). Moreover, a systematic external
bias force Fe can also affect S1ðtÞ.
In order to gain information on the different physical

mechanisms contributing to the escape process, we carry
out an analytical evaluation of S1ðtÞ and T1 based on the
reflection principle method [21,35] (full details are reported
in Supplemental Material [55]). The starting quantity is
the conditional probability Snðtjm;Lc; L0;ΓÞ. This is the

(a)

(b)

(c)

3 µm

FIG. 1. Filling and escape processes of colloidal particles from
an array of microfluidic channels. (a) Two three-dimensional
(3D) baths are filled with freely diffusing particles. The baths are
connected by an array of microfluidic channels with a similar
cross section and length Lc of 4.7 μm. Eight optical traps are
generated via holographic optical tweezers and positioned in the
3D baths. Trapped particles (highlighted with circles) are inde-
pendently dragged and accurately positioned in the microfluidic
channels (dotted arrows depict the dragging trajectories until the
channel entrances). (b) Afterward, four more optical traps are
generated in the baths and used to drag four more particles in the
channels so that an array of N ¼ 3, 4, and 5 single-file particles is
generated in the top, central, and bottom channel, respectively.
Particles are then released by switching off the trapping laser at
t ¼ 0. (c) Exemplary snapshot of the escape processes at
t ¼ 18 s. The escape processes are followed until all the particles
in the array of channels have escaped to the 3D baths.
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survival probability of at least n particles, given that at time
t ¼ 0 m ≥ n were uniformly distributed within the interval
½−L0=2; L0=2� of a channel of total length Lc ≥ L0. The
parameter Γ≡ Fe=2kBT quantifies the bias. With n ¼ 1
and m ¼ N, Snðtjm;Lc; L0;ΓÞ corresponds to the exper-
imental observable S1ðtÞ. In the limit of pointlike particles
the following relation holds true [35]:

1 − S1ðtjN;Lc; L0;ΓÞ ¼ ½1 − S1ðtj1; Lc; L0;ΓÞ�N: ð2Þ
The analytical expression for the single-particle survival
probability in the presence of a bias, S1ðtj1; Lc; L0;ΓÞ, is
reported in Eq. (6) of the Supplemental Material [55]. By
inserting this formula in Eq. (2), we obtain an analytical
expression for S1ðtÞ. Importantly, Eq. (2) implies that the
multiparticle escape process can be mapped onto the escape
process of many independent particles. Indeed, the multi-
particle escape from the channel can be considered as a
collective process where the order in which particles escape
from the channel can be neglected. Therefore, in our model
we do not tag any of the particles, thus neglecting collisions
(equal-mass particles exchange their velocities in 1D elastic
collisions) while assuming independent pointlike particles.
Intuitively, while collisions hamper the diffusion of the
particles in the center of the single file, they simultaneously
contribute to expel those at the edges of the channel, the
two effects thereby canceling each other. As a consequence
the S1ðtÞ values calculated according to Eq. (2) [lines in
Fig. 2(a)] favorably compare with the experimentally
measured values [symbols in Fig. 2(a)]. Remarkably, by
rescaling t to t=T1ðN;LcÞ both the experimental data and
the analytical expressions collapse onto the same curve
[Fig. 2(b) and Fig. S4]. This suggests that T1 can be used as
a scaling parameter for characterizing the self-similarity of
the escape process.
An analytical expression for T1 is obtained by applying

the binomial formula to the integral of Eq. (2),

T1ðN;Lc; L0;ΓÞ ¼
XN
k¼1

�
ð−1Þkþ1

�
N
k

�

·
Z þ∞

0

dt½S1ðtj1; Lc; L0;ΓÞ�k
�
:

¼ L2
c

D1

gðN;Lc; L0;ΓÞ; ð3Þ

where

gðN;Lc; L0;ΓÞ≡
XN
k¼1

�
ð−1Þkþ1

�
N
k

�

·
Z þ∞

0

dt0½S1ðt0j1; Lc; L0;ΓÞ�k
�
; ð4Þ

and the change of variable to adimensional time t0 ≡
tD1=L2

c has been performed. The interesting feature of

Eq. (3) is that it expresses a collective behavior of N
particles in single file (lhs) only in terms of the survival
probability of a single particle in the channel (rhs).
Importantly, T1 scales inversely with the diffusion
coefficient D1 of the last particle to leave the microfluidic
channel.
To validate this theoretical description, we experimentally

measure the mean escape time T1 and the diffusion
coefficient D1 of the last colloidal particle in the channel,
after all the other particles have left the channel. In this way,
the measurement ofD1 [reported in Table S1 and Fig. S1(c)]
is not affected by particle-particle interactions. We evaluate
D1 through the MSD as D1 ¼ MSDðnΔtÞ=ð2nΔtÞ, where
Δt is the lag time between consecutive frames and
n ¼ 1; 2;…; Nt − 1 are the last particle trajectory points.
In agreement with previous findings [51,54], due to particle-
channel interactions and hydrodynamic effects,D1 is found
to be lower on average by about 1=5 than the diffusion
coefficient measured in the bulk (Table S1). With exper-
imental conditions very similar to the ones used in the
present study, it has also been shown [51] that D1 is
approximately uniform throughout the entire channel
length, the transition region between bulk and channel
being located beyond the channel ends. Furthermore, in
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FIG. 2. (a) Time dependence of the escape-process
survival probability S1ðtÞ of N ¼ 3 particles in single file.
Squares and circles show the experimental results. Solid and
dashed curves refer to theoretical predictions calculated accord-
ing to Eq. (2). (b) Dependence of S1 on t=T1 for the same
quantities plotted in panel (a). Further plots are reported in
Supplemental Material [55].
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the Supplemental Material [55] we outline a simple theo-
retical discussion on the impact that particle-channel inter-
actions have on D1 at the channel entrances.
Under small external biases Fe < 10−15 N, the theoreti-

cal estimations of T1 calculated according to Eq. (3)
[mathematical symbols in Fig. 3(a)] slightly overestimate
the experimental values (full symbols). In such cases, a
better description of the experimental findings is given by
an effective theory that accounts for excluded volume
effects between colloidal particles. In the limit of weak
bias ΓLc ≪ 1 (or kBT ≫ FeLc), the single-particle survival
probability only depends on the ratio L0=Lc and Eq. (3)
simplifies into

T1ðN;Lc; L0Þ ¼
L2
c

D1

h

�
N;

L0

Lc

�
; ð5Þ

where

h

�
N;

Lc

L0

�
≡XN

k¼1

�
ð−1Þkþ1

�
N
k

�

·
Z þ∞

0

dt0
�
S1

�
t0j1; Lc

L0

��
k
�
: ð6Þ

When n particles of radius R are within the channel, its
length Lc reduces to Ln ¼ Lc − 2ðn − 1ÞR. An effective
length Leff can be estimated through the weighted average

LeffðN;Lc; L0;Γ; RÞ

¼
P

N
n¼1½Tn − Tnþ1�½Lc − 2ðn − 1ÞR�

T1

; ð7Þ

where

TnðN;Lc; L0;ΓÞ ¼
Z þ∞

0

dtSnðtjN;Lc; L0;ΓÞ ð8Þ

is the mean first passage time of the first n ≤ N particles
exiting the channel and ½Tn − Tnþ1� is the average time
span in which n particles are found in the channel.
Excluded-volume corrections are thus effectively taken
into account by substituting Lc with Leff in Eq. (5). For
FeLc ≪ kBT we thus obtain the following expression:

T1ðN;Lc; L0; RÞ ¼
LeffðN;Lc; L0; RÞ2

D1ðR;ΦÞ
h

�
N;

L0

Lc

�
: ð9Þ

The values of T1 calculated according to Eq. (9) (open
symbols in Fig. 3) are smaller than those obtained by using
the pointlike particle approximation in Eq. (3) (mathemati-
cal symbols). Intuitively, the effective channel length
available to each particle decreases when the particle
excluded volume is taken into account.
Equation (9) provides a more accurate description

[Fig. 3(a), open symbols] of the experimental data (full
symbols) in the presence of a weak external bias with
respect to the pointlike particle description (mathematical
symbols). Consistently with the Debye range, we define
collisions as those events for which the distance between
the centers of two neighboring particles becomes smaller
than 2.1R. Remarkably, we show that an external force
Fe ¼ 10−15 N is sufficient to drastically decrease the
experimentally measured number of interparticle collisions
(Fig. S3). Indeed, such a force drags all the particles in one
direction, reducing the collision probability. For this
reason, in the presence of a strong bias, the pointlike
particle predictions are closer to the experimental findings
than those of the effective theory with excluded-volume
effects [Fig. 3(b)]. Notably, all of the above comparisons
between experimental data and theoretical predictions are
carried out without fitting parameters, and are only based
on the experimental measurements of L0 (Fig. S2), Lc, D1,
and Fe (see Table S1).
In summary, we have found that the escape process of N

particles in single file can be described in terms of the
survival probability of the last particle to leave the channel
and that the mean escape time of the process scales
inversely with the diffusion coefficient of such a particle.
By demonstrating that it is sufficient to investigate the
diffusion of a single particle, our findings streamline the
design of synthetic arrays of channels and pores for
applications such as filtering where multiparticle transport
under close confinement is paramount. By proving that the
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FIG. 3. Dependence of the product of the mean escape time T1

and the diffusion coefficient D1 on the initial number N of
particles in the channel under weak (a) and strong (b) bias
conditions. Full symbols are experimental data. Error bars are the
propagation of the standard errors for T1 and D1 recorded in at
least 50 experimental independent measurements. Mathematical
and open symbols report analytical predictions calculated accord-
ing to Eqs. (5) and (9), respectively.
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simple formula FeLc ≃ kBT (Fe ≃ 1 fN in our experi-
ments) can be exploited to quantify the effect of an external
force on the escape process, our findings help both to
rationalize metabolite and drug diffusion across biological
membranes under an external force and optimize device
geometry in applications involving particle transport in a
force gradient. In this respect our theoretical model offers a
novel framework for (i) investigating the escape process
from widespread biological and synthetic constrictions,
and (ii) providing guidelines for the design of micro-
and nanodevices for particle and molecule transport
applications.
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